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Abstract
Nodes in active networks are allowed to execute some
code in order to provide new services. This paper
tackles the optimisation of the routing of packets
transporting the code, with the objective of favouring
the routes towards the active nodes able to execute the
code. The proposed solutions is based on the
extensions of classical routing protocols. Active
network specific information is shared between the
routers, and existing algorithms are modified to take
these information into account. An implementation for
OSPF is described.

1 Introduction
The impressive growth of IP networks during the last
few years made IP technology the common network
infrastructure for a wide range of applications and
domains, from wired data networks to mobile Voice
Over IP. In the meantime, new requirements in terms
of dynamic configuration, flexibility and content
adaptation have emerged, with the objective of
providing a better service to the end-user at the lowest
possible cost for the operators. One of the promising
evolution of traditional packet based network is the
Active Network concept which proposes to make the
networks able to dynamically provide new services,
on demand. After more than 5 years of intensive
study, the concept has been fully proved as feasible
and able to support the new requirements for
flexibility. Nevertheless, several important issues are
still opened, before the Active Network would be an
industrial reality.
This paper addresses the issue of deployment of
Active Network in a near future, from the routing
protocol point of view. The considered case is the
progressive integration of active nodes in a traditional
network, and the objective is to optimize the active
nodes utilization and the active IP packet routing. The
proposed open solution is supported by an existing
routing protocol and its implementation. It is based on
the OSPF optional mechanisms defined in a previous

IETF draft [22] to automatically identify Active Node
capabilities in the network. It proposes two different
algorithms to exploit those information in order to
have an adaptive, flexible and optimized IP routing
mechanism for the active IP packets.

The next section is a rapid overview of the Active
Networks, and the context of the work is detailed.
Section 3 describes the issues of routing packets in a
network composed of both active and passive nodes.
The section 4 proposes a solution for sharing
information about activeness of router, and section 5
details two algorithms for improving the routing of
packets in an active network. The implementation
supported by the OSPF routing protocol is described
in section 6. Section 7 concludes the paper and gives
the future orientation of our work.

2 Active Network overview
An Active Network is composed of Active Nodes
which are able to process the data traversing them [3].
This paper deals with the IP networks, then the nodes
with active function are the Active Routers. Such
routers provide the classical forwarding and routing
functionality as well as advanced routing features like
QoS management or Traffic Engineering. In addition,
the Active Routers are able to retrieve executable
code, which can specifically process the packets
which are forwarded. The execution of the code takes
place into an Execution Environment (EE) [19][3][1].
Several architectures have been proposed for Active
Network. In one of these approaches, the code to be
executed is entirely contained into an IP packet, and
the scope of the execution is limited to the packet
itself [5][21]. In this case, every packet transports the
code which is used to forward it at each node. Another
approach, the discrete one, is based on the concept of
capsules [1]. Capsules contain code, or a reference to
code, which is installed into the node in order to
further process the packets following the initial
capsule. The exact way of transporting the code



[17][18], the use of embedded or referenced code, as
well as the code’s language are not considered here.
From now on we will use the following definitions: A
Passive Node (resp. Router) is a node (resp. router)
providing the conventional IP network functionality.
An Hybrid Active Network, Hybrid Network for short,
is a network composed of both Active Nodes and
Passive Nodes. An Heterogeneous Active Network,
Heterogeneous Network for short, is an Active
Network composed of Active Nodes with different
EE. The code transported into the capsule or retrieved
thanks to the transported reference is called Active
Code. The Active Application is the result of the
execution of one or more Active Codes on one or
more Active Nodes.
The rest of the paper is focused on a Hybrid and
Heterogeneous Active Network, and defines
mechanisms to deal with Active Node detection and
Active Code routing in this network.

3 Routing in Active Networks
Several routing mechanisms in an Active Network are
possible and have been studied.
In the hypothesis that the network is entirely
composed of Active Nodes, the routing issue is the
same than for a passive network Although this
assumption is viable, it would restrict the potential
wide deployment of Active Nodes to fully active
networks only. This would implicitly mean that the
Active Network technology could be deployed into
small size LAN only.
In this paper however we will consider Hybrid
Networks, where both passive and active nodes
coexist: this is the typical scenario that will happen in
the MAN/WAN environment. There are two ways to
consider transport of capsules toward the Active
Nodes which would further process the packet.
In the explicit addressing approach [5], capsules are
explicitly sent to the target Active Nodes. This implies
that the sending application must know the Active
Nodes addresses and, in the Hybrid Network context,
have a topological knowledge of the network in order
to locate the Active Nodes. If the destination of a
capsule is the Active Node N1, every node routing the
capsule, no matter if passive or active, will simply
forward the packet toward N1: the Active Nodes on
the route between the sender and N1 will act as
Passive Nodes. This requires the application to control
the way capsules are treated in the network, and to
perform the routing task which is normally delegated
to the network. This approach does not allow to
process application-level flows: sender S that wants to
send a flow to D to be processed by active code,
would first need to find all the routes to D and then to
explicitly sends capsules to the intermediate Active
Nodes as described previously. The general issue of

dynamic routing is left for further study as explained
in section 7.
The second approach, which will be studied in this
article, is the implicit addressing [18] of Active
Nodes: capsules and data packets sent from host A to
host B will be considered only by the Active Nodes
traversed from A to B. In this approach there is no
need for the sender to be aware of the topology of the
active network, the location and addresses of active
nodes, etc. The drawback is the lack of control
concerning the deployment of Active Code within the
network: Active Nodes which are not traversed by the
capsules will not have the code installed.
In this article we propose a mechanism allowing the
routing of packets into a Hybrid Network and taking
into account the existence of capsules among the
packets to be routed. The mechanism will allow the
usual routing of passive packets, and will provide the
ability to route the capsules, and their associated
Active Code, toward the Active Nodes considered as
the best suited to perform active application.
The routing criteria considered are the following.
A capsule must be routed in priority towards:
1. a node able to execute the Active Code (execution

criterion)
2. among these nodes, the node where the active

code will have the most important impact
(efficiency criterion)

Noting it is worth that, in case of an Heterogeneous
and Hybrid Network it is not sufficient to route the
packets toward an Active Node. The EE supported by
the Active Node (or one of the supported EE if the
node is multiple EE capable) must be able to execute
the Active Code.
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Data

Code

Data

Capsule

Packet

Figure 1 Different routes for packets and capsules

The efficiency criterion completely depends on the
Active Application: for example, in the case of an
Active Application providing on the fly transcoding of
a multi-media flow, the Active Code would be better
executed on Active Nodes located at the boundary of
two networks with different transport or bandwidth
characteristics. As a second example, an Active
Application being designed to respond to a detected
network congestion [2] or a network intrusion would
not have specific placement requirements, its only



objective being to be executed on the Active Node
closest to the point where the trouble occurs. Some
other Active Applications could require the capsule to
be executed on the highest possible number of Active
Nodes, within the shortest path (or the lowest cost
path). The policy of dynamic placement of the Active
Code will therefore be different from one Active
Application to another. An efficient routing
mechanism in a Heterogeneous and Hybrid Network
would need to meet the efficiency criterion for the
different Active Applications. This would require to
have as many routing mechanisms flavors as the
number of possible Active Applications.
This point is left for further study and is listed in
section 7.

4 Opaque LSA for sharing Active Network
information

Among intra-area routing protocols, OSPF has been
chosen to support the extension for sharing the Active
Nodes capabilities information in an Hybrid network.

4.1 OSPF Overview
The routing protocol OSPF (Open Shortest Path First)
[11] defines routing entity called area, which allows
routing information isolation, hence a reduction of
amount of exchanged signaling.
Sharing information between OSPF daemon is mainly
done thanks to the LSA packets (Link State
Advertisement). Such a packet contains data with a
scope of either the link on which the LSA is sent
(such a LSA is of type 9), either with a scope of the
area (type 10) or network wide (type 11).
Some extensions have been defined for OSPF, with
the objective of carrying more information than those
initially defined. The Opaque LSA [12] has been
designed for distributing any type of information. The
basic mechanisms of the protocol see such LSA as
bytes, hence the Opaque denomination. The Opaque
LSA packets have a standard LSA header, followed
by a specific 32 bits length field.

4.2 The solution
 The proposed solution is based on the Opaque LSA
which populates the activeness status of the Active
Nodes. The Opaque-Type field is used to indicate that
this Opaque LSA has been sent by an Active Node,
and that it contains information about its activeness
into the Opaque information field. The Opaque Type
value would be registered to IANA [4] in order to be
standardized.
Two type of Active Opaque LSA are defined. Type 1
packets inform the other routers in the area of the
capacity of the Active Node, whereas type 2 packets

are sent simultaneously to the Network LSA and list
all the active routers in the area.
The Opaque LSA transported data is composed of the
following fields:
• Active Packet type
• EE Id: this is the unique ID of the Execution

Environment type. This information is used to
determine the route of a capsule containing an
Active Code, needing to be executed by a specific
EE (e.g. a JVM [7], or a PLAN [6] interpreter)

• EE Info Length: size of the additional information
concerning the EE.

• EE info: this field contains supplementary
information about the EE (if needed) like its
configuration or the list of available libraries.
With such information, a router is able to chose
the route for a capsule requiring specific EE and
library.

0 1 2 3
0123454678901234546789012345678901

Type 1 EE ID EE info length
EE Info

0 1 2 3
0123454678901234546789012345678901

Type 2 Length
Network Mask

Attached active router and EE

Figure 2 Active information formats

5 Adaptive Routing Algorithms for hybrid
Active Networks

The routing operation consists in finding the best
route to establish a communication between two
nodes, with respect to a given criterion. In most of the
case, the criterion to be satisfied is a cost function,
with the objective to consume the minimum of
(network) resources.
The routing protocols are used to let the nodes
communicating with each other, and exchanging data
about their links (cost, status, etc.). The routing
daemons compute a representation of the network in
the form of a weighted graph where the vertices
represent the nodes and the edges symbolize the links
between nodes. The weight of the edges are dependent
on the link and on the criterion to be satisfied when
the packet is routed. The routing table is built from
this graph, by using a shortest path first algorithm.
Two types of algorithms are used. The Vector
Distance Algorithm, based on the Bellman-Ford
algorithm [8], is the one used in RIP [9][10], whereas
the Link State Algorithm [8], based on Dijkstra's
Short Path First algorithm is used in OSPF.



RIP and OSPF, as well as IS-IS, are the most widely
deployed routing protocols for intra-area routing.
In order to be able to route capsules with respect to
the execution and efficiency criteria, the routing
protocols must be extended in the following manners.
1. Communication between daemons must include

information related to the active capacity of the
nodes. At least the following information must be
shared:
• the activeness of the node (i.e. if is it able to

recognize a capsule)
• and if active, the set of EEs it supports. In this

paper, the EE is considered as self-sufficient,
i.e. it is able to access all the resources that it
needs by itself (mainly, libraries). It would be
necessary to also consider the available
configuration of the EE as an information to
share.

2. The routing daemon must be able to compute a
specific routing table, using the traditional graph
of distances, and of the information about active
nodes.

In addition, the forwarding plane (e.g. the Linux
kernel, see section 6) must be able to route in a
different way packets and capsules. When dealing
with flows of data, the differentiation should be done
not only between capsules and packets, but also
between packets of passive flows, and packets from
flows needing active processing. This issue is more
detailed in the section 7.
The extension of the routing protocols for supporting
the specific data exchanged for routing in an Active
Network is addressed in the next section, with the
support of OSPF.
The following proposals of routing algorithm
modifications aim to satisfy the different criteria in an
Active Network (execution and efficiency criteria).

5.1 Attractiveness Algorithm
This approach allows to choose for a capsule a route
with Active Node rather than a route with Passive
Nodes only, in a configurable mmaner. This can be
exploited by solutions needing a different routing
table for different applications (see section 7).
 For promoting the routes toward the Active Nodes, it
is proposed to use the Dijkstra's algorithm on a graph
on which the weight of the link toward an Active
Node (with the required EE) is divided by a numerical
non null value X. This modification provides a very
simple way to route capsules toward the Active
Nodes. But is does not ensure that the capsule will
always be routed to the best suited Active Nodes, nor
to any Active Node. This lack of guaranty of routing
to the Active Nodes is the counterpart of the fact that,
even if there is no suited Active Node, the capsule
will still be routed toward its destination. One could

object that in some case, this lack of execution would
result in a complete failure in delivering the correct
data to the destination. This would mean that the
Active Applications is designed to make a
replacement of the transport function of the network.
If this can be a possible usage of the Active
Networking concepts, it is expected that the Active
Applications are always providing an additional
service to the transport service, and that the failure of
the value-added service would never result in the
degradation or failure of the basic service.
In order to increase the attractiveness of Active
Nodes, it is possible to improve the algorithm by
applying the X divider to the links which are
indirectly connecting some Active Nodes (i.e. a link
L1 to a node N1 which in turn is sink of a link L2
toward an Active Node N2).
The following is the pseudo-code for the algorithm:
Parameter X : attractiveness factor
Parameter P : indirect attractiveness steps number
For each active node N

Attract(N,X,P,Null)

Function Attract
Parameter N : node
Parameter X : attractiveness factor
Parameter P : recursion number
Parameter I : initial node
If P>1 Then
For each link L from N' to N

Weight(L)=Weight(L)/X
If N' is different than I

Attract(N’,X/2,P-1, I)

The following figure depicts the execution of the
Attractiveness Algorithm in a network with two
Active Nodes (N2 and N6). Not all the links have
been drawn for presentation purpose. The weights
W5, W2 and W6 are divided by X, because the
corresponding links are going to Active Nodes. The
link valued by W3 is indirectly going to the Active
Node N2 after two steps, then its weight is divided by
X/2. The weight W7 is divided by (X/2)² due to the
fact that there are two links from N3 to an Active
Node. The weight W4 is kept unchanged.

N1

N2
Active

N3

N5

N4

N6
Active

W2//X

W3/(X/2)

W5/X

W6/X

W7/(X/2)²

W4

Figure 3 Attractiveness Algorithm result



5.2 Slice Based Routing
This algorithm is better suited to Active Applications
that need that the capsules are executed on some
identified Active Nodes, with regards to the
destination host. An example of this is the intruder
tracking, where the Active Code aims to be deployed
on the Active Node the closest to a suspicious host.
This solution is a kind of explicit addressing.
In this solution, if the destination host is known by the
sending host (i.e. they exchanged routing information,
they are in the same routing area) the capsule can be
explicitly routed toward the Active Node which is the
best suited from the sending host point of view. If the
sending host does not have enough information, which
is the normal case in the Internet, it sends the capsule
to the closest Active Node in direction of the
destination. This Active Node would then decide if it
executes the Active Code, or if it forwards it toward
another Active Node which is known to be closer to
the destination host. This second solution would
require that Active Nodes have additional information
concerning the topology of the active part of the
network. This could be provided, for example, by an
extension of a protocol like BGP.

6 Implementation Issues
The proposed Active network Opaque-LSA extension
of OSPF, has been implemented over the routing stack
Zebra [13]. This is a modular and open source routing
daemon for Linux. Its architecture allows to manage
several routing protocols, which communicate with a
Zebra daemon which in turn updates the kernel
forwarding table.

LINUX
      KERNEL

Zebra

Routing table

OSPFdRIPdBGPd…….
Daemon

Figure 4 : Zebra global architecture

The work has been done on the version 0.91a, with a
specific patch for the Opaque LSA [14].
The main modifications are the following.
• A new register type for the Opaque LSA has been

defined :
OPAQUE_TYPE_ACTIVE_NETWORK_LSA

• The functions called when an event occurs have
been implemented (e.g.
ospf_active_network_lsa_originate).

They create the Opaque LSA containing the
information described in section 4.2.

These modifications allowe to exchange information
about active capability of routers, and to store this
information in the Link State Database.

E.E
 
Other
Daemon
RIP, BGP..

LSDB

Active
R.T.

Passive
R.T.

Active
R.T.

Passive
R.T.Passive routing

module

Active routing
module

R.T. Zebra
Active and

Passive

IP packet 

IP packets

Capsules

Router IP packet

LSA and O-Lsa
input

LSA and O-Lsa
flooder

Kernel 

Zebra Stack

OSPFd

Zébra Daemon

Figure 5 : Complete architecture for capsule routing

7 Conclusion and further works
The Active Network concept is a promising candidate
for addressing the new issues of IP network in terms
of flexibility and content adaptation. One of the key
issues for a success story of the Active Networks is
the smooth and consistent integration with the existing
passive networks. In this context, it is needed to
develop mechanisms allowing the capsules
containing, or referencing, the Active Code to be
routed accordingly to their specific constraints. The
routing mechanism must be aware of the existence of
two different kind of packets, and two different kinds
of nodes.
This paper shows how to extend the existing routing
protocols for supporting the routing of capsules in an
Hybrid and Heterogeneous Network. The issues to be
solved are addressed, and algorithms for routing in an
Active Network are proposed. An implementation of
the activeness information distribution has been done
on the top of an open and modular routing stack. This
proves that the needs for specific routing mechanisms
can be easily met at low cost. The global
performances are not deeply impacted, the
modification resulting in a separation of passive
packets and active packets. The worst case is when all
the routers are active and they all receive active and
passive packets: the tables are then duplicated in each
planes.



Further works are of two kinds. The first one is to
allow different routing of different types of capsules,
depending of the targeted Active Application. In a
Linux context, this could be easily done thanks to
kernel specific filtering, based on the Netfilter
framework, as well as distinct routing of capsules and
packets.
The second main direction of work is to consider not
only the routing of individual capsules and packets,
but the routing of flows. When a capsule reaches an
Active Node, the Active Code is executed at this
node. Then, the packets that this code must process
must be routed toward this node also. This means that
the scope of routing must be flows, rather than
packets/capsules. In IP networks, this can be partially
achieved by the use of resource reservation
mechanisms only (like RSVP) [16][15]. Even if this
allows to find a reliable route across the network, this
does not insure that all the packets of a flow will
follow the same path, and then be processed by the
same Active Code executions. If in the context of
Quality of Service, for which RSVP has been
designed, the probability of failure of transport due to
a route change is low, in the case of the Active
Network where the whole flow can be processed and
transformed on the fly, it is mandatory that, once
determined, the same route is used for the whole flow.
Such strong requirements on the routing system could
be achieved thanks to very flexible kernel like the
Linux 2.4 one, or in Network Processor, allowing a
fast and flexible packet forwarding.
They key point for the adoption of such a
differentiated routing is the balance between its
expected benefits and its scalability. Even deployed in
the access networks only, this mechanism needs more
resources in the edge and access nodes than a
traditional, passive, routing. But this allows to
optimize the active resources usage, then to give
activeness to a network, even with a few number of
active nodes. The last point is that this solution is
based on existing extension mechanism and that it
relies on existing protocols. Its deployment can be
done in an incremental way, every node supporting
the mechanism adding value to the global system.
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