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Advanced Signal Processing Algorithms for 3rd Generation Wireless
Mobile Systems

Alessandro Nordio

Sintesi

Motivata dall’interesse mondiale per i sistemi cellulari di terza generazione, questa
tesi affronta il problema di migliorare l’affidabilit`a del livello fisico dei ricevitori di
terza generazione che utilizzano la tecnica W-CDMA, proponendo algoritmi semplici
e a bassa complessit`a adatti ad essere implementati su sistemi esistenti. Il lavoro `e
stato sviluppato nell’ambito di una collaborazione tra Eur´ecom e EPFL il cui obiettivo
è quello di realizzare una piattaformaSoftware Radio capace di convalidare algoritmi
avanzati per il trattamento del segnale. La ricerca si focalizza su molti aspetti del
livello fisico, tra cui sincronizzazione,multi-user detection, e il progetto di algoritmi
per l’interfaccia tra il livello fisico e l’hardware.

Per quanto riguarda la sincronizzatione consideriamo l’acquisizione iniziale della
temporizzazione per i sistemi DS-CDMA, considerando canali affetti da fading e mul-
tipath. Nel nostro modello la Stazione Base diffonde un segnale di sincronizzazione
composto da un gruppo di chip modulati, ripetuti periodicamente e separati da lunghi
intervalli di tempo. Dopo opportune ipotesi semplificative deriviamo lo stimatore a
massima verosimiglianza della temporizzazione risolvendo un problema di massimiz-
zazione vincolata. Il nostro stimatore a massima verosimiglianza ha una complessit`a
proporzionale al numero di campioni di segnale trattati. Per mezzo di simulazioni le
prestazioni dello stimatore a massima verosimiglianza vengono poi confrontate con
quelle fornite da altri stimatori di temporizzazione proposti in letteratura. Lo stimatore
proposto fornisce buone prestazioni indipendentemente dal tipo di canale considerato.
In più è poco sensibile alle variazioni dello spettro Doppler del canale e fornisce buone
prestazioni sia in condizioni di fading veloce che di fading lento.

In modo da aumentare la capacit`a del sistema, proponiamo successivamente un
semplice ricevitore iterativo multiutente a cancellazione parallela di interferenza con
equalizzazione retroazionata per sistemi CDMA. Nel nostro ricevitore, una stima del
segnale interferente (interferenza da accesso multiplo e interferenxa inter simbolica) `e
ottenuto pesando le decisioni hard prodotte da decodificatori di Viterbi.

La stima dell’interferenza `e poi sottratta dal segnale ricevuto in modo da miglio-
rare la decodifica nell’iterazione successiva. Utilizzando un’analisi asintotica delle
prestazioni per sistemi CDMA con spreading casuale, ottimizziamo i pesi della retro-
azione ad ogni iterazione. Poi consideriamo due effetti (tra loro correlati) che limi-
tano le prestazioni del ricevitore: la polarizzazione dell’interferenza residua e l’effetto
ping-pong. Mostriamo che l’algoritmo proposto pu`o essere migliorato compensando
la polarizzazione nel calcolo dei pesi della retroazione e proponiamo una modifica
dell’algoritmo base in modo da evitare effettiping-pong. Tale modifica permette in-
oltre di ottenere una pi`u alta capacit`a del sistema e una pi`u veloce convergenza alle
prestazioni del singolo utente. L’algoritmo proposto `e stato convalidato, tramite simu-
lazioni, in un ambiente compatibile con le specifiche UMTS-TDD, includendo canali
selettivi in frequenza, fading, utenti asincroni e controllo di potenza. Per tali appli-
cazioni i decodificatori SISO (implementati ad esempio con l’algoritmo BCJR) non
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sono dunque necessari per ottenere efficienze spettrali elevate, e, nella maggior parte
dei casi, semplici decodificatori di Viterbi sono sufficienti.

In questa tesi presentiamo poi algoritmi a bassa complesssit`a per l’interfaccia tra
il livello fisico e l’hardware adatti ad essere implementati su terminaliSoftware Radio.
Gli algoritmi proposti rendono la frequenza di campionamento indipendente dalla fre-
quenza di simbolo e utilizzano la tecnica del campionamento a frequenza intermedia
per la conversione analogico-digitale e digitale-analogico. Come applicazione parti-
colare valutiamo l’effetto della distorsione introdotta da tali algoritmi sulla stima di
canale, in un ambiente UMTS-TDD.

Descriviamo infine l’architettura della piattaformaSoftware Radio sviluppata ad
Eurécom e capace di fornire comunicazioni in tempo reale. La piattaforma `e attual-
mente utilizzata per l’implementazione di protocolli e algortimi di trattamento del seg-
nale di terza generazione come UMTS e CDMA2000. Viene fornita una descrizione
dell’hardware con esempi di implementazione software sia su DSP ad alte prestazioni
che su microprocessori standard.
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Advanced Signal Processing Algorithms for 3rd Generation Wireless
Mobile Systems

Alessandro Nordio

Abstract

Motivated by the worldwide activity around third generation mobile communication
systems, this thesis addresses the problem of improving the physical layer reliability
of W-CDMA third generation transceivers by designing simple and low complexity
algorithms suited to be implemented on a real system. The work was developed in a
framework of a joint project between Eur´ecom and EPFL whose objective is to design a
real-time Software Defined Radio platform able to validate advanced signal processing
algorithms.

The research focuses on several aspects of the physical layer such as synchroniza-
tion, multi-user detection, and design of the front-end signal processing.

About the synchronization we consider initial timing acquisition in DS-CDMA
when propagation is affected by multipath and fading and where the Base Station
broadcasts a synchronization pilot signal in the form of bursts of modulated chips
transmitted periodically and separated by long silent intervals. Subject to certain sim-
plifying assumptions we derive the Maximum Likelihood (ML) estimator by solving a
constrained maximization problem. Our ML timing estimator has constant complexity
per observation sample. The relation to other estimation methods is addressed, and
performance comparisons are provided by simulation. The proposed estimator yields
good performance independently of the multipath-intensity profile of the channel, pro-
vided that the delay spread is not larger than a given maximum spread. Moreover, our
estimator is fairly robust to the mismatch in the fading Doppler spectrum and provides
good performance for both fast and slow fading.

In order to increase the system capacity we propose a low complexity multiuser
joint Parallel Interference Cancellation decoder and Turbo Decision Feedback Equal-
izer for CDMA. In our scheme, an estimate of the interference signal (both MAI and
ISI) is formed by weighting the hard decisions produced by conventional (i.e., hard-
output) Viterbi decoders. The estimated interference is subtracted from the received
signal in order to improve decoding in the next iteration. By using asymptotic per-
formance analysis of random-spreading CDMA, we optimize the feedback weights
at each iteration. Then, we consider two (mutually related) performance limitation
factors: the bias of residual interference and theping-pong effect. We show that the
performance of the proposed algorithm can be improved by compensating for the bias
in the weight calculation, and we propose a modification of the basic PIC algorithm,
which prevents the ping-pong effect and allows higher channel load and/or faster con-
vergence to the single-user performance. The proposed algorithm is validated through
computer simulation in an environment fully compliant with the specifications of the
time-division duplex mode of 3rd generation systems, contemplating a combination
of TDMA and CDMA and including frequency-selective fading channels, user asyn-
chronism, and power control. For such application, Soft-Input Soft-Output decoders
(e.g.implemented by the forward-backward BCJR algorithm) are not needed to attain
very high spectral efficiency, and simple conventional Viterbi decoding suffices for
most practical settings.
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Moreover we present low-complexity algorithms for transmitter and receiver front-
end suited to the implementation of Software Defined radio terminals. The proposed
algorithms make the processing sampling frequency independent of the symbol rate
of the digitally modulated signal and use the “IF-sampling” technique for D/A and
A/D conversion. As a case-study, we consider a training-based joint multiuser channel
estimation and we show that our front-end algorithms work nicely when coupled with
an efficient FFT-based joint channel estimator.

Eventually we describe a software radio architecture developed for providing real-
time wide-band radio communication capabilities in a form attractive for advanced 3G
system research. It is currently being used to implement signaling methods and proto-
col similar, but not limited to, evolving 3G radio standards (e.g. UMTS, CDMA2000).
An overview of the hardware system is provided along with example software imple-
mentation on both high performance DSP systems and conventional microprocessors.
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Chapter 1

Introduction

1.1 Historical perspective

The first revolution in mobile telephony can be identified with the migration from ana-
log systems (so called first generation (1G), such as TACS and AMPS [1]) to digital
systems (second generation (2G), such as GSM, IS54, IS95 [1]). The existing second
generation (2G) digital mobile standards offer bit rates up to10 kbit/s and have expe-
rienced phenomenal growth since their launch. Now they are rapidly evolving towards
the so called2:5G systems including, for example, the GPRS (General Packed Radio
Service) which offers air-interface transfer rates up to115 kbit/s. GPRS is a standard
oriented to packed data communications developed by the European Telecommunica-
tions Standards Institute (ETSI) and represents an essential step towards third genera-
tion (3G) systems such as the Universal Mobile Telecommunication System (UMTS)
currently under development and soon available on the market. UMTS will provide
both traditional telecommunication services and new Internet-based services over the
same network with higher bit rates (from384 kbit/s up to2Mbit/s) and will use radio
frequencies around2GHz. Two main modes are currently considered for the UMTS
standard: Time Division Duplex (TDD) and Frequency Division Duplex (FDD). The
FDD mode is intended for applications in public macro and micro cell environments
with wide area coverage and typical data transfer rates of up to384 kbit/s. The TDD
mode provides advantages for micro and pico cells and is especially suitable for en-
vironments with high traffic density (e.g. business areas, city centers, airports) and
indoor coverage where large data rates are required.

In order to provide this high performance, 3G systems need an improved physi-
cal layer. A huge amount of work has already been dedicated to the design of third
generation transceivers, including for example the RAKE receiver, Multi-User Detec-

1
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tion (MUD), multiple antennas, joint adaptive spatio-temporal signal processing and
modern coding techniques such as “Turbo Codes” at both transmitter and receiver.
Nevertheless, most algorithms are limited to a theoretical stage (a-part from few cases
such as the RAKE receiver and Turbo Codes) and their practical feasibility remains a
major issue.

At present, most algorithms are tested only through computer simulation which
often introduces a certain simplifications to model a real system. On the other hand,
studies done by the main telecommunications companies about the feasibility and on
software implementation of these solutions are not disclosed to the open literature.

In this context in 1999 the Eur´ecom Institute and EPFL (École Politechnique
Fédérale de Lausanne) started a joint project whose objective is to study and implement
a real-time Software Defined Radio (SDR) platform able to provide measurements in
real transmission conditions and aiming at validating advanced mobile communication
algorithms.

Motivated by this project, the work presented in this thesis focuses on the analysis
and design of a Wideband Code Division Multiple Access (W-CDMA) SDR platform,
an architecture characterized by relatively few integrated circuits or hardware compo-
nents except for some high performance Digital Signal Processors (DSPs). The plat-
form has been initially targeted for the UMTS-TDD standard although other standards
could be implemented. In other words, the UMTD-TDD standard has been consid-
ered as a reference for the research developed in these years for the platform project.
The aim was to improve the solutions proposed by the norm with more efficient and
reliable algorithms, which concern many aspects of the transceiver physical layer sig-
nal processing chain. In particular, the work of this thesis focuses on the following
aspects:

� Design of the transceiver front-end signal processing;

� Synchronization;

� Multi-user detection;

Some considerations that motivated the work on these items are shortly discussed in
the rest of this chapter.

1.2 Front-end signal processing and the Software Radio con-

cept

In the future the proliferation of wireless mobile communications systems will re-
quire radio terminals to be able to reconfigure themselves to handle several different
standards. These terminals represent a really attractive solution to provide universal
connectivity to the users and must be designed by using Software Defined Radio tech-
niques. The basic idea of SDR is that some parameters characteristic of the transmis-
sion system are chosen and programmed in software instead of using analog or digital
dedicated hardware. Software mainly means generality, flexibility, and robustness,
properties that nowadays have extreme relevance in the mobile communication con-
text. SDR is a very broad term involving several levels in the protocol stack (e.g., see
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[2], [3], [4] and references therein). At the physical layer, SDR requires signal process-
ing algorithms suited to implementation on a programmable CPU. The goal is to move
the software toward the antenna, performing operations likechannel selection [5, 6],
up- and down-conversion [7], synchronization and detection in the all-digital domain,
by using high performance Digital Signal Processors (DSPs).

In a modern transceiver, for example, the digital baseband signal produced by the
transmitter is sent to the A/D converter, up-converted to Radio Frequency (RF) and
then sent to the antenna. At the receiver side the RF signal incoming from the antenna
is downconverted to baseband and sampled before being processed. Theup anddown-
conversion operations are performed in hardware, passing through an Intermediate
Frequency (IF) usually ranging from tens to hundreds of MHz. The base-band signal
processing, instead, is constrained to certain parameters (signal bandwidth, chip or
symbol rate) imposed by the implemented standard. In order to meet these constraints
the hardware is created “ad hoc”, with the disadvantage of not being able to support
other standards characterized, by different parameters.

The advantage of Software Radio instead, is that some parameters characteristic
of the transmission system, such as the IF, the modulation scheme, the IF to baseband
conversion, the baseband processing and other features are chosen and programmed
in software. This solution enables the same hardware architecture to support many
standards providing a software interface between the baseband processing and the
hardware constraints. In practice, since the Intermediate Frequency is a parameter
dependent on the analog modulation devices, in a SDR transceiver the software gov-
erning the system is supposed to process the transmitter baseband signal in order to
match it to the IF. This processing mainly consists in applying re-sampling techniques
at both transmitter and receiver ends. In general, resamplers should be designed in
order to allow resampling by non rational factors.

In fact, a part of the work presented in this thesis concerns the design of such re-
sampling techniques. Many front-end algorithms are proposed and compared, with
particular attention to the computational complexity. For the transmitter side we dis-
cuss an efficient generation of an IF analog signal from the baseband digital signal,
while, at the receiver side, we propose efficients methods to generate a digital base-
band signal from the IF analog signal.

The proposed resampling techniques for the front-end signal processing, however,
have an impact on the performance of the physical layer signal processing functions
as for example channel estimation and data detection. This impact mainly consists of
a degradation of the receiver performance in terms, for example, of Signal to Interfer-
ence plus Noise Ratio (SINR) and Bit Error Rate (BER). For this reason the proposed
techniques have been chosen and validated in a realistic UMTS-TDD system by find-
ing a trade-off between degradation and computational cost.

1.3 Synchronization

Signal processing requires, in general, perfect synchronization between the transmitter
and the receiver clocks. The synchronization is acquired when the receiver is switched
on and then tracked while transmitting and receiving data. In UMTS-TDD, in or-
der to facilitate the acquisition of the synchronization, a particular downlink signal is
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broadcasted by the Base Station (BS). In order to assure reliable communications, the
synchronism must be reliably and rapidly acquired. A good synchronization algorithm
has a dramatic impact on the synchronization time, especially when the radio channel
introduces severe degradations to the signal. Classical systems use simple algorithms
although, in general, when the channel is affected by multipath and fading they show
quite poor performance.

In this thesis we present a Maximum Likelihood (ML) approach to the synchro-
nization problem when the BS signal is corrupted by the presence of a multipath fading
channel. The derived ML detector provides reliable timing estimations and, at the same
time, it jointly estimates the channel Multipath Intensity Profile (MIP). This approach
leads to an algorithm providing better performance compared to classical synchroniza-
tion systems.

1.4 Multi user detection

In a typical CDMA system several users access simultaneously the same radio channel.
This situation is common in a CDMA systems like the UMTS-TDD where the received
signal can contain the superposition of several user signals. In such systems the Multi-
ple Access Interference (MAI), caused by the users accessing the radio channel at the
same time depends on the correlation between their spreading sequences. The solution
provided by the UMTS-TDD norm consist of assigning orthogonal sequences to the
users in order to nullify the MAI and by simple matched filtering the received signal
using filters matched to the spreading sequences of each user. This idea, however,
finds its limitations in a non perfect synchronization between users which destroys
the orthogonality of the sequences. In any case, even with good synchronization and
tracking algorithms, asynchronism between users is introduced by the propagation
delays and orthogonality is destroyed by the fading multipath channels. In order to
reduce the MAI effect, Multi User Detection [8] techniques seem very promising, pro-
viding outstanding performance, superior to the conventional Single User Detectors
and allowing very high channel loads. Multi User Detection, traditionally regarded
as an ensemble of techniques to detect uncoded data in a multiple access waveform
channel, are the subject of intensive studies in the recent years (see for example [8]
and references therein). The proposed solutions, however, often require computational
complexities not affordable by the available technology so that their implementation in
the communications systems under development is still not considered, at least in the
first system release. On the other hand, Information Theory shows that much larger
channel loads can be achieved provided that anon-linear multiuser joint detector and
decoder is employed [9, 10]. This may range from the impractically complex optimal
joint decoder to practically appealing successive interference cancellation approaches
(stripping) [11, 12] where decoded and re-encoded users are subtracted from the re-
ceived signal.

In this thesis, with the aim of providing simple and practical solutions for the im-
plementation on the SDR platform, a Chapter is dedicated to the development of a
low-complexity Iterative Parallel Interference Cancellation Multiuser Detection algo-
rithm, that, at the same time, performs joint channel decoding and Decision Feedback
Equalization. This algorithm can be easily implemented and used for real time appli-
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cations with the available technology.

1.5 Thesis outline and contributions

The thesis is organized as follows: Chapter 2 gives an overview on the UMTS-TDD
standard main features introducing the general system model of the transmitter and the
receiver along with part of the notation used through this work.

Chapter 3 presents the derivation of the Joint ML timing estimator for the UMTS-
TDD mode in the presence of multipath fading channels. Comparisons with the per-
formance of other timing estimators are provided. The results shown in this Chapter
have been published in the following papers:

� G. Caire, P. A. Humblet, G. Montalbano, and A. Nordio,“Slot-timing maximum
likelihood estimation with bursty pilot signals for DS-CDMA in multipath fad-
ing channels,” Proc. IEEE Globecom 2000, S. Francisco, CA, November 2000.

� G. Caire, P. A. Humblet, G. Montalbano, and A. Nordio,“Initial synchronization
in DS-CDMA via bursty pilot signals,” to appear on IEEE Trans. on Communi-
cations, 2002

Chapter 4 develops a simple and high performance multi user detector with joint
decoding and decision feedback equalization. Related publications are

� A. Nordio, G. Caire, and M.Hernandez, “Design and Performance of a Low-
Complexity Iterative Multiuser Joint Decoder Based on Viterbi Decoding and
Parallel Interference Cancellation,” Proceedings of ICC 2002, NewYork, May
2002.

� A. Nordio, G. Caire, and M.Hernandez, “Low-Complexity Turbo Equalization
and Multiuser Decoding for TDMA-CDMA” submitted to IEEE Transactions
on Wireless Communications, February 2002.

Chapter 5 addresses some low complexity algorithms for a SDR transceiver front-
end. Results, show that the proposed techniques represents a valid solutions for imple-
mentation. The work presented in this Chapter has been partially published in

� G. Caire, P. A. Humblet, G. Montalbano, and A. Nordio,“Transmission and re-
ception front-end architectures for software radio,” Proc. ECWT 2000, Paris,
France, September 2000.

The architecture of the W-CDMA SDR platform developed at Eur´ecom Institute
is presented in Chapter 6. A description of the hardware set-up and of the employed
signal processing algorithms is also given. Parts of this Chapter are contained in the
following publications

� C. Bonnet, G. Caire, A. Enout, P. A. Humblet, G. Montalbano, A. Nordio, and D.
Nussbaum,“A software radio platform for new generation of wireless commu-
nication systems,” Proc. 12th Tyrrhenian Intern. Workshop on Digital Comm.:
Software radio technologies and services, Porto Ferraio, Italy, September 2000.
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� C. Bonnet, G. Caire, A. Enout, P. A. Humblet, G. Montalbano, A. Nordio, and
D. Nussbaum,“A software radio testbed for UMTS TDD systems,” Proc. of IST
Mobile Communications Summit 2000, October 2000.

� C. Bonnet, G. Caire, A. Enout, P. A. Humblet, G. Montalbano, A. Nordio, and
D. Nussbaum,“Open Software Radio Platform for New Generations of Mobile
Systems,” Proc. of 3rd European DSP Education and Research Conf., Paris,
France, September 2000.

� C. Bonnet, G. Caire, A. Enout, P. A. Humblet, G. Montalbano, A. Nordio, D.
Nussbaum, T.H¨ohne, R. Knopp, B. Rimoldi, “An open software-radio architec-
ture supporting advanced 3G+ systems,” Annales des t´elécommunications, tome
56, n.5-6, Paris, France, Mai-Juin 2001.

Finally in Chapter 7 the general conclusions of this thesis are pointed out.



Chapter 2

A system model based on the

UMTS-TDD physical layer

The Universal Mobile Communications System [13] consists of a set of standards and
new technologies conceived a few years ago and it is still under development. The
aim of this standard is to provide to the users high-quality wireless multimedia broad-
band communications, by extending todays mobile technologies (like GSM, WAP,
GPRS [1]). This choice was motivated by the increasing need of multimedia appli-
cations usually requiring high data rates such as pictures, graphics, video communi-
cations, video on demand, mobile Internet access and other wide-band information as
well as voice and data.

The development of UMTS has the support of many major telecommunications
operators and manufacturers worldwide. Several organizations take care of the UMTS
standardization as, for example, the3rd Generation Partnership Project (3GPP) which
is a collaboration agreement that brings together a number of telecommunications stan-
dards bodies like the European Telecommunications Standards Institute. One of the
3GPP scopes is to produce globally applicable technical specifications and technical
reports for3rd generation mobile systems, including a new radio interface known as
UTRA (UMTS Terrestrial Radio Access) based on the W-CDMA technology. Two
main modes are considered for the UTRA: the Frequency Division Duplex [14] mode
and the Time Division Duplex [15] mode. Although the UMTS standard considers for
these modes several levels of the protocol stack, the research developed in this thesis
only focuses on the UMTS-TDD physical layer, considering, in particular, the standard
proposed by 3GPP.

A short overview of the UMTS-TDD physical layer is presented in the following.
Later, inspired by its main characteristics, we describe the transmitter and receiver

7
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Figure 2.1: General structure of a cellular wireless system

models used in this thesis. The interested reader can find more details on the UMTS-
TDD 3GPP standard in [13].

2.1 Overview on the UMTS-TDD physical layer

2.1.1 The multiple access strategy

UMTS is a cellular system schematically represented in Figure 2.1. In the Figure, a cell
is the region where a Mobile Terminal (MT) can access the network through a certain
Base Station. Usually communications between MTs and BS are bi-directional. In the
literature the wordsuplink anddownlink [1] refer to the communication links going
from the MTs to the BS and from the BS to the MTs respectively.

The BSs, however, are more complicate than the MTs because they organize the
flows of information transmitted and received by the MTs according to rules, schedul-
ing, and algorithms defined in the supported protocols. Communication protocols that
drive these systems are organized in layers and, in particular, thephysical layer or
layer 1 generates the radio signals to be transmitted and applies suitable signal pro-
cessing algorithms to the received signals in order to assure reliable communications.
Like for other digital systems, the UMTS baseband processing is performed in the all
digital domain while the analog devices only take care of up- and down-conversion op-
erations, acting from baseband or an Intermediate Frequency to the Radio Frequency.
The UMTS-TDD layer 1 acts from the bit level to the Digital to Analog (D/A) or Ana-
log to Digital (A/D) converters. It includes signal processing algorithms as synchro-
nization, channel estimation, data detection, channel encoding and decoding, modula-
tion, demodulation, and it implements the multiple access technique used to regulate
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Figure 2.2: The UMTS-TDD slot structure

the access of the transceivers to the radio resources.

The UMTS 3GPP standard proposes different multiple access techniques for the
FDD and TDD modes. The standard for TDD physical layer [13] recommends a com-
bination of Time Division Multiple Access (TDMA) and Direct Sequence Code Divi-
sion Multiple Access (DS-CDMA) techniques [1].

On the TDMA side, time is organized as a concatenation of frames lastingTframe =
10ms where each frame is divided in15 slots of lengthTslot � 666�s. The MTs
and the BS are allowed to transmit only in certain slots of the frame, called uplink
and downlink slots respectively. These are dynamically assigned according to certain
requirements as for example the uplink and downlink data rates, quality of service, and
cell-load.

The slot allocation strategy includes the possibility for more than one MT to trans-
mit at the same time and in the same slot, causing Multiple Access Interference (MAI)
between MT signals at the BS receiver. By using CDMA techniques, interfering sig-
nals are separated by means of spreading sequences.

2.1.2 Spreading and scrambling

In the UMTS-TDD mode, a spreading sequence is a vector of chips belonging to the
QPSK [1] constellation. The spreading sequence length,L, is also calledspreading
factor. In the standard, the chip time,Tc, is defined such thatTslot = 2560Tc, that is,
2560 chips take place in a slot, yielding a chip-rateRc = 1=Tc = 3:84Mchips/s. A
simplified slot structure is depicted in Figure 2.2. Spread data and control information
occupy only two parts of the slot, in the Figure labeled “Data Field 1” and “Data Field
2”, respectively. The field “Midamble” is used for channel estimation purposes and
the guard time “Guard” is a silent interval separating the slots.

The standard employs Walsh-Hadamard [16] spreading sequences with spreading
factors of powers of two and in the range1 � L � 16. Moreover the system can
assign to the users different spreading factors in order to provide different data rates.
The Walsh-Hadamard spreading sequences of lengthL = 2l, for a positive integerl,
are the rows of theL � L Walsh-Hadamard matrixHL generated by the following
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recursive procedure:

H2L =

�
HL HL

HL �HL

�
(2.1)

with initial condition
H1 = 1: (2.2)

The cross-correlation matrix of the Walsh-Hadamard sequences is proportional to the
identity matrix,

RHL = H
T
LHL = LIL: (2.3)

Since the MAI is proportional to the correlation between spreading sequences, the ad-
vantage of using Walsh-Hadamard sequences is to nullify the MAI at the receiver.
We have to point out that this consideration is valid only in the case of perfectly
synchronous users. When users are asynchronous and their relative offsets contain
a fraction ofTc, (2.3) no longer holds. Moreover, since there are onlyL orthogo-
nal sequences of lengthL, this choice provides a maximum load of 1 user per chip.
In a general case, if the multiple access interference is not negligible as for example
when using non-orthogonal spreading sequences or with Walsh-Hadamard sequences
and asynchronous users, the MAI can be reduced by employing Multi User Detection
(MUD) techniques [8] for the moment still not considered by the norm. This issue is
broadly discussed in Chapter 4.

The MAI, however, is not the only source of interference at the receiver. In fact
a complete model should take into account also the cell-to-cell interference (i.e. the
interference caused by transceivers of an adjacent cell). In particular in the UMTS-
TDD mode, MTs of adjacent cells, can be assigned to the same spreading sequences,
causing cell-to-cell interference between data signals. In order to reduce this effect
cells are characterized byscrambling sequences that multiply the transmitted chips.
The scrambling sequences are initially known by the BS and then acquired by the
MTs during the synchronization process.

2.1.3 Synchronization

The frame and slot timings depend on the BS clock which is used as time reference
by the MTs. This means that every MT has to acquire the BS time reference before
starting communication in the cell. This process of timing acquisition is calledsyn-
chronization.

In the UMTS-TDD mode synchronization is performed in two steps, called pri-
mary and secondary synchronization respectively. These are facilitated by the BS
which broadcasts to the MTs some synchronization signals located in a known posi-
tion of the frame. For the primary synchronization the BS broadcasts in a downlink
slot a burst made of 256 modulated chips,

sps =
h
sps[0]; : : : ; sps[255]

i
separated by long silent intervals and repeated indefinitely at a known rate. The pri-
mary synchronization sequence,sps, is common to all the cells and is known by the
MTs. When a MT is switched on, it first detects the presence and the timing of the
primary synchronization.
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The detection of the frame timing is facilitated by the structure of the primary syn-
chronization sequence, designed in order to have a very peaky aperiodic autocorrela-
tion function. Moreover the sequencesps is a hierarchical sequence made of two base
sequences of length 16 chips,sps1 andsps2 . The primary synchronization sequence is
then given by

sps = sps1 
 sps2 (2.4)

where (
 denotes Kronecker product [17]) and where

sps1 = [�1;�1;�1;�1;�1;�1;+1;+1;�1;+1;�1;+1;�1;+1;+1;�1]
sps2 = [�1;�1;�1;+1;+1;�1;+1;+1;�1;�1;�1;+1;�1;+1;�1;�1]

This feature in the design of the sequence is useful to reduce the complexity of the
synchronization algorithm as shown in Chapter 6.

When the frame time reference of at least one BS is successfully acquired, the
MT searches for some secondary synchronization signal broadcasted by the BS and
carrying additional information that characterizes the BS (e.g. the slot timing and
the scrambling sequence index). Once all these parameters have been identified, the
MT can set up a connection with the BS. For more information on the UMTS-TDD
synchronization procedures refer to [14, 15].

2.1.4 Midamble and channel estimation

In wireless communication the transmitted signals are degraded by the radio channel
that must be correctly estimated at the receiver in order to improve the reliability of
the communications. In the literature a huge amount of work has been published on
channel estimation, and many techniques have been proposed.

The UMTS-TDD standard defines a training sequence based channel estimation,
where a sequence of known modulated chips is sent by the transmitter in the field
“Midamble” of the slot (see Figure 2.2). In a given slot the training sequence chips are
built from a common periodic base sequence,

st =
h
st[0]; st[1]; : : : ; st[Ptr]� 1]

iT

of periodPtr by adding a cyclic extension of lengthCext, providing a total midamble
length ofPtr+Cext chips. In an uplink slot, for example, the MTs allowed to transmit
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Table 2.1: UMTS-TDD midamble parameters

Ptr Cext Co� U

Midamble 1 456 56 57 8

Midamble 2 192 64 64 3

build their training sequences using a cyclic shift ofst by an integer multiple ofCo� as
shown in Figure 2.3. This technique that allows a joint estimation of all the channels
is described in [18], [19], and with some modifications in [20], and references therein.
UsuallyPtr is an integer multiple ofCo� such that the ratioPtr=Co� = U indicates the
maximum number of channels that the system can jointly estimate;Co� also represents
the maximum length of the channel impulse response that can be estimated.

The TDD standard defines two midambles of sizes512 and256 chips which pa-
rameters are summarized in the Table 2.1 and allowing the joint channel estimation
of U = 8 andU = 3 users respectively. An example of midamble generation is
given in Figure 2.3. More details on the channel estimation signal processing for the
UMTS-TDD mode are given in Chapter 6.

2.1.5 Pulse shaping filter

The last item discussed in this short overview of the UMTS-TDD physical layer is the
transmission filter which shapes the spectrum of the transmitted signal by providing
a finite output bandwidth. The UMTS standard proposes, as pulse-shaping filter the
root-raised cosine waveform (t) whose spectrum is given by

	(f) =

8>>>>>>><>>>>>>>:

p
Tc jf j � 1� ro�

2TcvuutTc
2

"
1� sin

�
�Tc
ro�

(jf j � 1
2Tc

)

�#
1� ro�
2Tc

� jf j � 1 + ro�
2Tc

0 jf j � 1 + ro�
2Tc

(2.5)

and where

	(f) =

Z 1

�1
 (t)e�j2�ft dt

In the standard, the roll-off factor is set toro� = 0:22 so that the total bandwidth of
the UMTS signal is given by

W =
1

Tc
(1 + ro�)

Since the chip-rate isRc = 3:84Mchips/s this corresponds to the bandwidthW =
4:68MHz.
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2.2 General system model

Driven by the main characteristics of the UMTS-TDD 3GPP system described in the
previous Sections we introduce in the following the block diagram of a TDMA-CDMA
transceiver on which the work presented in this thesis is based. Along with the descrip-
tion we introduce part of the notation used in the following Chapters. Because of the
generality of this architecture the UMTS-TDD physical layer can be seen as a particu-
lar case and will be used through this thesis as a reference for comparisons.

2.2.1 Transmitter

In Figure 2.4 the block diagram of a TDMA-CDMA transmitter for both MT and BS
is depicted. Information bits, denoted in the following by the vectorb, and provided
by the upper layers of the protocol stack, are channel-encoded, interleaved, modulated,
and spread. The channel encoder labeled “ENC” in the Figure can be any code with
coding-rateR. Blocks of encoded bits are interleaved with the interleaver� and then
modulated using a modulation alphabetA (BPSK or QPSK [16]). Symbols, denoted
by the vector

a =
h
a[0]; a[1]; : : :

i
have energy

E = (log2 jAj)REb
wherejAj is the cardinality of the modulation alphabetA and whereEb is the energy
associated to each information bit. In this system we consider complex spreading
sequences with spreading factorL, given by the complex column vectors

su =
h
su[0]; su[1]; : : : ; su[L� 1]

iT

whereu is the sequence index and where the elementssu[l] belong to the QPSK con-
stellation.

When the BS communicates at the same time withU MTs its output signal is the
sum ofU contributions, each one characterized by different symbols and spreading
sequences as shown in Figure 2.4(b).

In both cases, after spreading, complex chips are sent to the block labeled “Digi-
tal and Analog front-end” that provides a RF signal to send to the antenna. For most
systems in this block the D/A converter, which separates the digital signal processing
from the analog devices is located. The position of the D/A converter inside the “Dig-
ital and Analog front-end” block depends on the platform. An in-depth discussion of
the baseband to RF signal processing for the transmitter is given in Chapter 5.

In the theoretical studies presented in Chapters 3 and 4, for the sake of simplicity,
we only consider the baseband processing, i.e. the “Digital and Analog front-end”
block in Figure 2.4 is neglected. In this case, assuming an analog pulse-shaping filter
 (t), the baseband signal sent to the antenna is given by

x(t) =
p
E

X
k

a[k]

L�1X
l=0

s[l] (t� lTc � kT ) (2.6)
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Figure 2.4: General scheme of the BS and MT transmitters

for a MT transmitter and by

x(t) =

UX
u=1

p
Eu

X
k

au[k]

L�1X
l=0

su[l] (t� lTc � kT ) (2.7)

for the BS transmitter. The symbol period is denoted by Ts = LTc.
Although this system model has been focused on data transmission (which may

involve coding and spreading) it can also represent the transmission chain for syn-
chronization and training sequence signals. In fact, these can be seen as special cases
where synchronization sequence chips and the training sequence chips are considered
as source symbols while channel encoding, interleaving, and spreading blocks do not
perform any operation.

2.2.2 Channel

The transmitted signal is corrupted by the radio channel which is characterized by
the environment where radio signals propagate. The propagation conditions are in
general assumed time-varying owing to the movement of the MT with respect to the
BS although other effects can be involved (objects moving, changes of the weather,
etc). Complete channel models, taking into account all these effects, are usually very
complicated and when applied in the study of advanced signal processing techniques
often lead to non-tractable solutions. A commonly used and simple channel model of-
ten used in the literature, is the Wide-Sense Stationary Uncorrelated Scattering model
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Figure 2.5: Representation of a channel MIP

(WSS-US [16]) with Rayleigh fading and multipath impulse response, represented by

h(t; �) =
P�1X
p=0

cp(t)Æ(� � �p) (2.8)

where the time-varying complex channel impulse response h(t; �) is a function of the
time t and of the delay � . In this model the echoes of the RF signal reflected by the
scatterers are grouped into P independent subsets, called paths, characterized by the
delays �p and a set of time-varying mutually independent complex path gains cp(t)
modeled as random processes with distribution NC(0; �2p). Usually these channels are
defined by a Multipath Intensity Profile (MIP) [1], given by the delays vector

� = [�0; �1; : : : ; �P�1] (2.9)

and by the relative path powers vector

�2 =
�
�20 ; �

2
1 ; : : : ; �

2
P�1

�
(2.10)

An example of MIP is given in Figure 2.5. The MIP of certain propagation condi-
tions have been standardized [21] with the purpose of giving a common reference for
testing signal processing algorithms.

The solutions proposed in this work have been tested using some of the standard
channels as well as with other MIP created “ad hoc” in order to show particular behav-
iors of the algorithms.

2.2.3 Receiver

The considerations done for the transmitter front-end hold for the receiver whose gen-
eral structure is depicted in Figure 2.6. An in-depth discussion on the RF to base-band
signal processing represented in the Figure by the block “Analog and Digital Front
End” is given in Chapter 5.

For the rest of the thesis, for simplicity, we assume baseband transmission. We
will denote by y(t) the continuous time baseband received signal and by the vector

y =
h
y[0]; y[1]; : : :

iT

its discrete-time version, sampled at rate Rs = Nc=Tc where Nc is a suitable integer
that satisfies the Nyquist criterion.
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In the uplink case where U MTs are transmitting at the same time the baseband
signal at the BS receiver is given by

y(t) =
UX
u=1

Z 1

�1
hu(t; t� �)xu(�) d� + �(t) (2.11)

where

� �(t) is the noise contribution, a complex Gaussian random process with zero
mean and power spectral density I0 that takes into account the thermal noise
and cell-to-cell interference (assumed Gaussian)

� xu(�) is the continuous-time complex baseband signal produced by the trans-
mitter of the uth MT given by ( 5.1)

� hu(t; �) is the channel connecting the uth MT to the BS

In a downlink slot instead the only channel involved is the one that links the BS
antenna to the MT receiver, so that the received signal is

y(t) =

UX
u=1

Z 1

�1
h(t; t� �)xu(�) d� + �(t) (2.12)

Since we restrict this system model to a single cell, considering a single BS, the
cell-to-cell interference is assumed to be part of the total noise variance.

The synchronization block, present only in the MT, estimates the timing of the BS
signal and provides a time reference to the receiver. The synchronization process is
active when the MT is switched on or when, for some reason, the MT looses the syn-
chronization and must re-acquire the timing. Using the slot timing informations the
channel estimation block identifies the midamble into the slot, processes the training
sequence signal, and provides channel estimates to the detector/decoder. The deriva-
tion of an efficient signal processing technique providing the channel estimates is given
in Section 5.5.
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Eventually, the detector/decoder processes the signal contained in the slot data
fields, estimates the information bits, and sends it to the upper layers. It performs
operations like matched filtering, despreading, demodulation, deinterleaving and de-
coding.

In this system model we do not specify the structure of the detector/decoder, leav-
ing it enough general to include the Single User Detector receiver proposed by the
UMTS-TDD norm as well as the Multi User Detection and decoding techniques de-
veloped in Chapter 4.
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Chapter 3

Maximum likelihood burst timing

acquisition

We consider the initial timing acquisition in DS-CDMA when propagation is affected
by multipath and fading and where the base-station broadcasts a synchronization pilot
signal in the form of bursts of modulated chips transmitted periodically and separated
by long silent intervals. Subject to certain simplifying assumptions we derive the max-
imum likelihood (ML) estimator by solving a constrained maximization problem. Our
ML timing estimator has constant complexity per observation sample. The relation
to other estimation methods is addressed, and performance comparisons are provided
by simulations. The proposed estimator yields good performance independently of the
multipath-intensity profile of the channel, provided that the delay spread is not larger
than a given maximum spread. Moreover, our estimator is fairly robust against the
mismatch in the fading Doppler spectrum and provides good performance for both
fast and slow fading.

3.1 Introduction and motivation

In a wireless mobile system synchronization represents a major issue. As introduced in
Section 2.1.3 a MT before starting communication with the BS must acquire its timing.
When data transmission occurs with a slot structure, as for the UMTS-TDD mode, the
basic time reference is the slot and frame timing. In third generation wireless com-
munication systems [22] timing acquisition is facilitated by a pilot signal transmitted
by the BS. In the UMTS standard this signal is called primary synchronization signal.
In both FDD and TDD [14, 15] modes, the primary synchronization signal (already

19
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described in Section 2.1.3) is bursty, i.e., it is non-zero only for a small fraction of
time compared with the slot duration. The first task of the MT when it is switched
on consists of detecting the presence and the timing of the primary synchronization
signal. Motivated by this scheme, we consider the general problem of initial slot tim-
ing acquisition in a DS-CDMA system with a bursty pilot signal in the presence of an
unknown multipath fading channel.

In [23] a maximum likelihood (ML) timing estimator is derived by assuming that
the channel MIP is known at the receiver, and in [24, 25] the ML criterion is applied by
modeling the channel as deterministic unknown and constant with time. Unfortunately
the multipath intensity profile is not known before initial acquisition and, since the ini-
tial synchronization phase may last several slots, the algorithms based on the constant
channel assumption might perform poorly in the presence of time-varying fading.

In this Chapter, we obtain a low-complexity slot timing estimator requiring a min-
imum amount of prior knowledge and yielding good performance on a wide range
of channel MIPs and fading Doppler bandwidths. Since both the channel MIP and the
noise plus interference power spectral density are not known at the receiver, we formu-
late a joint ML problem where all these parameters have to be estimated. We derive the
ML estimator by solving a constrained maximization problem via the Karush-Kuhn-
Tucker (KKT) conditions [26]. In order to obtain a tractable solution we make several
simplifying assumptions. When these are not satisfied, our estimator is not exactly ML
and may suffer from mismatch. The proposed estimator is compared with the simple
estimator for flat fading [16], with the too optimistic estimator of [23], and with the es-
timator of [24] for two typical channel MIPs under both the assumption of slow fading
(constant channel) and fast fading. Computer simulations show that the proposed joint
ML estimator exhibits good performance in all these conditions and it is fairly robust
to mismatch of the assumed fading statistics.

3.2 Signal model

The continuous-time complex baseband received signal is given by

y(t) = �(t; �) + �(t) (3.1)

where �(t) represents noise plus interference, modeled as a zero-mean complex cir-
cularly symmetric Gaussian process with power spectral density I0, and �(t; �) is the
received synchronization signal component, given by

�(t; �) =

M�1X
m=0

Z
h(t; t� �)x(� � � �mT ) d� (3.2)

where � is the slot timing, x(t) is the bursty pilot waveform of duration Tps, T �
Tps is the period of repetition of x(t), h(t; �) is the time-varying multipath channel
impulse response and M is the number of transmitted pilot bursts. Because of the
slot periodicity, � must be estimated modulo T . The channel is assumed to follow
the WSS-US [16] model with Rayleigh fading and multipath impulse response given
by (2.8) where the channel MIP is defined by the delays vector � = [�0; : : : ; �P�1]
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Figure 3.1: Bursty synchronization signal at the transmitter

and by the path variances � = [�20 ; : : : ; �
2
P�1]. Since Tps is much shorter than T ,

we assume that the channel coherence time Tcoh [16] satisfies Tps < Tcoh � T .
This implies that the channel is almost constant during each mth burst, but changes
independently from burst to burst. Since Tps is very short 1 this condition is referred
to as fast fading, and holds approximately for 1

T � Bd <
1
Tps

, where Bd is the fading
Doppler bandwidth. Moreover, we assume that the delays �p are constant over the
whole observation window of duration MT . In practical systems [19] the period T
ranges from one slot period to one frame period and the multipath delays vary at a
much lower rate than the slot rate. Thus this assumption is satisfied. Subject to the
above assumptions, �(t; �) in (3.2) can be rewritten as

�(t; �) =
M�1X
m=0

P�1X
p=0

cmpx(t� � � �p �mT ) (3.3)

where cmp are complex zero-mean circularly-symmetric Gaussian mutually uncorre-
lated random variables such that E

�
cmpc

�
nq

�
= �2pÆm;nÆp;q.

The pilot waveform is given by

x(t) =

N�1X
n=0

sn (t� nTc) (3.4)

where Tc is the chip duration, sn is a sequence of N chips known at the receiver and
 (t) is the chip-shaping pulse band-limited to [�W =2;W =2] with 1

Tc
�W � 2

Tc
.

In a digital receiver implementation the signal is low-pass filtered and sampled at a
convenient rate W > W . Hence, baseband processing is performed in discrete time.
We assume W = Nc=Tc, where Nc > 1 is the number of samples per chip. Let
Q = WT denote the number of samples per pilot repetition period, and define the
discrete-time observed signal as

y =
h
y[0]; : : : ; y[MQ� 1]

iT

After a straightforward derivation, it is possible to write y in the compact form

y = Sc+ � (3.5)

1In the UMTS standard proposal [14, 15] the pilot waveform consists of a sequence of 256 chips

convolved with a root-raised cosine chip-shaping pulse. Thus with good approximation we may say that

Tps � 270 chip periods, whereas T can range from one slot (2560 chips) to one frame period (15 slots).
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Figure 3.2: Model of the bursty synchronization signal

where �
4
=
�
�[0]; : : : ; �[MQ� 1]

�T
is the vector of interference plus noise samples,

c
4
=
�
cT
0 ; : : : ; c

T
M�1

�T
, with cm

4
=
�
cm0; : : : ; cm(P�1)

�T
, contains all MP channel

path coefficients over the M periods, and where S is the MQ �MP matrix whose
(mP + p)th column, for m = 0; : : : ;M � 1 and p = 0; : : : ; P � 1, is given by

smp
4
=
h
0; : : : ; 0| {z }
mQ

; sp[0]; : : : ; sp[Q� 1]; 0; : : : ; 0| {z }
(M�m�1)Q

iT
(3.6)

where

sp[i] =
1p
W

N�1X
n=0

sn (i=W � � � �p � nTc) (3.7)

Notice that the dependence of y on � is hidden in the matrix S as shown in Figure 3.2.
Since the columns of S are obtained by translating the same waveform, they have all
the same square magnitude, equal to the energy E of the pilot waveform. Then, without
loss of generality we can include the term E into the path variances �2p , and consider
jsmpj2 = 1 for allm; p and delay �. Under our assumptions, y is a zero-mean complex
circularly-symmetric Gaussian random vector with covariance matrix

Ry = S�SH + I0IMQ (3.8)

where the superscript (�)H denotes the Hermitian transpose, Im indicates the m �m
identity matrix and where � is the covariance matrix of c, given by � = IM 
 �c
with �c = diag(�20 ; : : : ; �

2
P�1).

3.3 Maximum likelihood problem formulation

The log-likelihood function for the parameters vector � = (�; � ;�; I0) is immediately
obtained as [27]

L(yj�) = � log det(Ry)� yHR�1
y y (3.9)
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Notice that the number of channel paths P is also unknown and it is implicitly con-
tained in the parameters � and �. By applying the matrix inversion lemma [17] to
(3.8) we get

R�1
y =

1

I0
IMQ � 1

I20
S�

1
2

�
IMP +

1

I0
�

1
2SHS�

1
2

��1
�

1
2SH (3.10)

Now, we make the key assumption that the columns of S are mutually orthogonal. In
particular, this is approximately verified if the delays �p are sufficiently spaced apart
(more than Tc) and if the sequence of chips sn has a very peaky aperiodic autocorrela-
tion function. In practice, the pilot sequence sn is quite long (N = 256 in UMTS [19])
and paths spaced by less than one chip interval are substantially treated as a single path
(they are not resolvable [16]). Thus, our assumption is not very restrictive. If S has
orthonormal columns, (3.10) reduces to

R�1
y =

1

I0

�
IMQ � S�SH� (3.11)

where

� = IM 
 diag

�
�0

1 + �0
; : : : ;

�P�1
1 + �P�1

�
, and where we define the path average signal-to-noise ratio (SNR) �p = �2p=I0, for
p = 0; : : : ; P � 1. Subject to the same assumption, the determinant of Ry is readily
obtained as

det(Ry) =

24P�1Y
p=0

(1 + �p)

35M IMQ
0 (3.12)

By using (3.11) and (3.12) in (3.9) and by defining the total received signal energy
Ey = jyj2 and the vector of path average SNRs � = (�0; : : : ; �P�1), we obtain the
log-likelihood function in the form

L(yj�) = 1

I0

24P�1X
p=0

�p
1 + �p

X(� + �p)�Ey

35�MQ log I0 �M

P�1X
p=0

log(1 + �p);

(3.13)
where we define

X(� + �p)
4
=

M�1X
m=0

��sH
mpy

��2 (3.14)

The term X(� + �p) is obtained by summing for m = 0; : : : ;M � 1 the squared
magnitude of the output of a discrete time filter with impulse response matched to the
delayed pilot waveform x(t � � � mT � �p). Then, this is the output of a sort of
square-law diversity combiner [16] collecting the signal energy over all the M pilot
repetition periods, for a given guess of the timing � and multipath component with
delay �p. We shall refer to these terms as the received path energies at delay � + �p.
From the implementation point of view, X(� + �p) for all p = 0; : : : ; P � 1 can be
calculated by sampling at delays � + �p the output of the same filter matched to x(t).
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3.4 Approximated ML estimation

In order to find the ML estimate of �, we should jointly estimate also the other un-
known parameters � ; � and I0. For simplicity of exposition, we first assume that the
delays � are known. Then, for any given value of � we want to maximize the log-
likelihood function with respect to � and I0, i.e., we want to solve the constrained
maximization problem �

maximize L(yj�; �; � ; I0)
subject to � � 0; I0 � 0

(3.15)

This can be solved by using the KKT method [26]. In this section we let Xp
4
= X(�+

�p) for the sake of notation simplicity.
We have the following:

Proposition 1. The solution of the maximization problem (3.15) is given by

�p =

�
1

�
Xp � 1

�
+

; I0 =
�

M
; � =

Ey �
P

p2DXp

Q�D
(3.16)

where [�]+ denotes positive part, and where we define the set of indexes D = fp 2
[0; P � 1] : Xp > �g, of cardinality jDj = D. Moreover, this solution exists and is
unique for any set of received signal energies fXp : p = 0; : : : ; P � 1g, for all Q > P

and M � 1 and for all Ey such that
PP�1

p=0 Xp < Ey <
Q
P

PP�1
p=0 Xp.

Proof. See Appendix 3.A.1.
Solution (3.16) has the following intuitive interpretation: � acts as an adaptive

threshold level. If Xp > � then � + �p is a good candidate for being a true channel
path.

Let � be the permutation of P indexes sorting the Xp’s in non-decreasing order,
i.e., such that

X�(0) � X�(1) � � � � � X�(P�1)

Then, by substituting the solution of Proposition 1 into (3.13) we obtain the maximized
log-likelihood function in the form

L(yj�; � ) 4= max
�;I0

L(yj�) = �(Q�D) log
Ey �

PD�1
p=0 X�(p)

Q�D
� log

D�1Y
p=0

X�(p)

(3.17)
The exact ML joint estimator of � is obtained by further maximizing L(yj�; � ) with
respect to all possible � and �. While maximization with respect to � involves search-
ing in a one-dimensional real space, with complexity O(Q), the maximization with
respect to � requires a search over P -dimensional real spaces for all P = 1; 2; : : :,
which is highly impractical.

In order to circumvent this hurdle, we restrict the search over a set of tentative delay
vectors � selected according to some criteria. At the same time, the set of tentative
� should enforce the condition that the delays are separated by more than Tc, which
guarantees that the columns of S are approximately orthonormal. The selection of the
tentative � is based on the following proposition and heuristic considerations.
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Proposition 2. For a given fixed �, let f�p : p = 0; 1; : : :g be a sequence of delays
such that the sequence of corresponding received energies fXp : p = 0; 1; : : :g is non-
increasing. Then, the sequence of log-likelihood functions fL(yj�; �0; : : : ; �p) : p =
0; 1; : : :g is non-decreasing. Moreover, if for some D � 1 the condition

XD � �D
4
=
Ey �

PD�1
i=0 Xi

Q�D
(3.18)

holds, then

max
p�0

L(yj�; �0; : : : ; �p) = L(yj�; �0; : : : ; �D�1)

Proof. See Appendix 3.A.2.
From Proposition 2 it follows that we can construct a set of “nested” tentative delay

vectors of dimension P = 1; 2; : : : in sequence, by appending more and more delays
corresponding to decreasing received energies. The maximum of the log-likelihood
function over the (infinite) delay vector sequence is found when, for some (finite)
integer D the condition (3.18) holds. Furthermore, we observe that:

1. The log-likelihood function increases with the received energy sum

A =

D�1X
p=0

X�(p)

and decreases with the product

B =
D�1Y
p=0

X�(p)

For a given value of A, L(yj�; � ) is maximized by a “peaky” distribution of
the path energies Xp’s. In fact, the product B is maximum for the uniform
distribution X�(0) = � � � = X�(D�1) = A=D while it is small if the received
energies are spread, i.e., if X�(0) � X�(1) � � � � � X�(D�1) (notice that
X�(D�1) > � > 0, so B cannot be zero).

2. In practice, systems are designed to handle multipath channels up to a given

maximum delay spread Td (see e.g. [19]) (defined here as Td
4
= maxp �p �

minp �p [16]). Then, for a given �, the channel paths are expected to be con-
tained in a time window [�; � + Td], where Td is known a priori.

Driven by the above two considerations, a meaningful choice of the sequence of de-
lays f�p : p = 0; 1; : : :g is to choose for each p the delay �p 2 [0; Td] for which Xp is
maximum and �p has not appeared before in the sequence. Moreover, since the paths
should be separated by at least one chip interval, we place around each chosen �p a
forbidden region of size 2Tc. The newly selected delays should not belong to the for-
bidden regions of already selected delays. The resulting approximated ML algorithm
is given as follows.
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Figure 3.3: An example of the Joint Maximum Likelihood algorithm behaviour

Initial timing estimation. For all � 2 [0; T ] we compute the value bL(yj�) given by
the recursion: initialize p = 0, �0 = Ey=Q, and the search interval S0 = [0; Td], then

1. Select �p = arg max�2Sp X(� + �), and let Xp = X(� + �p).

2. If Xp > �p, let �p+1 =
Ey�

Pp
i=0Xi

Q�p�1 , let Sp+1 = Sp n [�p � Tc; �p + Tc],2 then
increment p by 1 and go to step 1.

3. If Xp � �p or if Sp+1 is empty, compute

bL(yj�) = �(Q� p) log �p � log

p�1Y
i=0

Xi

and exit the recursion.

Finally, the estimated slot timing is given by b� = �m + b�0, where

�m = arg max
�2[0;T ]

bL(yj�) (3.19)

and where b�0 is the estimated delay of the first path (also provided by the above algo-
rithm) corresponding to �m.

As far as implementation is concerned, some considerations are in order.

� Up to now, we considered the parameter � as continuous. However, in a digital
implementation, the search for the maximum of bL(yj�) is done on a discrete set
of values. The most computationally demanding operation is the computation of
the matched filter output zmp(�) = sH

mpy involved in the calculation of X(� +

2The notation A nB denotes the complement of the set B with respect to the setA.
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�p) (see (3.14)). In most practical applications it is sufficient to acquire the slot
timing with an error of less than one chip. Therefore, a very fine discretization
of � is not needed. In our numerical examples, we discretize � with step 1=W ,
so that we need just a matched filter operating at the signal sampling rate W ,
whose output is given by

z[i] =
X
j

y[j]x((j + i)=W )�

The receiver accumulates the squared matched filter outputs in a vector buffer

vb =
h
vb[0]; : : : ; vb[Q� 1]

i
such that

vb[i] =
M�1X
m=0

jz[mQ+ i]j2

The search of the delays and the search for the maximum in (3.19) is performed
over the discrete values ftk = k=W : k = 0; : : : ; Q � 1g by processing the
data buffer vb. Assuming � uniformly distributed, the minimum possible Mean
Square Error resulting from discretization is given by the variance of a uniformly
distributed random variable over

�� 1
2W ;+ 1

2W

�
, i.e., by 1

12W 2 . This is referred
to as “discretization error” in Section 3.5.

� We have implicitly assumed that the pilot bursts fall approximately in the middle
of the observation intervals [mT; (m + 1)T ]. However, the initial timing refer-
ence of the MT is arbitrary, and the pilot bursts may fall across the boundaries
of the observation intervals. Since the slot timing is defined modulo T , in order
to solve this problem it is sufficient to apply the estimation algorithm by treating
the data buffer vb as a circular buffer.

� The complexity of the proposed algorithm is linear in the observation size QM ,
as opposed to other timing algorithms based on Least-Squares (LS) [24] or
subspace decomposition, which require matrix-vector multiplication or matrix
eigen-analysis (see e.g. [28] and references therein).

� As byproducts of initial timing estimation, the proposed method also provides
estimates for the interference plus noise power spectral density I0, for the path
SNRs �p, for the path delays �p and for the number of paths P . These can be
used to speed-up some terminal setup procedures [15, 14]. For example, the
delays corresponding to the largest path SNRs can be used to initialize the fine
delay search of a rake receiver, and the knowledge of I0 can be exploited to
initialize the power control loop.

3.5 Results

We compare the performance of our estimator, hereafter denoted by joint ML (JML),
with the following estimators:
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Figure 3.4: RMSE with constant CH1 vs. E=I0 for M = 10 accumulated bursts

� The least computationally intensive estimator that selects as estimated delay the
position of the maximum element in the buffer vb, in the sequel denoted as the
“MAX” estimator.

� The approximated least-squares estimator (denoted by “LS” ) which is an ap-
proximation of the exact LS estimator that coincides with the ML estimator sub-
ject to the assumption of constant channel. In fact, when the channel is constant
during the observation interval the ML slot timing estimator is given by [24, 25]

�̂ = argmax
�

�yH �S(�S
H �S)�1 �S

H
�y (3.20)

where �y = 1
M

PM
m=1 ym, ym =

h
y[(m � 1)Q]; : : : ; y[mQ� 1]

iT
, and where

�S is the Q� L convolution matrix whose lth column is given by

�sl =
h
sl[0]; : : : ; sl[Q� 1]

iT

where

sl[i] =
1p
W

N�1X
n=0

sn ((i � l � 1)=W � nTc � �)

and L is the channel delay spread expressed in sample periods. From the im-
plementation point of view the algorithm corresponds to filtering the received
signal �y with a filter matched to the pilot waveform, windowing the filtered sig-
nal by the L � L matrix (�S

H �S)�1, taking the magnitude square of the output
signal and finding the maximum. Even though the matrix (�S

H �S)�1 can be pre-
computed this approach is extremely computational intensive since it requires
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Figure 3.5: RMSE with fast fading CH1 vs. E=I0 for M = 10 accumulated bursts

the computation of L scalar products per output sample (i.e. for each possible
�). Therefore we consider the more practical approximated LS estimator based
on the assumption �S

H �S � I, also proposed in [24].

� The ML estimator with perfect knowledge of both the channel MIP and the
interference power spectral density I0 (denoted by “ML/known MIP” ) proposed
in [23]. Since all the parameters but � are known the log-likelihood function
(3.13) for this estimator reduces to

L(yj�) =
P�1X
p=0

�p
1 + �p

X(� + �p) (3.21)

As performance measure we use the root-mean square error (RMSE) of the esti-
mated slot timing normalized with respect to the chip interval (i.e., it is expressed in
fraction of Tc) and the cumulative density function (CDF) Fe(E) of the sum of the

energies of the paths falling in the estimated window We =
h
�̂; �̂ + Td

i
, normalized

with respect to the total channel energy. The CDF gives the probability that the frac-
tion of the total channel energy “captured” inside We is below a given level E. Since
in general the performance of the subsequent synchronization phase, involving BS
identification, frame synchronization etc., depends on the fraction of captured chan-
nel energy (no matter which algorithm is used), the CDF is able to characterize the
performance of the whole synchronization procedure, independently of the particular
algorithm employed in the second phase.

In our examples the chip-shaping pulse is root-raised cosine with roll-off factor
� = 0:22. As pilot sequence, we used a PN sequence of length N = 255 and the
UMTS primary synchronization sequence of length N = 256 defined in [13]. The
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Figure 3.6: RMSE with constant CH3 vs. E=I0 for M = 10 accumulated bursts

receiver sampling rate is W = 4=Tc and both the pilot repetition interval and the slot
duration are equal to T = 625Tc, corresponding to Q = 2500 samples (in reality Q
may be much larger but we were limited by the simulation time). In our simulations
we considered four typical channel MIPs described in table 3.1 and denoted by CH1,
CH2, CH3, and CH4. CH1 is specified as a standard channel test in [21] and it has
been chosen because it satisfies our working assumptions. CH3 was created “ad hoc”
in order to test the algorithm on a channel which does not satisfy our assumptions. In
fact CH3 has non-separable paths. Eventually, CH2 and CH4 were created “ad hoc”
in order to put in evidence the energy-capture performance and to test the outlier error
performance of the estimator, i.e., the capability of locating � within a window.

Figures 3.4–3.7 show the timing RMSE versus the pilot energy to interference
plus noise ratio E=I0 for channel MIPs CH1 and CH3 under both constant and fast
fading conditions. We refer to fast fading conditions when the channel coherence time
is much smaller than the period of repetition of the pilot (but still larger than the pilot
duration). Notice that the “JML” and the “ML/known MIP” estimators are mismatched
for constant channel, while the “LS” estimator is mismatched for fast fading. The
number of accumulated bursts is fixed to M = 10.

The “LS” estimator performs very poorly in the presence of fast fading because is
mismatched (see figures 3.5 and 3.7). Indeed in the presence of fast Rayleigh fading,
as in our scenario, the amplitude of the averaged received signal �y = 1

M

P
m ym de-

creases as the number of accumulated bursts M increases. On the contrary the “JML”
estimator shows good performance also in the presence of a constant channel despite
it is mismatched in this case. Moreover it always performs closely to the “ML/known
MIP” estimator.
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Figure 3.7: RMSE with fast fading CH3 vs. E=I0 for M = 10 accumulated bursts

Extensive simulations show that increasing M reduces the E=I0 needed to achieve
a given RMSE, without affecting the relative behaviors of the estimators.

Figures 3.8–3.11 show the CDF Fe(E) of the fraction of channel energy captured
in the windowWe for channels CH2 and CH4. In these figures the CDF of the “MAX”
estimator shows abrupt transitions each corresponding to the loss of the channel energy
associated with a path. For instance, in the case of channel MIP CH2, the transition
occurs at E = �3 dB that corresponds to the loss of half the channel energy. This
effect is due to a false lock of the “MAX” estimator on the the second path of the
channel.

In the presence of fast fading the “JML” estimator generally outperforms all other
estimators but the “ML/known MIP” that is based on non-realistic assumptions. With
slow fading our estimator performs better than the “MAX” and the “LS” estimators
for high E=I0 (i.e. greater than 10 dB when M = 10 as evidenced by figures 3.4 and
3.6) even though it is mismatched.

Finally figures 3.12 and 3.13 compare the performance of the “JML” estimator in
terms of RMSE versus E=I0 for fast fading channel CH1 and CH3 when using the
UMTS and the PN sequence, for M = 10 accumulations. Performance are worse with
the UMTS sequence due to its worse acyclic autocorrelation properties.

3.6 Conclusions

Motivated by the initial BS acquisition procedure of UMTS, we considered the prob-
lem of slot timing estimation based on bursty pilot signals. Subject to some simplifying
working assumptions, we derived a low-complexity algorithm based on joint ML es-
timation of the slot timing, of the multipath intensity profile and of the interference
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Figure 3.8: CDF with constant CH2 for E=I0 = 4 dB and M = 10 accumulated bursts

plus noise power spectral density and we solved the likelihood function maximization
problem by using the KKT conditions. Comparisons with other algorithms such as
the simple peak detection, the ideal algorithm that exploits perfect knowledge of the
channel multipath intensity profile and an approximated least-squares are provided.
The proposed algorithm shows good performance in all the considered conditions, es-
pecially for very sparse channels and under fast fading conditions. Moreover it shows
significant robustness to mismatch namely to the presence of constant channels and
non-ideal acyclic autocorrelation properties of the pilot sequence.

3.A Appendix

3.A.1 Proof of Proposition 1

We restate the maximization problem (3.15) more in general as follows. For arbitrary
P , let fXp : p = 0; : : : ; P �1g be a non-increasing non-negative sequence, let Q > P

and M > 1 be arbitrary integers and let
PP�1

p=0 Xp < Ey <
Q
P

PP�1
p=0 Xp. We want to

maximize the function

f(�; I0) =
1

I0

24P�1X
p=0

�p
1 + �p

Xp �Ey

35�MQ log I0 �M log
P�1Y
p=0

Xp

subject to � � 0 and I0 � 0.
The KKT necessary conditions for a (local) maximum point of the objective func-
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Figure 3.9: CDF with fast fading CH2 for E=I0 = 4 dB and M = 10 accumulated

bursts

tion in the constraint set yield the system of inequalities

@

@�i
f(�; I0) � 0; for i = 0; : : : ; P � 1

@

@I0
f(�; I0) � 0

(3.22)

where strict equality must hold if �i > 0 or I0 > 0.
By solving the inequality for �i we obtain �i � Xi=(MI0)� 1. Since the RHS of

the inequality for �i is negative if �i = 0 and Xi=(MI0) < 1, we conclude that the
solution is given by

�i =

�
Xi

�
� 1

�
+

(3.23)

where we let � =MI0. By substituting this into the inequality for I0, we obtain

� =
Ey �

PD�1
p=0 Xp

Q�D
(3.24)

where D � P is the minimum integer for which XD < �. Notice that since Ey >PP�1
p=0 Xp, then � > 0 thus I0 > 0 and (3.23), (3.24) satisfy the KKT necessary

conditions.
Next, we prove that this solution exists and is unique. Finally, we prove that this is

actually the global maximizer for our problem.
Existence. For d = 1; : : : ; P , let

�d =
Ey �

Pd�1
p=0Xp

Q� d
(3.25)
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and define the set Dd = fXp : Xp > �dg. The solution (3.23), (3.24) exists if the
equation jDdj = d has a solution for some D 2 f1; : : : ; Pg.

By definition of �d, we have that X0 > �1. If for 1 � p � P � 1 the condition
Xp > �p is never verified, then the solution is obviously D = 1. Otherwise, there
must exist some 1 � p � P � 1 such that Xp > �p. Let d be the maximum of such
indexes. We can write

Xd > �d

=
Ey �

Pd�1
p=0Xp

Q� d

=
Q� d� 1

Q� d� 1

 
Ey �

Pd�1
p=0Xp

Q� d
+

Xd

Q� d
� Xd

Q� d

!

=
Q� d� 1

Q� d
�d+1 +

Xd

Q� d
(3.26)

which implies Xd > �d+1. Since by construction d = maxfp : Xp > �pg, then
Xd+1 � �d+1, which implies that D = d+ 1 is a solution.

Uniqueness. Suppose that there exist 1 � D < D0 � P such that jDDj = D and
jDD0 j = D0, i.e., �

Xp > �D for 0 � p � D � 1
Xp � �D for D � p � P � 1

(3.27)

and �
Xp > �D0 for 0 � i � D0 � 1
Xp � �D0 for D0 � i � P � 1

(3.28)

By following the same steps of (3.26) we can show that

�d > Xd ) �d+1 > Xd (3.29)

Then, starting from (3.27) we can write the chain of inequalities �D � XD ) �D+1 �
XD � XD+1 ) �D+2 � XD+1 � XD+2 ) � � � ) �D0 � XD0�1, which contradicts
(3.28).

We conclude that the solution must be unique.
Global maximum. The function f(�; I0) is not concave in RP+1+ . However, it is

continuous on the (convex) constraint RP+1+ and f(�; I0)! �1 if any of its variables
grows without bound. By continuity, the global maximum of f(�; I0) is finite and the
maximizer must have all finite components, therefore it must satisfy the necessary
KKT conditions. Since the solution (3.23), (3.24) exists and is unique, it must be the
global maximizer.

3.A.2 Proof of Proposition 2

Let fXp : p = 0; 1; : : :g denote a sequence of non-increasing path energies. If for some
D the condition (3.18) holds, then �D � Xp for all p � D and, by Proposition 1, the
function L(yj�; �0; : : : ; �p; �0; : : : ; �p; I0) for all p � D is maximized with respect to
the �i’s and I0 by letting � = �D = (Ey �

PD�1
i=0 Xi)=(Q�D), I0 = �=M and �i =

[Xi=��1]+. Since �D is determined only by the Xi’s for i = 0; : : : ; D�1, by adding
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Figure 3.10: CDF with constant CH4 for E=I0 = 4 dB and M = 10 accumulated

bursts
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Figure 3.12: RMSE with fast fading CH1 vs. E=I0 for UMTS and PN sequences and

M = 10 accumulated bursts
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Table 3.1: Channel MIPs
MIP Delays (Tc) Variances (dB)

CH1 (0; 1; 2; 3) (0;�3;�6;�9)
CH2 (0; 7:5) (0; 0)

CH3 (0; 1:12; 1:34; 4:85; 5:35; 5:62) (�3; 0;�3;�5;�7;�8)
CH4 (0; 7:5; 15) (0; 0; 0)

more delays to the sequence �0; : : : ; �D�1 with received energy Xp � �D is not going
to affect neither the value of �D nor the value of the maximum L(yj�; �1; : : : ; �p).

Therefore, the only situation that must be taken into account is when, for given p,
�p < Xp�1 and we add a delay �p with received energy Xp > �p. From the proof of
Proposition 1 we have that

Xp > �p ) Xp > �p+1

i.e., L(yj�0; : : : ; �p; �0; : : : ; �p; I0) is actually maximized by all �i > 0, implying that
L(yj�; �0; : : : ; �p�1) 6= L(yj�; �0; : : : ; �p). Proposition 2 is proved by showing that

L(yj�; �0; : : : ; �p�1) � L(yj�; �0; : : : ; �p)

By using the fact that

�p+1 =
Q� p

Q� p� 1

�
�p � Xp

Q� p

�
and by letting Q� p = k we have

L(yj�; �0; : : : ; �p)� L(yj�; �0; : : : ; �p�1) =

= �(k � 1) log �p+1 � log

pY
i=0

Xi + k log �p + log

p�1Y
i=0

Xi

= �k log
�

k

k � 1

�
1� Xp

k�p

��
+ log

�
k

k � 1

�
�p
Xp

� 1

k

��
= (k � 1) log

1� 1=k

�p=Xp � 1=k
+ k log

Xp

�p
> 0

since the arguments of both logarithms in the third line above are larger than 1. This
concludes the proof.
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Chapter 4

Iterative multiuser detection

We propose a low complexity multiuser joint Parallel Interference Cancellation (PIC)
decoder and Turbo Decision Feedback Equalizer for CDMA. In our scheme, an es-
timate of the interference signal (both MAI and ISI) is formed by weighting the hard
decisions produced by conventional (i.e., hard-output) Viterbi decoders. The estimated
interference is subtracted from the received signal in order to improve decoding in
the next iteration. By using asymptotic performance analysis of random-spreading
CDMA, we optimize the feedback weights at each iteration. Then, we consider two
(mutually related) performance limitation factors: the bias of residual interference
and the ping-pong effect. We show that the performance of the proposed algorithm
can be improved by compensating for the bias in the weight calculation, and we pro-
pose a modification of the basic PIC algorithm, which prevents the ping-pong effect
and allows higher channel load and/or faster convergence to the single-user perfor-
mance. The proposed algorithm is validated through computer simulation in an envi-
ronment fully compliant with the specifications of the time-division duplex mode of 3rd
generation systems, contemplating a combination of TDMA and CDMA and including
frequency-selective fading channels, user asynchronism, and power control. The main
conclusion of this work is that, for such application, Soft-Input Soft-Output (SISO) de-
coders (e.g., implemented by the forward-backward BCJR algorithm) are not needed to
attain very high spectral efficiency, and simple conventional Viterbi decoding suffices
for most practical settings.

4.1 Introduction and motivation

In both FDD and TDD modes of the UMTS standard, the basic receiver scheme
contemplates the use of conventional Single-User Matched Filtering (SUMF). Since

39
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Multiple-Access Interference is treated as additional background noise 1, powerful
and high-complexity channel coding such as 256-states convolutional codes and turbo
codes [29] are envisaged in order to attain low Bit Error Rates (BER) at low decoder
input signal-to-interference plus noise ratio (SINR). In any case, channel loads larger
than 1 user/chip are practically very difficult if not impossible to attain by the SUMF
front-end and single-user decoding [9].

On the other hand, Information Theory shows that much larger channel loads can
be achieved provided that a non-linear multiuser joint detector and decoder is em-
ployed [9, 10]. This may range from the impractically complex optimal joint decoder
to practically appealing successive interference cancellation approaches [11, 12].

In practice, successive interference cancellation must cope with decision errors,
which prevent perfect cancellation of already decoded users. Then, several iterative
schemes have been proposed, which limit the deleterious effect of decision errors by
feeding back soft-estimates of the detected symbols (see for example [30, 31, 32]).
These schemes require Soft-Input Soft-Output (SISO) decoders, usually implemented
by the forward-backward BCJR algorithm [33]. However, such SISO decoders repre-
sent a non-negligible factor in the complexity of whole receiver.

In real CDMA applications for either TDD and FDD modes, the maximum achiev-
able channel load is often limited by synchronization and channel estimation issues,
rather than by the ultimate capability of the decoder itself [34]. Hence, it makes sense
to investigate simpler joint detection and decoding schemes, which outperform the
conventional linear SUMF, MMSE and decorrelator, and non-linear Parallel Interfer-
ence Cancellation (PIC) or Serial Interference Cancellation (SIC) receivers [35], and
nevertheless yield performance similar to the SISO-based schemes at lower decoding
complexity.

Driven by this consideration, this Chapter proposes a low complexity iterative
multiuser receiver, where SISO decoders are replaced by simpler standard (i.e. hard-
output) Viterbi decoders. The Viterbi hard decisions are weighted and fed back to the
interference cancellation stage. By using large-system analysis of random CDMA [36]
we optimize the feedback weights at each iteration such that the SINR at the decoders
input of the next iteration is maximized.

We address the problem of bias of residual interference [37, 38] and of the ping-
pong effect [35, 39] and we show that the performance of the proposed algorithm can
be improved by compensating for the bias in the weight calculation and by modifying
the basic PIC algorithm in order to prevent the ping-pong effect. These modifications
allow higher channel load and/or faster convergence to the single-user performance at
almost no additional computational cost.

We validate the proposed receiver algorithm in UMTS-TDD realistic scenarios,
including asynchronous transmission, frequency selective fading channels and power
control. In this regime, the proposed receiver performs very close to the single user
(i.e., MAI-free) Matched Filter Bound (i.e., ISI-free) performance, even for large chan-
nel load.

The remainder of this Chapter is organized as follows: Section 4.2 gives a descrip-
tion of the system model. Section 4.3 describes the large system asymptotic analysis.

1Notice that the only difference between the SUMF and the linear MMSE filter is that the latter treats

MAI as colored noise while the former treats it as white noise [8].
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Based on the latter, the feedback optimal weights are derived in Section 4.4 for syn-
chronous and flat channels, taking into account the bias on the residual interference and
ping-pong effect for large channel load. Section 4.5 deals with asynchronous transmis-
sion and frequency selective fading channels. Finally in Section 4.6 conclusions are
pointed out.

4.2 System model

We consider the uplink of a DS-CDMA system where U users send encoded infor-
mation to a common receiver. The baseband transmission chain for the uth user is
depicted in Figure 2.4. Source bits are channel-encoded and organized in codewords
of length N bits. The codewords are then interleaved and modulated with transmitted
energy per symbol Eu. For simplicity we assume that all users make use of convolu-
tional coding and BPSK modulation. Let au[n], the nth symbol generated by the uth

user, be in the set f�1;+1g, and

au =
h
au[0]; au[1]; : : : ; au[N � 1]

iT

represent the code word of user u after interleaving. The symbols are then spread by
the spreading sequence

su =
h
su[0]; su[1]; : : : ; su[L� 1]

iT

We assume all the users have the same spreading factor (number of chips per symbol)
L and unitary energy sequences, that is,

sH
usu = 1

8u = 1; : : : ; U . If the chip pulse-shaping filter is  (t) and is common to all the users,
then the uth baseband continuous-time transmitted signal is

xu(t) =
p
Eu

N�1X
n=0

au[n]

L�1X
l=0

su[l] (t� lTc � nT ) (4.1)

where Tc is the chip period and T = LTc is the symbol period.
We focus on UMTS-TDD, where users are synchronous at the slot level but asyn-

chronous at the chip level. The channels are considered random but slowly varying
and constant over one slot. Moreover, for the sake of simplicity, we assume that the
convolutional codewords span a single slot.

Thus, the uth user signal is sent through the channel hu(t) with impulse response
given by

hu(t) =

Pu�1X
p=0

cu;pÆ(t� �u;p) (4.2)

where Pu is the number of resolvable paths, �u;p is the pth path delay, and cu;p is the pth

path coefficient assumed a Gaussian complex circularly symmetric random variable
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Figure 4.1: Transmission channel

with distribution NC(0; �2u;p) where �2p = E[jcu;pj2]. This model takes into account
also users’ asynchronous transmission, where the relative delays between users are
included into the channel path delays.

The signal at the receiver is given by

y(t) =

UX
u=1

Z +1

�1
xu(�)hu(t� �) d� + �(t) (4.3)

=
UX
u=1

N�1X
n=0

au[n] gu(t� nT ) + �(t) (4.4)

where �(t) is the Gaussian noise and gu(t) is defined by

gu(t) =
p
Eu

L�1X
l=0

su[l]

Pu�1X
p=0

hu;p  (t� lTc � �u;p) (4.5)

and represents the overall channel impulse response for the uth user as depicted in
Figure 4.1.

The signal y(t) is sampled by the receiver at rate Nc=Tc, an integer multiple of the
chip-rate, whereNc is a suitable integer chosen in order to satisfy the Nyquist criterion.

The discrete time version of gu(t), sampled at rate Nc=Tc, may have an infinite
support but most of its energy is concentrated in a finite interval. This interval de-
pends on the channel maximum delay spread, on the pulse-shaping filter  (t), and on
the spreading factor L. After a suitable truncation we can represent the discrete-time
channel impulse response as a vector

gu =
h
gu[0]; : : : ; gu[Ng � 1]

iT

8u = 1; : : : ; U where Ng is the maximum discrete-time channel length of all user
channels. Subject to these assumptions, the received discrete-time baseband signal
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Figure 4.2: Structure of the matrix Gu

can be written as follows

y =
UX
u=1

Guau + � = Ga+ � (4.6)

where

� y =
h
y[0]; : : : ; y[(N � 1)LNc + Ng]

iT
is the vector of the received signal

samples.

� G is a ((N � 1)LNc +Ng) � UN matrix given by G = [G1; : : : ;GU ] where
the ((N � 1)LNc + Ng) � N matrices Gu contain, in each column, a shift of
the vector gu as shown in Figure 4.2.

� a =
h
aT
1 ; : : : ;a

T
U

iT
is the concatenation of the U user codewords.

� � =
h
�[0]; : : : ; �[(N � 1)LNc + Ng]

iT
contains the noise samples where the

�[i]’s are i.i.d. circularly symmetric complex Gaussian random variables with
distribution � � NC(0; I0I).

For the sake of simplicity, the receiver front-end is constrained to be the conven-
tional Single User Matched Filter (SUMF) [8] given by the matrix GH.2 The matched
filter performs at the same time pulse-shape matched filtering, channel matched filter-
ing, and despreading. The output of the bank of SUMFs is given by [8]

z = Re
�
GHy

	
= Re

�
GHGa+GH�

	
= Ra+ v (4.7)

where
2Some works as for example [31] and [32] consider linear MMSE front-end.
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� z =
h
zT
1 ; : : : ;z

T
U

iT
and zu =

h
zu[0]; : : : ; zu[N � 1]

iT
for u = 1; : : : ; U is the

concatenation of the U matched filter outputs.

� R is the UN � UN cross-correlation matrix given by R = Re
�
GHG

	
where

(�)H denotes the Hermitian operator.

� the noise term, v =
h
vT
1 ; : : : ;v

T
U

iT
is given by v = Re

�
GH�

	
and has distri-

bution v � N(0; I02 R). The vector

vu = Re
�
GH
u�
	
=
h
vu[0]; : : : ; vu[N � 1]

iT

represents the additive colored noise contribution after the uth matched filtering.

In particular, the SUMF output for the nth symbol of the uth user is given by

zu[n] = z[uN + n] =

UN�1X
k=0

R[uN + n; k]a[k] + v[UN + n] (4.8)

The matrix R is Hermitian and contains U2 blocks of size N �N each. In the follow-
ing, Ru;v indicates the (u; v)th block given by

Ru;v = Re
�
GH
uGv

	
(4.9)

The [i; j] entry of Ru;v is given by

Ru;v[i; j] = R[uN + i; vN + j] =

NgX
k=0

Re fg�u[k]gv [k + (j � i)LNc]g (4.10)

From the structure of Gu, depicted in Figure 4.2, and from (4.10) it is clear that the
matrices Ru;v are banded with 2D + 1 non-zero diagonals where

D =

�
Ng

LNc

�
(4.11)

Notice that since Ru;v[i; j] depends only on the difference (j � i), Ru;v is uniquely

defined by the vector ru;v =
h
ru;v[�D]; : : : ; ru;v[0]; : : : ; ru;v[+D]

iT
where

ru;v[j � i] = Ru;v[i; j]
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Figure 4.3: Scheme of the proposed turbo multiuser receiver

Hence, using (4.7) and the above considerations it is possible to rewrite (4.8) as

zu[n] =

U�1X
v=0

N�1X
k=0

Ru;v[n; k]av[k] + vu[n]

=

U�1X
v=0

DX
d=�D

Ru;v[n; n+ d]av [n+ d] + vu[n]

=
U�1X
v=0

DX
d=�D

ru;v[d]av[n+ d] + vu[n]

= jguj2 au[n] +
DX

d=�D
d6=0

ru;u[d]au[n+ d]

| {z }
ISI

+

U�1X
v=0
v 6=u

DX
d=�D

ru;v[d]av [n+ d]

| {z }
MAI

+vu[n]

(4.12)

where the first term is the useful symbol, the second term denotes the Inter Symbol
Interference (ISI), the third term is the MAI, and the last term is the colored noise.

The SUMF output feeds the proposed iterative multiuser detector-decoder depicted
in Figure 4.3. After SUMF, the signal z passes through an Interference Cancellation
(IC) stage that uses the estimates â(m)

u [n] of the symbols au[n] to remove ISI and

MAI (the superscript (m) denotes mth iteration). The hard decisions â(m)
u [n] 2 f�1g

are provided by a bank of Viterbi decoders, whose outputs are weighted by a factor
�
(m)
u 2 [0; 1]. Thus, the signal at the output of the IC stage in the mth iteration is given

by

z(m)
u [n] = zu[n]

�

0BB@ DX
d=�D
d6=0

ru;u[d]�
(m)
u â(m)

u [n+ d] +

U�1X
v=0
v 6=u

DX
d=�D

ru;v[d]�
(m)
v â(m)

v [n+ d]

1CCA
= jguj2 au[n] + �(m)

u [n] + vu[n] (4.13)
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where

�(m)
u [n] =

DX
d=�D
d6=0

ru;u[d]
�
au[n+ d]� �(m)

u â(m)
u [n+ d]

�

+
U�1X
v=0
v 6=u

DX
d=�D

ru;v[d]
�
av[n+ d]� �(m)

v â(m)
v [n+ d]

� (4.14)

is the residual MAI+ISI at iteration m, and vu[n] � N
�
0;

I0jguj
2

2

�
.

Equation (4.13) shows that the IC stage performs at the same time MAI suppres-
sion and also non-causal Decision Feedback Equalization (DFE) by removing from
the nth symbol the contributions due to the past and future symbols of the same user.

At the first iteration, the initial estimated symbols are set to zero, â(0)u [n] = 0,

u = 0; 1; : : : ; U � 1 and n = 0; : : : ; N � 1 so that z(0)u [n] = zu[n]. In the case of

perfect symbol estimates and �(m)
u = 1, equation (4.13) reduces to

z(m)
u [n] = jguj2 au[n] + vu[n] (4.15)

where the MAI and ISI are completely removed and the single-user Matched Filter
Bound (MFB) performance for user u is attained. For later use, we define the nor-

malized received instantaneous channel energy for user u as u =
jguj

2

Eu
, such that

E[u] = 1, and the single-user MFB instantaneous SNR for user u as

SNRMFB
u =

2Eu
I0

u (4.16)

Intuitively, the weighting factors �(m)
u should depend on the reliability of the esti-

mated symbols â(m)
u [n] and be equal to 1 or to 0 in the case of completely reliable or

completely unreliable symbol estimates, respectively. In the next Section we make this
statement precise by studying the performance of an idealized synchronous system in
the large-system limit.

4.3 Large system asymptotic analysis

Rigorous asymptotic analysis of this iterative scheme in the large-system limit (i.e.,
for N;U;L ! 1 with finite ratio U=L = � and U=N ! 0), for single-path chan-
nels and synchronous users is proposed in [37]. This analysis is based on the general
approach of density evolution over graphs: a standard analysis tool for evaluating the
asymptotic performance of message-passing iterative decoders [40], and makes use of
results from the theory of large random matrices developed in [36] for the analysis of
linear receivers with randomly spread CDMA in the large-system limit. In [37] it is
also shown that this analysis holds only if the symbol estimates â(m)

u [n] are functions
of the decoder extrinsic information [41]. The decoder extrinsic information is defined
for a SISO decoder based on the sum-product algorithm [42], such as the BCJR algo-
rithm, but it is not defined for an ML decoder such as the Viterbi algorithm. Hence,
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we shall optimize the weights �(m)
u for a fictitious receiver where the Viterbi decoders

are replaced by BCJR decoders and the hard decisions â(m)
u [n] are obtained by one-bit

quantization of the extrinsic likelihood ratios produced by the latter.
We hasten to say that the fictitious receiver is used as a reference but has no practi-

cal relevance, for the obvious reason that if BCJR decoders are used, then much more
efficient soft-estimation of the interfering symbols as in [30, 31, 32] is possible. How-
ever, as it will be clear from the rest of this section, the weight optimization based on
the asymptotic analysis of the fictitious receiver allows us to derive a very simple ex-
pression for the optimal weights, independent of the user sequences and their mutual
correlations, and a very simple practical algorithm for calculating these weights.

We make the following assumptions:

� complex random spreading sequences formed by i.i.d. chips uniformly dis-
tributed over the QPSK constellation;

� users are slot and chip synchronous;

� equal received expected energy per symbol E for each user;

� frequency-flat identically distributed propagation channels;

� we let N;U;L!1 with U=L = � (� denotes the channel load);

� the empirical distribution of the user received normalized powers, defined by [36]

F (U)
 (z) =

1

U

UX
u=1

1fu � zg (4.17)

converges weakly to a given non-random cumulative distribution function F(z),
for U !1.

With the above assumptions, for a user u randomly selected with uniform proba-
bility in the user population, we have SNRMFB

u = 2E
I0
u where u is a random variable

distributed (in the limit of large U ) according to F(z).
Under these conditions, the SINR at the decoders input in the mth iteration for the

fictitious receiver can be written as follows [37]

SINR(m)
u = �(m)SNRMFB

u = �(m) 2E

I0
u (4.18)

where

�(m) =
1

1 + � E

I0
�(m)

(4.19)

is the degradation factor paid by any user with respect to its single-user MFB perfor-
mance, and where

�(m) = E

�

���a� �(m)â(m)

���2� (4.20)

is the average variance of the residual interfering symbols. In (4.20), a denotes a
coded symbol of a generic user received at instantaneous power , and â(m) denotes
the hard decision relative to a at the decoder output. Expectation in (4.20) is with
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respect to a � uniform over f�1g, â(m) distributed as the hard decision about a at the
decoder output, and  � F(z). We refer to �(m) as the Multiuser Efficiency (ME) [8]
at iteration m. Clearly, the single-user MFB performance is achieved for all users if
limm!1 �(m) = 1.

We can optimize the weighting factor �(m) as a function of the channel energy 
in order to minimize the expected interference variance �(m) at every iteration. There-
fore, for each iteration m we seek the solution of the simple optimization problem

min
�=�()

E

����a� �â(m)
���2���� � (4.21)

By expanding the above conditional expectation, we get

1 + �2 � 2�E[aâ(m)j]
1 + �2 � 2�

�
(+1)(1 � �(m)()) + (�1)�(m)()

�
1 + �2 � 2�

�
1� 2�(m)()

�
(4.22)

where �(m)() is the Symbol Error Rate (SER) of a decoder with an input signal-to-
noise ratio SINR(m�1) = �(m�1) 2EI0 . The solution of (4.21) is easily obtained as

�?() = 1� 2�(m)() (4.23)

Assuming that the residual interference plus noise at iteration m is Gaussian3 the SER
is a known function f(�) of the decoder input SINR. We shall refer to f(�) as the SER
characteristic of the user code (see Appendix 4.A). Thus, for user u at iteration m the
optimal weighting factor is given by

�(m)
u = �?(u) = 1� 2f

�
�(m�1)

2E

I0
u

�
(4.24)

The resulting minimized average interference variance is given by

�(m) = 4E

�
f

�
�(m�1)

2E

I0


��
1� f

�
�(m�1)

2E

I0


���
(4.25)

where expectation is with respect to  � F(z).
The behavior of the asymptotic system is described by the evolution of the ME

and it can be represented by the one-dimensional non-linear dynamical system �(m) =
	(�(m�1)) with initial condition �(0) = 1

1+�E=I0
, and where mapping function 	(�) is

defined by

	(�) =
1

1 + 4� E

I0
E
h
f
�
� 2EI0 

��
1� f

�
� 2EI0 

��i (4.26)

It can be easily checked that, since f(�) has range [0; 1=2] and it is non-increasing, then
	(�) has range [�(0); 1] and it is non-decreasing. Therefore, the dynamical system

3In the large-system limit and under mild technical conditions this assumption is valid, as shown

rigorously in [43].
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Figure 4.4: Evolution of the ME given by asymptotic analysis for CC(5; 7), � = 2,

and Eb=I0 = 5dB

defined by 	(�) with initial condition �(0) has at least one stable fixed point in the
interval

�
�(0); 1

�
, and the sequence f�(m)g1m=0 is non-decreasing and upper bounded

by 1. The limit �� = limm!1 �(m) � 1 exists and is equal to the left-most stable
fixed point of the system in the interval [�(0); 1].

As an example, Figure 4.4 shows the function 	(�) for channel load � = 2,
Eb=I0 = 5dB, constant instantaneous received power (i.e. u = 1 for all users), and
the 4-states convolutional code of rate 1=2 and octal generators f5; 7g (denoted in the
following by CC(5; 7)). For the sake of comparison, we show also the evolution of
the same system when the BCJR decoder provides soft extrinsic estimates as proposed
in [30]. The 	(�) function in this case is derived in [37]. The limit �� in this case is
very close to 1, meaning that all users attain near-single-user performance. Notice that
soft feedback assures a faster decoder convergence to the single-user performance.

When the channel load is increased, the 	 curves are modified so that for a certain
threshold channel load �, the curve corresponding to weighted hard decisions is tan-
gent to the diagonal, as shown in Figure 4.5. This means that the system has reached
its maximum load and is not able to converge to near-single-user performance. On the
contrary, the system using soft decisions still converges to single user performance.
This shows that SISO decoding and soft feedback also provides a higher threshold
channel load, i.e., a larger overall maximum achievable spectral efficiency of the sys-
tem.



50 Chapter 4 Iterative multiuser detection

−7 −6 −5 −4 −3 −2 −1 0
−7

−6

−5

−4

−3

−2

−1

0

 ME (m−1) (dB)

 M
E

(m
)  (

dB
)

BCJR weighted hard EXT 
BCJR soft EXT          

Figure 4.5: Evolution of the ME given by asymptotic analysis for CC(5; 7), � = 2:35,

and Eb=I0 = 5dB

4.4 Implementation of the proposed receiver

4.4.1 The basic algorithm

The performance of the proposed receiver depends on the computation of the weight-
ing factors �(m)

u which do depend on a reliable SINR estimation. Driven by the asymp-
totic analysis of the previous section, we propose to compute the weighting factor for
the uth user at iteration m as

�(m)
u = 1� 2 f

�
ScINR(m�1)

u

�
(4.27)

where f(�) is the (known) SER code characteristics, and ScINR(m)
u is the estimated

SINR at the uth decoder input of the mth iteration. In order to estimate the input SINR,
we can use the estimator proposed in [44], given by

ScINR(m)
u =

1

1
N

PN
n=0

���~z(m)
u [n]

���2 � 1
(4.28)

where ~z
(m)
u = z

(m)
u

jguj2
.

In [44] it is shown that

�(m)
u =

1

N

NX
n=0

���z(m)
u [n]

���2 � jguj2
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is an unbiased estimator of the residual MAI plus ISI plus noise variance at the de-
coder input if �(m)

u [n] is uncorrelated with the desired variable au[n]. Remarkably, in
this case, the MSE of this estimator is very close to that of the ML estimator assum-

ing known useful symbols, given by 1
N

PN
n=0

���z(m)
u [n]� jguj2au[n]

���2 (which is not

applicable here, since the symbols au[n] are unknown).

When the symbol estimates â(m)
u [n] are provided by a decision statistics contain-

ing the current observation interval, such as in the Viterbi decoder, then the residual
interference term given by (4.14) is conditionally biased given au[n], that is,

E
h
�(m)
u [n]jau[n]

i
= Æ(m)

u au[n] (4.29)

where the bias coefficient Æ(m)
u is non-positive and depends on the system parameters

and on the user and iteration indexes as shown in [37, 38]. The bias is not negligible
especially for high channel load � even in the absence of ISI and the bias reduces the

energy of the useful signal at iteration m by a factor
�
1 + Æ

(m)
u

jguj2

�2
.

On the contrary, if the symbol estimates â(m)
u [n] are provided by estimates not

containing the current observation interval, i.e., they are based on the decoder extrinsic
information [37, 45], then in the limit for large block length (i.e.,N !1) and random
interleaving, the residual interference is conditionally unbiased, i.e.

E
h
�(m)
u [n]jau[n]

i
= 0

We can rewrite the input of the uth decoder at iteration m given in (4.13) as

z(m)
u [n] =

�
jguj2 + Æ(m)

u

�
au[n] + e�(m)

u [n] + vu[n] (4.30)

where e�(m)
u [n] is uncorrelated with au[n].

Hence, the true SINR in the presence of bias is given by

SINRu
(m) =

�
jguj2 + Æ

(m)
u

�2
E

����e�(m)
u [n] + vu[n]

���2� =

�
jguj2 + Æ

(m)
u

�2
�2�

(4.31)

where we define �2� = E

����e�(m)
u [n] + vu[n]

���2�. Now, the SINR estimator proposed in

(4.28), in the presence of bias and for large N , converges in probability to

ScINR(m)
u ! 1

E

"���� e�(m)
u [n]+vu[n]

jguj2

����2
#
+
�
1 + Æ

(m)
u

jguj2

�2
� 1

Since Æ(m)
u � 0 (i.e., the bias tends to decrease the useful signal term), we conclude

that the estimator (4.28) tends to overestimate the SINR at the decoder input. As a
consequence, the weights �(m)

u computed according to (4.27) are mismatched in the
presence of bias.
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4.4.2 Estimation of the bias

In order to overcome this problem, a better SINR estimation taking into account the
bias of residual interference is required. The term �2� in (4.31) appears also in the
variance of the decoder input signal, given by

�(m)
zu

2
= E

����z(m)
u [n]

���2� = �jguj2 + Æ(m)
u

�2
+ �2� (4.32)

and the bias term Æ
(m)
u is contained in the expression of the correlation between the

symbol estimates and the decoder input, that, recalling (4.30), is given by

�(m)
u = E

h
z(m)
u [n]âu[n]

i
=

�
1� 2f

�
SINRu

(m�1)
�
+ �

�
SINRu

(m�1)
���

jguj2 + Æ(m)
u

�
(4.33)

where �(�) is a known characteristic function of the convolutional code, proportional to
the correlation between the symbol estimates and the interference (see Appendix 4.A).

Using (4.31) and (4.32) the correlation in equation (4.33) can be rewritten as

�(m)
u =

�
jguj2 + Æ(m)

u

�
�

�

2641� 2f

0B@
�
jguj2 + Æ

(m)
u

�2
�
(m)
zu

2 �
�
jguj2 + Æ

(m)
u

�2
1CA+ �

0B@
�
jguj2 + Æ

(m)
u

�2
�
(m)
zu

2 �
�
jguj2 + Æ

(m)
u

�2
1CA
375

(4.34)

In practice, an approximation of �(m)
zu

2
and �(m)

u can be computed as follows

�(m)
zu

2 � 1

N

N�1X
n=0

�
z(m)
u [n]

�2
�(m)
u � 1

N

N�1X
n=0

z(m)
u [n]âu[n]

and (4.34) can be solved numerically for Æ(m)
u . Let Æ̂(m)

u be the estimated bias, solution
of (4.34). Then the estimated SINR is given by

ScINR(m)
u =

�
jguj2 + Æ̂

(m)
u

�2
�
(m)
zu

2 �
�
jguj2 + Æ̂

(m)
u

�2 (4.35)

Figure 4.6 refers to a flat non-fading system, (i.e. u = 1 for all users), with
U = 32 users and spreading factor L = 16 (corresponding to the channel load � = 2),
Eb=I0 = 5dB using the convolutional code CC(5; 7). Users are chip-asynchronous and
their relative delays are uniformly distributed over an interval spanning one symbol.
The true and estimated SINR vs. the iterations for a given user are shown. The curve
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Figure 4.6: True and estimated SINR for “Viterbi (SINR est.)” and “Viterbi (SINR-

BIAS est.)” decoders, using CC(5; 7), U = 32, L = 16, and Eb=I0 = 5dB

labeled “Viterbi (SINR est.)” refers to the proposed iterative receiver that estimates the
SINR using equation (4.28) while the curve labeled “Viterbi (SINR-BIAS est.)” refers
to the system that estimates both the bias and the SINR, using (4.35). Notice that in
the first few iterations the SINR estimator given by (4.28) overestimates the true SINR
up to several dBs. Instead, the SINR estimation given by (4.35) is very close to the
true SINR.

4.4.3 The ping-pong effect and its compensation

As it has been shown in the previous Sections, the proposed receiver allows system
loads up to a certain threshold above which the system cannot approach the single user
performance. In such high load situations, the system parameters as BER, SER, ME,
and bias tend to oscillate between two convergence patterns [35]. This phenomenon
is called ping-pong and it is related to the bias in the residual interference term. In
fact, it does not appear when feedback is obtained from a SISO decoder extrinsic
information [37]. 4

A further investigation reported in [39] showed that such a bistable situation is due
to a fixed subset of the estimated symbols that flip when passing from one iteration to
the next, while the estimated symbols in the complementary subset do not change. A
countermeasure to this problem proposed in [39] consists of introducing a perturbation
into the bistable situation, by feeding back to the IC stage the average of the estimates

4For the extrinsic-based schemes, there obviously exists a threshold load above which single-user

performance cannot be achieved, but no oscillatory behavior appears.
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Figure 4.7: Bias in the statistic of z(m)
u using CC(5; 7), U = 40, L = 16, and Eb=I0 =

5dB. The figure shows the oscillations due to the ping-pong effect

obtained from the two previous iterations. Thus, the contribution of the flipping sym-
bols (considered as not reliable) is mitigated.

By considering this idea, (4.20) is modified as

�(m) = E

�

���a� �1

(m)â(m) � �2
(m)â(m�1)

���2� (4.36)

where the two previous estimates are now weighted with the coefficients �(m)
1 and

�
(m)
2 . Now, we can optimize the weighting factors �(m)

1 and �(m)
2 as functions of the

channel energy  in order to minimize the expected interference variance �(m) at every
iteration. In analogy with what done before, we seek the solution of the optimization
problem

min
�1=�1();�2=�2()

E

����a� �1â
(m) � �2â

(m�1)
���2���� � (4.37)

After straightforward algebra (we skip the details for the sake of space limitations), we
obtain the solution

�1
?() =

A�BC

1� C2
(4.38)

�2
?() =

B �AC

1� C2
(4.39)
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where

A = E
h
aâ(m)

i
= 1� 2�(m)()

B = E
h
aâ(m�1)

i
= 1� 2�(m�1)()

C = E
h
â(m)â(m�1)

i
In practice, the weights �(m)

1;u and �(m)
2;u of user u at iterationm are computed as follows:

� for m = 1, �(1)2;u is irrelevant (since â(0) = 0) and �(1)1;u = 1 � 2 f(ScINR(1)
u )

where ScINR(1)
u is computed according to (4.35).

� form = 2; 3; : : :, we letC = 1
N

PN�1
n=0 â

(m)
u [n]â

(m�1)
u [n],A = 1�2 f(ScINR(m)

u ),

and B = 1 � 2 f(ScINR(m�1)
u ). Thus, �(m)

1;u and �(m)
2;u are given by (4.38) and

(4.39), respectively.

Figures 4.7 and 4.8 illustrate the bias and the true SINR plotted versus the iterations
for a system using Viterbi decoding, with unfaded chip asynchronous flat channel,
(i.e. u = 1 8u) U = 40, � = 2:5 and in the same conditions of Figure 4.6. The
“Viterbi (SINR est.)” and the “Viterbi (SINR-BIAS est.)” decoders do not converge
to near-single-user performance and show the ping-pong effect in the bias and in the
SINR. The receiver that weights the two previous iterations, denoted in the Figures by
“Viterbi (2-feedback)” , converges faster to near-single-user performance and does not
show oscillations.

This behavior can also be seen in Figure 4.9 where the BER provided by the
proposed receivers is shown, for an unfaded chip asynchronous flat channel, and the
same conditions of Figure 4.8. The curve labeled “Viterbi (� = 1)” denotes the re-
ceiver that feeds-back hard decisions (i.e. assuming �(m)

u = 1 for u = 1; : : : ; U and
m = 0; 1; : : :) and the bold horizontal line represents the single user performance. The
receiver “Viterbi (2-feedback)” converges to single user performance in 6 iterations.
In these conditions, it converges even faster than employing BCJR decoders providing
soft extrinsic output, denoted by “BCJR (soft EXT)” .

Finally, Figure 4.10 compares the performance of several receivers in terms of
speed of convergence to near-single-user performance for Eb=I0 = 5dB, L = 16, and
for u = 1 8u. As test of convergence, we consider the number of iterations required
to reach an average ME larger than �0:1dB. The basic hard feedback Viterbi receiver
has maximum channel load � = 1:5. The weighted hard feedback Viterbi with SINR
and bias estimation improves this limit to � = 2:4. Eventually, the receiver “Viterbi
(2-feedback)” outperforms any other considered receiver and has limit load � = 3:7
(corresponding to a spectral efficiency of 1.85 bit/s/Hz). The dashed curves refer to
the receivers employing BCJR decoders and extrinsic information feedback and are
shown as a reference.

We should remark that higher spectral efficiency could be achieved by employing
more powerful codes (e.g. turbo codes) in the proposed iterative decoder. However,
since our aim was to find a low complexity solution, we only considered very simple
convolutional codes as the CC(5,7). So, despite of the good performance shown in
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Figure 4.8: True SINR of several multiuser receivers using CC(5; 7), U = 40, L = 16,

and Eb=I0 = 5dB

terms of spectral efficiency, the proposed receiver works very far from capacity. For
this reason it makes sense to compare the performance of our receiver to the “single-
user performance” , the performance that the system could achieve if no interference
were present.

4.5 Performance in frequency selective fading channels

In this Section we consider frequency selective channels and asynchronous users.
Thus, the ISI term appears in (4.12). In presence of ISI, the system converges to
near single-user Matched Filter Bound (MFB) performance [10] for a channel load �
generally lower than the limit for flat synchronous channels. Indeed, the presence of
ISI slows down the convergence to single user performance and allows lower channel
loads. Two different cases are considered:

� constant instantaneous power for all users;

� constant average power for all users.

4.5.1 Constant instantaneous power

This case is representative of perfect fast power control that fully compensates for the
instantaneous (slot-by-slot) effect of fading, so that u = 1. Thus,

jguj2 = E ; 8u = 1; :::; U (4.40)
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Table 4.1: MIP of the considered channels

MIP Delays (Tc) Variances (dB)

CH1 (0, 1.2, 34.2, 49.5, 65.7, 76.8) (-2.5, 0, -12.8, -10.0, -25.2, -16.0

CH2 (0, 16) (0, 0)

CH3 (0, 16, 32) (0, 0, 0)

Under these conditions, we evaluated by simulation the degradation due to the ISI with
respect to the results shown in the previous Section. Figure 4.11 shows the number of
iterations needed to reach ME larger than �0:1dB, as a function of the channel load,
for Eb=I0 = 5dB, L = 16, the “Viterbi (2-feedback)” receiver, and for three different
channels whose Multipath Intensity Profile (MIP) [16] is shown in Table 4.1. CH1 is
specified as a standard UMTS test channel in [21] while CH2 and CH3 were created
“ad hoc” in order to test the system in severe ISI conditions.

CH1 shows a negligible degradation with respect to the single-path case while,
for the channels CH2 and CH3, the maximum achievable channel load is decreased
to � = 3:3 and � = 2:9, respectively. Notice also that, in the case of strong ISI and
low channel loads, more iterations are required for the convergence with respect to the
single-path case.

4.5.2 Constant average power

This case is representative of a slow power control system that cannot compensate for
the instantaneous fading, but maintains a fixed average received power for each user.
The average received power is assumed to be the same for all users, that is

E
�jguj2� = E ; 8u = 1; :::U (4.41)

Figure 4.11 shows the number of iterations needed to reach ME larger than �0:1dB
as a function of the channel load and for the channels given in Table 4.1. In this case,
two contrasting phenomena characterize the convergence to single-user MFB perfor-
mance. On one hand, faded users have little impact onto unfaded users, since they are
received at much lower power. On the other hand, even if unfaded users can be reliably
estimated and subtracted from the received signal, faded users have an instantaneous
SINR that is too low for achieving a small SER, therefore, their contribution cannot
be perfectly eliminated even in the absence of MAI. The fact that the performance
for slow power-control are worse than their fast power-control counterparts (see Fig-
ure 4.11) indicates that the effect of uncanceled faded users dominates the performance
of the receiver. Moreover, Figure 4.11 shows also another interesting fact. Namely,
the degradation of the receiver performance due to uncompensated fading is larger for
channels with little multipath diversity (e.g., single-path, CH2 and CH3), while it is
smaller for channels with rich multipath diversity (e.g., the UMTS test channel CH1).
This is intuitively clear, since when the multipath diversity is rich, then the random
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fluctuations of the instantaneous received power jguj2 are reduced, and the fraction of
users that can be reliably estimated and subtracted is larger.

In general, the average bit error rate (BER) for a finite-dimensional system can
be computed by Monte Carlo simulation, by averaging over a large number of frames
and channel realizations. In order to reduce the complexity of BER computation, we
propose a semi-analytic approach. Assuming symmetric users, with the same channel
statistics and average received power, the average BER (averaged with respect to both
the channel statistics and over the user population) can be bounded by

BER(m) = E
h
fb

�
�(m) SNRMFB

�i
=

1

U

UX
u=1

E
h
fb

�
�(m)
u u SNR

MFB
�i

a� E

"
fb

 
SNRMFB 1

U

UX
u=1

�(m)
u

!#
= E

h
fb

�
SNRMFB�(m)

�i
(4.42)

where fb(�) is the bit error probability vs. decoder input SNR function of the employed
convolutional code, where (a) follows from Jensen’s inequality applied to the convex
function fb(�) and where we define the average ME �(m) as the arithmetic mean of the
ME of all users. Notice that, under mild conditions, for randomly spread CDMA in
the large-system limit the ME converges to a constant independent of the user index,
and inequality in (4.42) holds with equality. However, for a finite-dimensional system
and given spreading sequences the above provides only a lower bound.

The expectation in the last line of (4.42) is with respect to the normalized channel
energy  (assumed identically distributed for all users). The evaluation of the above
lower bound is much less computationally intensive than full Monte Carlo simulation
of the whole system. In fact, the average ME �(m) can be obtained by running short
simulations, since it requires a much smaller statistical sample to converge than the
average BER. Then, the expectation with respect to  can be obtained by either another
Monte Carlo simulation or, if the distribution of  is known, by numerical integration.

Figure 4.12 shows the comparison between the full Monte Carlo simulation and the
semi-analytic approach for a system with U = 32, L = 16, and channel CH3. Solid
lines show the BER obtained by Monte Carlo simulation for m = 1; 2; 3; 6 iterations
respectively, plotted versus Eb=I0. The dashed lines show the results obtained using
the semi-analytic approach. The thick solid line corresponds to the single-user MFB.
For low SNR the system does not converge to the single user MFB even for a large
number of iterations while for high SNR the convergence is obtained in a few itera-
tions. We notice that the semi-analytic approach yields fairly accurate results already
for such a small system.

4.6 Conclusions

We proposed a low complexity iterative turbo equalizer and multiuser decoder/detector
for TD-CDMA systems, characterized by convolutional coding, hard-output Viterbi



60 Chapter 4 Iterative multiuser detection

0 0.5 1 1.5 2 2.5 3 3.5 4
0

2

4

6

8

10

12

14

16

18

20

α

Ite
ra

tio
ns

 fo
r 

A
M

E
>

−
0.

1d
B

Single path − CH1 (FPC)
CH2 (FPC)              
CH3 (FPC)              
Single path (SPC)      
CH1 (SPC)              
CH2 (SPC)              
CH3 (SPC)              

Figure 4.11: Performance of the “Viterbi (2-feedbacks)” multiuser decoder in the pres-

ence of multipath fading channels using CC(5; 7), L = 16, and Eb=I0 = 5dB. FPC

and SPC denote fast and slow power control conditions, respectively

decoding and weighted feedback. From a rigorous large-system analysis of synchronous
users and flat channels we gained the rationale for the optimization of the feedback
weights. In the proposed iterative scheme, however, the presence of Viterbi decoders
(not providing extrinsic information) produces biased statistics after the IC stage.
Hence, we proposed a method for estimating the bias and improving the performance
of the basic iterative decoder. Moreover, in order to cope with the ping-pong effect,
we proposed a modified algorithm where a weighted sum of the decisions made in the
two previous iterations is used for interference cancellation. The modified algorithm
outperforms the the basic PIC receiver and even the receiver based on SISO decoding
and soft feedback, with lower complexity.

The proposed receiver was validated in a realistic scenario, including asynchronous
users, frequency selective fading channels and power control. Simulation results show
that the receiver is robust to severe ISI conditions, even though its performance is de-
graded by uncompensated fading. However, this degradation is not very evident in the
presence of sufficient multipath diversity. Eventually, a simple and fast semi-analytic
approach to compute the BER was proposed and its behavior has been compared with
the results obtained via Monte Carlo simulation.

As a concluding remark, we would like to point out that the proposed receiver
structure is fully suited to be implemented in a UMTS-TDD base station, as an al-
ternative to conventional single user decoding and high-complexity convolutional or
turbo codes proposed in the current standard.
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4.A Definition of f(�), fb(�) and �(�)

Consider a transmitter that maps the information bit sequence fb[j]g onto a sequence
of coded binary BPSK symbols fa[n]g and sends over the AWGN channel defined by

y[n] = a[n] + �[n]

where �[n] is Gaussian noise with distribution N(0; �2). The signal-to-noise ratio is
SNR = 1

�2 . The receiver decodes the signal y[n] providing hard decisions â[n] on

the transmitted symbols a[n] and hard decisions b̂[j] on the information bits b[j]. We
define

1. The SER vs. SNR characteristic

f(SNR) =
1� E [â[n]a[n]]

2
(4.43)

2. The BER vs. SNR characteristic

fb(SNR) =
1� E

h
b̂[j]b[j]

i
2

(4.44)

3. The correlation characteristic between decisions and noise

�(SNR) = E[â[n]�[n]] (4.45)
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The above functions depend uniquely on the code considered (i.e., they are “charac-
teristics” of the code) and, although generally unknown in closed form, they can be
pre-computed by Monte Carlo simulation and stored as look-up tables in the receiver
memory. Therefore, the impact of real-time evaluation of these functions on the overall
receiver complexity is negligible.



Chapter 5

Front-end signal processing

We present low-complexity algorithms for transmitter and receiver front-end suited
to the implementation of software defined radio (SDR) terminals. The proposed al-
gorithms make the processing sampling frequency independent of the symbol rate of
the digitally modulated signal and use the “IF-sampling” technique for D/A and A/D
conversion. As a case-study, we consider a training-based joint multiuser channel es-
timation and we show that our front-end algorithms work nicely when coupled with an
efficient FFT-based joint channel estimator.

5.1 Introduction and motivations

Because of the proliferation of mobile communication systems, the implementation
of Software Defined Radio terminals able to reconfigure themselves to handle several
different standards is a key issue in order to provide universal connection to the users.
At the physical layer, the careful design of algorithms for the transceiver front-end
signal processing seems to provide the required flexibility. The basic idea is to make
the standard-dependent base-band signal processing independent on the Intermediate
Frequency which is characterized by the hardware. Moreover these algorithms must
be suited to the implementation on a programmable CPU. The goal is to perform op-
erations like channel selection [5, 6], up- and down-conversion [7], synchronization
and detection in the all-digital domain, by using high performance Digital Signal Pro-
cessors (DSPs) while, traditionally, these operations are performed by dedicated hard-
ware.

In this Chapter, we propose some front-end algorithms for the class of linearly-
modulated digital signals, including most today’s and future mobile communications
standards, like GSM, IS-54, IS-136, IS-95, and DECT (see e.g. [1] and references

63
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therein), UMTS (both FDD and TDD modes) [13], CDMA2000 (see e.g. [22], [46])
and EDGE (see e.g. [47] and references therein) 1.

We assume that a multi-band RF section takes care of translating the desired signal
from a fixed Intermediate Frequency carrier to the required Radio Frequency carrier,
and vice-versa. Then, on the transmitter side we are concerned with the efficient gener-
ation of an IF analog signal from the base-band digital signal while on the receiver side
we are concerned with the efficient generation of a digital signal from the IF analog
signal.

Different options are compared in terms of their complexity and performance.
Complexity is measured in real operations per sample. This can be translated into
actual processing speed limits once the DSP number of instructions per second is
known. Performance is given in terms of the Signal-to-Interference plus Noise Ra-
tio (SINR) at the output of the receiving filter matched to the modulation elementary
pulse, assuming that the transmission channel is pure additive white (not necessar-
ily Gaussian) noise. In this case the interference should be intended as the result of
the whole signal distortion generated through the transmitter and receiver chain. The
SINR is expressed as a function of E=I0, where E is the average symbol energy and
I0 denotes the (frequency-flat) noise power spectral density, in the complex base-band
equivalent model. By modeling interference plus noise at the output of the receiver
matched filter as Gaussian, the output SINR can be easily translated into actual error
probabilities for different modulation schemes with and without channel coding. In
this way, both complexity and performance measures are independent of the consid-
ered particular modulation scheme and the comparison between different solutions is
consistent.

In order to validate the proposed algorithms on an actual system, we consider
the training-based multiuser joint channel estimation scheme of UMTS-TDD (see
e.g. [18], [19], and [20]). We recall briefly an efficient Fast Fourier Transform (FFT)-
based implementation for this scheme and we apply it to the signal generated by our
transmit/receive front-end. Performance for a particular multipath test channel are
given in terms of the actual measured Matched Filter Bound (MFB) at the output of
the estimated channel matched filter versus the MFB of an ideal system.

5.2 Transmitter front-end

5.2.1 Linearly modulated signals

The continuous-time complex envelope of a linearly modulated signal is given by

x(t) =
X
k

d[k] (t � kTs) (5.1)

where d[k] is a sequence of modulation symbols belonging to some complex alpha-
bet (e.g., PSK, QAM [16]), Ts is the symbol interval, and  (t) is the symbol-shaping

1GSM and DECT make use of GMSK modulation, which is non-linear [1]. However, in several

current implementations a linear approximation of GMSK is used.
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pulse, bandlimited over [�W =2;W =2]. Despite its simplicity, several cases of in-
terest can be expressed by (5.1):

� In a Direct-Sequence CDMA system [16], Ts should be interpreted as the chip
interval and d[k] = a[bk=Lc]s[k], where a[m] is the mth modulation symbol,
s[k] is the kth chip and L is the spreading gain (this generalizes trivially to sys-
tems with several spreading layers, like IS-95).

� In a multi-antenna multi-user system (e.g., downlink with beamforming) with Q
antennas and U users the signal sent to the qth antenna is

x(q)(t) =
X
k

d(q)[k] (t� kTs)

where

d(q)[k] =

UX
u=1

W (q)
u du[k]

W
(q)
u is the qth antenna weight coefficient for the uth user and du[k] is the uth

user symbol (or chip).

In a digital transmitter, the signal x(t) is the output of a D/A converter which takes
as input the discrete-time signal

x[n] = x(n=fs)

with sampling frequency fs � W . In classical I-Q modulators, the continuous base-
band components xI(t) = Refx(t)g and xQ(t) = Imfx(t)g are generated by low-pass
filtering the output of two separate D/A converters, and the IF signal

xIF(t) = Re
n
x(t)ej2�fIFt

o
(5.2)

is produced by mixing xI(t) and xQ(t) with in-phase and quadrature IF carrier signals,
and by summing the modulated real signals [16]. This approach requires two D/A
converters, two low-pass filters, two analog mixers and one adder.

Another approach consists of producing a sampled version of the IF modulated sig-
nal xIF(t) by using a sampling rate fs greater than 2fIF. The continuous-time signal
is obtained by band-pass filtering the output of a single D/A converter. This solution
(for the receiver front-end) is described in [7] and [48]. However, since intermediate
frequencies usually range between tens of MHz up to 100MHz, this approach is ex-
tremely computationally intensive as it requires the generation of signal samples and
the multiplication by the carrier signal at extremely large sampling frequency.

In the following, we propose a transmit front-end algorithm allowing a sampling
frequency of the order of the base-band signal bandwidth (and not of the order of the
IF carrier), no explicit multiplication by the carrier signal and a single D/A converter
and analog filter centered at fIF.
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5.2.2 IF-sampling and up-conversion

We need to generate the IF modulated discrete-time real signal

x0[n] = Re
n
x[n]ej2�(fIF=fs)n

o
(5.3)

from the base-band signal x[n]. We choose throughout this Chapter the sampling rate
fs according to the expression

fs =
fIF

`� 1=4
for a positive integer ` (5.4)

With this choice (5.3) reduces to modulating the base-band signal by fs=4 and taking
the real part that in turn corresponds to

x0[n] = Re
�
j�nx[n]

	
(5.5)

In this way, the periodic spectrum of x0[n] has a spectrum replica centered at fIF. After
ideal D/A conversion, a pass-band filter centered at fIF removes the other replicas,
generating the desired IF modulated analog signal. The discrete-time modulation by
fs=4 in (5.5) has a negligible computational cost since it corresponds to alternately
changing the signs of the real and imaginary part of x[n]. Finally, in order to avoid
aliasing the sampling rate must satisfy the condition fs � 2W .

5.2.3 D/A conversion

In the above description we assumed an ideal D/A converter with flat frequency re-
sponse. Unfortunately, actual D/A converters show a low pass behavior that can be
approximated with a frequency response of the form sinc(f=fs). The spectrum of the
continuous-time signal at the D/A converter output corresponding to the discrete-time
input signal x0[n] takes the form

XIF(f) /
X
i

X 0
�
ej2�(f=fs�i)

�
sinc(f=fs) (5.6)

where
X 0(ej2�f=fs) =

X
n

x0[n]ej2�nf=fs

is the Discrete-time Fourier Transform (DFT) of x0[n]. Hence, the spectrum replica
located at frequency fIF is attenuated and distorted by the D/A impulse response as
shown in figure 5.1(a).

A way to reduce the attenuation consists of using a D/A converter working at rate
fd = LD=Afs, where LD=A is a suitable integer, and up-sampling x0[n] by the factor
LD=A. By choosing LD=A such that fd � fIF, the spectrum replica around fIF falls
inside the first lobe of the D/A frequency response since its first zero is located at fd
(see figure 5.1(b)). Unfortunately this approach reduces the average signal energy per
sample by a factor LD=A. Thus, in order to compensate the signal attenuation result-
ing from high values of LD=A, high amplification gains may become necessary in the
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(a) D/A frequency response without up-sampling
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(b) D/A frequency response with up-sampling

Figure 5.1: D/A frequency response and IF signal spectrum

IF/RF conversion stage which can lead to significant non-linear distortion. To over-
come this problem one may pre-compensate the linear response of the D/A converter
by introducing a pass-band FIR filter between the up-sampler and the D/A converter.
The filter must be designed in order to enhance the spectrum replica at IF while at-
tenuating the other replicas. This would avoid high amplification gains in the IF/RF
stage yielding less signal distortion. In the following we address a low complexity
implementation of such a filter.

Low Complexity Implementation. Denote by x00[n] the up-sampled version of x0[n],
given by

x00[n] =

(
x0[k] for n = LD=Ak

0 otherwise
(5.7)

and by hD=A[n] the pass-band FIR filter impulse response. The filter output is given
by

x000[n] =
X
m

hD=A[m]x00[n�m] (5.8)

If the filter impulse response has length LD=A, there is only a single non-zero term in
the sum in the RHS of (5.8). Then, x000[n] = hD=A[m]x0[k] where k = bn=LD=Ac
and m = n modulo LD=A. Therefore, the computational cost of the filtering operation
consists of one real product per output sample at rate fd. Since fd is large, this might
still be too complex for practical applications. Then, the filter coefficients can be
constrained to be in the set f0;�1g. In this way products are avoided (change of
sign comes basically at no cost). The problem of optimizing the FIR filter reduces
to exhaustive search for the best frequency response over all possible filter vectors of
length LD=A with ternary elements f0;�1g (a total of 3LD=A possibilities).
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5.2.4 Signal resampling

In the scheme described above, the sampling frequency fs depends on fIF and on the
signal bandwidth W . In a SDR system, we can think of W as the maximum signal
bandwidth over all handled signal formats, while fIF is fixed and depends on the analog
hardware. In any case, fs should be independent of the symbol rate Rs = 1=Ts of the
particular signal format. When fs 6= Rs, the transmitter must produce the signal x[n]
at rate fs from the discrete-time symbol sequence d[n] at rate Rs. We refer to this
general problem as “ resampling” .

In [49, 50, 51, 52] resampling by rational factors is discussed. A general sampling
rate conversion scheme by a rational factor Lu=Ld consists of an up-sampler by a
factor Lu, a low-pass filter and a down-sampler by a factor Ld. The low-pass filter can
be efficiently implemented by a polyphase filter bank [49] composed by Lu phases,
where each filter phase is sampled at rate Rs. Unfortunately, in general the ratio fs=Rs
is not a rational number, therefore fs can be only approximated by Lu

Ld
Rs by a careful

choice of the integers Lu and Ld.
Since the shaping filter  (t) of the modulation scheme is bandlimited, it can be

used as low-pass filter in the resampler. In this way, shaping and resampling are inte-
grated in a single step with considerable saving in computational complexity. Assume
that  (t) is approximated by a finite-support impulse response spanning N sym-
bol intervals (e.g., by windowing [51]) and let  ̀ [i] =  ((iLu + `)=(LuRs)) with
` = 0; : : : ; Lu � 1 and i = 0; : : : ; N � 1, denote the ith sample of the t̀h phase of
the polyphase filter bank implementation of the shaping discrete-time filter. Then, the
output at rate LuRs of the polyphase pulse-shaping filter bank is given by

v[k] =

N �1X
i=0

 `[i]d[m� i] (5.9)

where m = bk=Luc and ` = k modulo Lu.
A low cost approach for achieving the desired non-rational sampling rate conver-

sion consists of using a suboptimal interpolation method (e.g., nearest neighbor, linear,
cubic or cubic spline interpolation) at the output of the polyphase filter bank. In gen-
eral, the interpolator computes the time epoch tn of the desired nth output sample and
compares it to the input-sample time-instants. The cost of this operation does not de-
pend on the interpolator type and can be assumed to be (roughly) 1 addition per output
sample. On the contrary, the computation of the output sample value depends on the
interpolation method. Therefore, when comparing the complexity of the interpolation
schemes, we shall always refer to this cost, neglecting the part common to all meth-
ods. Notice that the polyphase filter-bank coefficients can be pre-computed thus the
up-sampling factor Lu only affects the memory occupancy and not the complexity of
the interpolation algorithm. In general the higher Lu the higher the interpolation accu-
racy will be. In particular the more the complexity of the interpolation algorithm the
lower values for Lu are required to achieve the same interpolation accuracy.

Nearest neighbor (NN) interpolation is the simplest technique, since it approxi-
mates the desired output sample to the time-nearest input sample. In fact using nearest
neighbor interpolation the overall cost of the resampler reduces to storing in memory
the shaping filter bank. The nearest neighbor interpolator produces the output sequence
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x[n] at sampling rate fs as

x[n] = v[k]

where

jtnRs � k=Luj � 1

2
(5.10)

and where tn = t0 + n=fs is the desired sampling epoch (t0 is a fixed time-offset).
The computational complexity is then the cost of the inner product given by (5.9) per
output sample. Normally the shaping filter coefficients are real while, in general, the
symbols d[k] are complex. Then, the resulting computational complexity is 2N mul-
tiplications and 2(N �1) additions per output complex sample. However, as indicated
in (5.3), only the real signal x0[n] is needed in our transmit front-end. This is equiv-
alent to computing alternately xI[n] and xQ[n]. Therefore, the actual computational
complexity per output sample reduces to N multiplications and N � 1 additions.

It is clear from (5.10) that the accuracy of nearest neighbor interpolation criti-
cally depends on Lu. However, since memory is a very cost-effective resource, in the
transmitter it is advisable to choose Lu large enough and insist on nearest neighbor
interpolation rather than consider a lower Lu and implement a more complex interpo-
lation method (e.g., linear, cubic, etc.). We shall see in next section that this conclusion
does not apply to the receiver front-end.

5.3 Receiver front-end

5.3.1 IF-sampling and down-conversion

The IF received analog signal yIF(t) is sampled by an A/D converter at rate fs. If
fs � 2W is chosen according to (5.4), because of the periodicity of the discrete-time
signal spectrum, the resulting real sampled signal r[n] = yIF(n=fs) is pass-band with
a spectrum replica centered at fs=4 (although fIF and fs at the receiver can be different
from fIF and fs at the transmitter, for simplicity we use the same notation).

5.3.2 Resampling

To simplify synchronization and data detection, the received signal should be sampled
at rate R0s, integer multiple of the symbol rate (or chip rate, in the case of CDMA).
As in the transmitter, the system should be able to choose R0s independently of fs
(within a certain range of supported signal formats). In addition, R0s=fs is non-rational
in general and resampling is needed. A general approach to have a perfect transparent
resampling system consists of resampling the I and Q components of the real pass-
band signal r[n]. Once the I and Q components sampled at rate R0s are generated, we
can remodulate the signal at frequency R0s=4 by simple sign change (as done in (5.5))
in order to have a real pass-band signal sampled at the desired rate R0s. We consider
the following two resampling approaches.
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Figure 5.2: Receive resampling approach 1

Approach 1

This is a fairly similar resampling scheme to the one proposed for the transmitter (see
section 5.2.4). Notation refer to the scheme of figure 5.2. The low-pass real inter-
polation filter h is implemented as a polyphase FIR filter bank with Lu phases (h`[i]
denotes the t̀h phase ith coefficient, for ` = 0; : : : ; Lu � 1 and i = 0; : : : ; Nh � 1).

Let r000[n] = r000R [n] + jr000I [n] denote the output of the polyphase filter bank, given
by

r000[n] =

Nh�1X
i=0

h`[i](�j)m�ir[m� i] (5.11)

where m = bn=Luc and ` = n modulo Lu. Using nearest neighbor interpolation
produces the output sequence z[k] at sampling rate R0s as z[k] = r000[n] where

jtkfs � n=Luj � 1

2
(5.12)

and where tk = t0 + k=R0s is the desired sampling epoch (t0 is a fixed time-offset).
Finally, the resampled pass-band signal modulated at frequency R0s=4 is given by
y[k] = Refjkr000[n]g. Since the interpolation filter is used to remove the high fre-
quency noise components it can be chosen to be real. In this case y[k] can be directly
written as

y[k] =

8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:

+

Nh�1X
i=0

h`[i]Ref(�j)m�ir[m� i]g for k = 4l

�
Nh�1X
i=0

h`[i]Imf(�j)m�ir[m� i]g for k = 4l + 1

�
Nh�1X
i=0

h`[i]Ref(�j)m�ir[m� i]g for k = 4l + 2

+

Nh�1X
i=0

h`[i]Imf(�j)m�ir[m� i]g for k = 4l + 3

for integer l

(5.13)
where m and ` depend on n, which is a function of k through the resampling epoch
relation (5.12).

After some algebra it is possible to show that the computation of y[k] reduces to
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Figure 5.3: Receive resampling approach 2

computing alternately the values

y0[k] =

Nh=2�1X
i=0

~h`;0[i]r[m� 2i] (5.14)

y1[k] =

Nh=2�1X
i=0

~h`;1[i]r[m� 2i� 1] (5.15)

where the modified (real) filter coefficients

~h`;0[i] = (�1)ih`[2i]
~h`;1[i] = (�1)ih`[2i+ 1]

can be precomputed.2

The overall complexity of this resampling approach amounts to an inner product
of length Nh=2 (i.e., Nh=2 multiplications and Nh=2� 1 additions) per output sample
at rate R0s.

One may notice that we could use as interpolation filter the same shaping filter
 used in the transmitter. In this way, resampling and pulse shaping matched filter-
ing could be implemented jointly. However, while this approach gives a complexity
saving in the transmitter, it is not suited to the receiver because better low-pass FIR
responses h, with the same number of taps, can be synthesized by using appropriate
filter design methods (see e.g. [49]). Moreover, after filtering by  (t) (which is nor-
mally a real Nyquist pulse) and sampling at R0s > Rs the resulting interference plus
noise sequence is correlated even if the interference plus noise process at the receiver
input is white. Correlation in the noise sequence might prevent some blind channel
estimation techniques based on second-order statistics to work [53, 54] (or they might
require the correlated noise to be whitened, with added complexity), and should be
avoided. Then, we conclude that the interpolation filter h must be as close as possible
to an ideal low-pass filter.

Moreover, when the received signal is affected by linear distortion caused by a mul-
tipath propagation channel h(t), a channel estimation scheme applied to the discrete-
time resampled signal y[k] directly provides an estimate of the whole convolution
g(t) =  (t) ? h(t). In this way the pulse-shaping matched filter is included in the
channel matched filter.

2The actual value of y[k] is given either by�y0[k] or by�y1[k], where the sign depends on the parity

of k and m.
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Approach 2

An alternative approach consists of exploiting the fact that in our system the base-
band signal r0[n] is already oversampled with respect to the Nyquist rate. Thus the
interpolation filter h can be avoided with a significant reduction of complexity for the
same type of interpolation. Figure 5.3 shows the block diagram of this re-sampling
system.

The received signal is first converted to base-band, then the real and imaginary
parts of r0[n] are treated separately and eventually recombined. Since r[n] is real,
the real and imaginary parts of r0[n] = (�j)nr[n] have zeros in every other sample.
This can be seen as the effect of high-frequency components in the spectrum of r0[n]
originated by the spectrum replicas around �fs=2. Hence, interpolation is obtained by
eliminating the zero samples (by downsampling by a factor 2) and by applying some
interpolation algorithm to the non-zero samples. After recombination, the complex
signal z[k] is remodulated and the real part is taken, thus obtaining y[k]. Notice that
the whole processing of remodulating z[k] at frequency R0s=4 and taking the real part
reduces to computing alternately the real and the imaginary part of z[k] and alternately
changing the sign to obtain y[k]. Therefore, the overall complexity amounts to one
interpolated real value per output sample at rate R0s. In this work we consider nearest-
neighbor, linear, cubic and cubic spline interpolators (the details are given in [55] and
references therein) whose computational cost is given by [55]:

� 0 for nearest neighbor interpolation.

� 2 additions and 1 multiplication per output sample for linear interpolation.

� 11 additions and 8 multiplications per output sample for cubic interpolation.

� 5 additions and 9 multiplications per output sample plus 4 additions and 3 mul-
tiplications per input sample for cubic spline interpolation. When the ratio be-
tween the interpolator input and output rates is approximately 1 the overall com-
plexity can be considered roughly 9 additions and 12 multiplications per output
sample.

We shall show in the next section that approach 2 yields significantly better perfor-
mance with respect to approach 1 even with lower complexity.

5.4 Performance over additive white noise channel

In this section we illustrate the impact of the various system parameters on the perfor-
mance of the proposed front-end algorithms over an additive white noise channel. As
performance measure we use the SINR measured at the output of receiver front-end
versus the nominal E=I0 ratio, where the interference should be intended as the conse-
quence of the signal distortion. In practice the SINR is defined in this case as the ratio
between the mean square and the variance of the received signal at the output of the
pulse-shaping matched filter. The SINR loss with respect to the nominal E=I0 is due to
two effects: Inter-Symbol Interference and energy decrease of the useful samples. ISI
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Figure 5.4: Receive resampling approach 1,Nh = 20, LRx = 16, and nearest neighbor

interpolation

is due to the shaping filter truncation and to the distortion introduced by resampling,
while the useful samples energy decrease is only due to resampling distortion.

We consider

� the QPSK modulation

� the root-raised cosine shaping filter proposed by the UMTS norm with roll-off
factor ro� = 0:22, approximated by a FIR spanning 10 symbol intervals

� an IF carrier of 70MHz

� the symbol rate (chip rate) proposed by the UMTS-TDD norm, that is Rs =
3:84Mchips/s

The transmitter and receiver sampling frequency is fs = fIF=(5+1=4) = 13:33MHz,
yielding fs=Rs � 3:4722 according to (5.4). In approach 1 the low-pass filter h
is a linear phase FIR filter designed by using the Remez algorithm [51] in order to
minimize the distortion in the signal bandwidth. For the sake of notation we denote
as LTx and LRx the upsampling factors for the transmitter and receiver resampling
system respectively, instead of using Lu as done in the previous sections.

Figures 5.8–5.11 show the performance of the receiver front-end with resampling
approach 2 using nearest neighbor, linear, cubic, and cubic spline interpolation at the
receiver, respectively. Each figure shows the performance for transmitter up-sampling
factors LTx = 4; 8; 16; 32; 64. With large LTx and cubic spline interpolation at the
receiver the system yields negligible SINR degradation over the range [�20; 30] dB of
nominal E=I0.
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Figure 5.5: Receive resampling approach 1, Nh = 20, LRx = 16, and linear interpo-
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Figure 5.7: Receive resampling approach 1, Nh = 6, LRx = 2, and nearest neighbor
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Figure 5.9: Receive resampling approach 2 and linear interpolation
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Figure 5.11: Receive resampling approach 2 and cubic spline interpolation

The best performance with approach 2 are achieved by cubic spline interpolation
whose complexity is approximately equivalent to that of approach 1 when a filter with
Nh = 20 coefficients per phase, LRx = 16, and nearest neighbor interpolation are
employed at the receiver (see figure 5.4). Although the complexity of the two ap-
proaches is almost the same in this case, we remark that with approach 1 up to 320
coefficients need to be stored in and loaded from memory. Moreover when the num-
ber of filter coefficients becomes high because of large values of LRx, the DSP has to
handle memory accesses and loading data while doing computations and this fact can
significantly reduce the actual computation speed.

Approach 1 can achieve better performance than approach 2 at the cost of an in-
creased complexity, e.g. by using the same LRx = 16 but employing linear inter-
polation instead. As shown in Figure 5.5 the performance gain is about 3 dB in the
high E=I0 region while the complexity is doubled with respect to the nearest neighbor
interpolation and to approach 2 with cubic spline interpolation.

We may also try to keep the same complexity as approach 2 with cubic spline inter-
polation by using a filter of length Nh = 10 samples per phase and linear interpolation.
However this solution yields worse performance as shown in figure 5.6.

In general, a way to reduce the complexity in approach 1 consists of reducing
the length of the filter h. Anyway a shorter filter rejects less noise and introduces
larger signal distortion. So when increasing LRx this corresponds to increasing the
temporal resolution of the interpolation and can result in poor performance. Indeed,
high temporal resolution makes the interpolation follow the signal variations due to
the high frequency components associated with noise and distortion. For instance, in
the case of Nh = 10 and linear interpolation we have seen that for LRx > 1 the
performance monotonically decreases as LRx increases. For the same value of Nh
nearest neighbor interpolation yields the maximum performance for LRx = 4. This
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leads to conclude that for a given filter length there exists an optimal trade-off between
the type of interpolation and the number of filter phases LRx.

Another example of this behavior is given in figure 5.7 where the performance is
shown for LRx = 2, Nh = 6, and nearest neighbor interpolation. Larger values for
LRx worsen the performance for the reasons explained above. The complexity of this
system is about the double of the one of approach 2 with linear interpolation (see figure
5.9), but yields worse performance.

We can conclude that approach 2 is actually an attractive solution for many practi-
cal scenarios in terms of performance and complexity.

5.5 Example: training-sequence based channel estimation

The receiver front-end output signal, sampled at rate multiple integer of the symbol
rate is suitable to be further processed by the receiver. In this section we test the effec-
tiveness of the proposed front-end algorithms on a training-sequence based multiuser
channel estimation procedure for block-synchronous CDMA (e.g., UMTS in TDD
mode).

In this scheme users are roughly synchronized to a common time-reference and
transmit their training sequences at the same time (user timing errors are included as
effect of the channel and accounted for in the estimation procedure). The maximum
channel length (including possible timing errors) is Co� chips (see Section 2.1.4) and
the training sequence sent by each user is built from the same common base sequence

st =
h
st[0]; st[1]; : : : ; st[Ptr � 1]

iT
of length Ptr chips, by adding a cyclic exten-

sion of Co� chips. This solution allows a joint estimation of all users’ channels if
Ptr � Co�U , where U is the number of interfering users (see [18, 19], and with some
modifications [20], and references therein for more details).

Under these assumptions we can write the received signal sampled at frequency
R0s = NcRs during the Ptr symbols spanned by the training sequence as

y = �Stg + � (5.16)

where

y =
h
y[0]; y[1] ; : : : ; y[PtrNc � 1]

iT

is the received signal,

g =
h
gT
1 ; : : : ; g

T
u : : : ; gT

U

iT
(5.17)

is a vector containing the channel impulse responses of all U users,

gu =
h
gu[0]; gu[1]; : : : ; gu[Co�Nc � 1]

iT

is the uth user channel impulse response, and � is a vector of interference plus noise
samples, assumed white. The PtrNc � PtrNc matrix �St is defined as

�St = St 
 INc (5.18)



5.5 Example: training-sequence based channel estimation 79

f

0

R0

s

4
R0

s

2
3R0

s

4
R0

s

jY (ej2�f=R0

s)j j(ej2�f=Rs)j

Figure 5.12: Estimation of the complex pass-band channel response

where St is a circulant matrix containing all the possible cyclic shifts (by columns) of
the base sequence st. The matrix �St is also circulant and it is unitary similar [56] to
the diagonal matrix diag(�), where

� =
h
T; : : : ;T| {z }
Nc times

iT

and where  is the discrete Fourier transform of st. After some algebra, it is possible
to show that the least squares estimation of the overall channel impulse response g is
given by [20]

ĝ = IDFT

�
DFT fyg

�

�
(5.19)

where DFT and IDFT denote direct and inverse discrete Fourier transforms and the
ratio of two vectors should be interpreted as the element-by-element division.

In the case of pass-band signals considered here, figure 5.12 shows qualitatively
the spectrum Y (ej2�f=R

0

s) of y, and the spectrum corresponding to � for Nc = 4.
Since the transmitted signal is (approximately) bandlimited and centered around R0s=4,
the pass-band one-sided (i.e., complex) channel impulse response of all users can be
estimated by setting to zero all coefficients of DFTfyg but those in the frequency
range [R0s=4�W =2; R

0
s=4 +W =2]. In this way, the computation of (5.19) is further

simplified.
The method applies to pass-band signals as well as to base-band signals, without

complexity increase. Furthermore, pass-band signals do not need explicit demodula-
tion. Demodulation can be automatically achieved by down-sampling the output of the
pass-band symbol matched filter at symbol rate.

5.5.1 Performance with channel estimation

We used the training sequence defined in the 3GPP proposal for the UMTS-TDD
mode [13] and the “Midamble type 2” defined in the Table 2.1. The sequence length
is Ptr = 192 chips and the assumed channel length is Co� = 64 chips, allowing the
simultaneous estimation of U = 3 users. Due to the oversampling factor Nc = 4 we
need to perform an FFT over 192�4 = 256�3 (real) samples, which can be efficiently
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implemented as a mixed radix FFT, (i.e., one radix 4 and one radix 3). We considered
a channel with MIP given by the set of delays

� = [0; 0:9; 2:8; 4:7]

normalized with respect to the chip interval, and by the relative path strengths

�2 = [0; �2; �7; �8:5] dB

(the sum of the path gains is normalized to 1). The output SINR is not useful here
since this would be dominated by the ISI introduced by the multipath channel. Then,
as performance measure we use the Matched Filter Bound (MFB) [16], that is, the
SINR at the output of the matched filter for the transmission of an isolated symbol
(i.e., without ISI). This can be regarded as an upper bound to the performance of the
optimal ML sequence estimator.

Figures 5.13, 5.14, 5.15, and 5.16 show the MFB resulting from the estimated
matched filter versus the MFB of an ideally matched filter, equal to the nominal E=I0,
the total channel gain being normalized to one. Since in this case we are dealing
with a CDMA system E corresponds to the average chip energy. In the light of the
previous results we consider the transmitter to employ nearest neighbor interpolation
while the receiver resampling system adopts one of the methods of approach 2. The
curves denoted by “ Ideal interp.” refer to the performance when ideal interpolation
is used at both transmitter and receiver. Notice that in this case this curve does not
have a horizontal asymptote since ISI is not present. Here, the degradation is due
to the channel estimation errors (dominating the low E=I0 region) and to resampling
distortion (dominating the high E=I0 region).

With linear interpolation and LTx = 32 phases at the transmitter an operating
range between 0 and 35 dB is achieved. This shows that the degradation of linear inter-
polation with respect to cubic and cubic spline interpolators evidenced in figures 5.8–
5.11 is mainly due to ISI, namely inter-chip interference for a CDMA system. The
effect of the inter-chip interference is negligible when the processing gain is large.
Because of the presence of the processing gain a CDMA system typically operates in
the low E=I0 region, therefore linear interpolation can be chosen in this case. In fact
there is no need to insist on more complicated interpolation techniques to increase the
performance in the high E=I0 region (namely higher than 10–20 dB). On the contrary,
more advanced interpolation might be needed for non-spread spectrum system, espe-
cially employing modulation scheme with large spectral efficiency (e.g., 16, 64, 256
QAM modulations) which require to operate in the high E=I0 region to achieve the
desired performance.

5.6 Conclusions

We presented simple and effective algorithms suited for a flexible implementation of
transmit and receive front-ends based on programmable DSPs, for SDR applications.
We compared various solutions in terms of complexity and performance. The resulting
architectures for transmitter and receiver are both based on the concept of IF sampling
and resampling. At the transmitter, we can generate directly the IF analog signal via
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Figure 5.13: Channel estimation with multipath channel and nearest neighbor interpo-

lation at the receiver
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Figure 5.15: Channel estimation with multipath channel and cubic interpolation at the

receiver
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the D/A converter, without using mixers, filters and I-Q adders. At the receiver, the
IF analog signal is downsampled at a much lower rate than the Nyquist rate in or-
der to generate a pass-band digital signal with low carrier frequency, suited to further
processing. Resampling at both transmitter and receiver is needed to support sev-
eral different symbol (or chip) rates. At the transmitter resampling can be integrated
with pulse-shaping and can be efficiently implemented by a polyphase filter-bank fol-
lowed by nearest-neighbor interpolation. At the receiver more accurate interpolation
techniques are needed while the pulse-shaping matched filter can be more efficiently
integrated with the channel matched filter, provided by a channel estimator. Our simu-
lation results show that cubic-spline interpolation with approach 2 provide very small
SINR degradation over a wide range of nominal E=I0. Finally, we tested our front-end
algorithms with an actual channel estimation technique. In terms of MFB, results are
very good also for linear interpolation. In the case of CDMA with sufficient processing
gain, the inter-chip interference due to resampling distortion might have a negligible
effect and linear interpolation in the receiver might be a good low-complexity solution.
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Chapter 6

Architecture of the Software Radio

Platform

We describe a software radio architecture developed for providing real-time wide-
band radio communication capabilities in a form attractive for advanced 3G system
research. It is currently being used to implement signaling methods and protocol sim-
ilar, but not limited to, evolving 3G radio standards (e.g. UMTS, CDMA2000). An
overview of the hardware system is provided along with example software implemen-
tation on both high performance DSP systems and conventional microprocessors.

6.1 Introduction and Motivation

Motivated by the worldwide activity around third generation mobile communication
systems, Eurécom and EPFL have launched a joint project whose objective is to de-
sign and implement a real-time software radio communication platform to validate
advanced mobile communication signal processing algorithms. The right to transmit
has been granted for one 5 MHz UMTS channel in both France and Switzerland for
experimental purposes.

The platform is characterized by the following major features:

� Flexibility, achievable by a software driven system.

� Duplex communication.

� Multiple antennas transmit and receive signal processing (i.e. joint spatio tem-
poral signal processing).
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Flexibility remains a key word for a software-defined system. In our case it serves sev-
eral purposes. For instance one may perform propagation channel measurements and
transmitter characterization, evaluate the performance of different signal processing
algorithms for both single user and multi-user systems under different operating con-
ditions. Duplex communication is also necessary to allow higher-layer protocol testing
and services, and to analyze more complex system aspects, such as multiple-access,
power control, and optimize down-link signal processing from up-link measurements.
In a second phase, the platform will allow multiple-antenna signal processing, or more
generally, spatio-temporal signal processing (also known as array processing) since
this a very promising ensemble of techniques able to significantly increase the capac-
ity of wireless communication systems.

The main focus of this Chapter is on the description of the basic platform architec-
ture and signal processing to implement the essential physical layer level procedures
of the UMTS-TDD mode.

We have previously learned that one of the keys to the flexibility is to move the
digital processing toward the antenna. We then choose to extend the digital signal
processing to the Intermediate Frequency, implementing the required algorithms on a
general purpose programmable processor. In our case a multi-band Radio Frequency
section takes care of translating the desired signal from a fixed IF carrier to the required
RF carrier in the transmitter, and vice-versa in the receiver.

We are then concerned with the efficient generation of an IF analog signal from a
base-band digital signal (transmitter front-end) and with the reverse operation (receiver
front-end). Once the end-to-end transmitter and receiver architectures is defined the
next step consists of synchronizing the receiver, estimating the channels associated
with the users, and eventually detecting the transmitted symbols. All these operations
are performed in real-time on our platform.

The adopted modulation scheme (BPSK and QPSK), the spread signal bandwidth
(W � 5MHz), the spreading gain (DS-CDMA with allowed spreading gain of L =
1; 2; 4; 8; 16) and the frequency band (around 2:1GHz) are the same as those defined
in the UMTS/TDD specifications [15]. The TDD mode has been chosen because under
certain circumstances it allows the exploitation of the channel reciprocity between up-
link and down-link in duplex communication, and also reduces the DSP computational
load for a given bandwidth.

6.2 System architecture

In a first phase, the development of the platform has been based on a single antenna
architecture for the Mobile Terminal as well as for the Base Station. The retained archi-
tecture permits to easily enhance the capabilities of the platform without redesigning
the essential hardware and software parts.

The BS and the MT are based on the same hardware platform and differ only in
the software implementation. The different hardware parts of the platform are highly
partitioned in order to enable the use as many standard cards and components as pos-
sible.

The hardware portion of the test-bed consists of 4 elements which are under soft-
ware control, namely
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1. a PCI bus based reconfigurable Data Acquisition Card (DAQ) based on a Field
Programmable Gate Array (FPGA)

2. an RF front-end

� a single stage up/down-conversion from/to a 70 MHz IF carrier with Time-
Division-Duplex multiplexing

� 1 high-speed 12-bit pass-band sampling A/D converter working at rate
fADC.

� 1 high-speed 12-bit up-sampling D/A converter working at rate fDAC.

� 8 slow D/A converters for controlling various amplifier gains on the RF
card

� control for various switches on RF card

3. a clock card for generating sampling clocks (fixed frequency) and local oscilla-
tors (programmable frequency)

We show a simplified block diagram of the entire system for a single antenna in Fig-
ure 6.1.

We have considered two software implementations, the first using a combination
of commercially available embedded DSP cards and a common PC and the second
using the DSP units (e.g. MMX) of a standard PC under an operating system proving
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hard real-time support (e.g. RTLinux). Both run in real-time and are compatible over
the air.

6.2.1 RF front-end

A simplified block diagram of our RF front-end is shown in Figure 6.2. It was designed
in conjunction with STMicroelectronics in Geneva, Switzerland.

On reception (Rx), the RF signal is filtered, amplified and down-converted to a 70
MHz IF. The Local Oscillator (LO) frequency is digitally tunable in steps of 500 Hz.
The IF signal is amplified by a digitally tunable gain control and directly sampled at
rate fADC. The samples are transferred via a ribbon cable using high-speed line drivers
to the Data Acquisition Card.

On the transmission end (Tx), samples from the DAQ drive a hardware up-sampling
circuit and a high-speed D/A converter, working at rate fDAC, to directly synthesize
the 70 MHz IF signal. The IF signal is then amplified, up-converted to RF, filtered and
amplified by a variable-gain power amplifier.

The mode of the transceiver (i.e. transmission, reception, calibration) is fully con-
trollable from the software portion of the platform.

Special low-speed lines control the gains of the Rx variable-gain amplifier and Tx
Power Amplifier, LO frequency, as well as the antenna switch. Although not included
in Figure 6.2, automatic wide-band calibration capabilities (for both Tx and Rx) are
included in the design, which are required for multi-antenna systems (see e.g. [57]).
These will be used in a later stage of the project where the architecture will be extended
to implement multiple antenna transceivers. The basic characteristics of the RF front-
end are summarized in Table 6.1.

Pass-band A/D conversion

The main difference of the current implementation with respect to the UMTS-TDD
3GPP standard is that we choose a chip rate fc = 3:6864Mchips/s (CDMA2000 chip
rate) and not 3.84 Mchips/s. Moreover, in order to avoid signal re-sampling 1 we
suppose the rate fADC to be a multiple integer of the chip rate (i.e. fADC = Ncfc). In
our implementation we set Nc = 4 that yields

fADC = 4fc = 14:7456Msamples=s

So, once the RF signal at the antenna has been down-converted to IF, it is sampled
by the A/D converter at rate fADC (see Figure 6.4). Because of the periodicity of the
discrete-time signal spectrum, the resulting real sampled signal is given by2

y[n] = yIF (n=fADC)

1The re-sampling techniques studied in Chapter 5 will be implemented in the next version of the

software
2Notice that, by using the notation of Chapter 5 (see for example Figures 5.2 and 5.3), and avoiding

interpolation at the receiver, we have y[n] = r[n] = yIF(n=fADC)
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The signal y[n] is pass-band with a spectrum replica centered at fADC=4 as shown
in Figure 6.4. In practice we applied (5.4) using ` = 5 and choosing the sign (�) in
the denominator. The sampling frequency fADC also satisfies the condition

fADC � 2W � 10MHz

required by the theory in Section 5.2.2.
Although a base-band version of the received signal can be obtained by multiplying

y[n] by (�j)n and then by low pass filtering, we will show further how the channel
estimation and the data detection processes can be performed at pass-band.

Pass-band D/A conversion

At the transmitter side we send to the D/A converter the pass-band signal x0[n], ob-
tained by the base-band signal x[n] using (5.5). The signal x0[n] shows a replica of the
spectrum in fIF and is sampled at rate

fs = Ncfc = 14:7456Msamples=s

where we set Nc = 4 as for the receiver. Also in this case the sampling rate satisfies
the inequality fs � 2W .

In Section 5.2.3 it is shown that, in order to reduce the attenuation introduced by
the D/A impulse response up-sampling is required. In our implementation we chose

fDAC = 8fs = 117:9648Msamples=s

so that the spectrum replica of x0[n] at fIF falls inside the main lobe of the D/A fre-
quency response (see Figure 5.1(b)).

6.2.2 Data Acquisition Card (DAQ)

The data acquisition card is a PCI bus-mastering device permitting high-speed full du-
plex parallel transfer of digital data from an external device. It contains the necessary
glue logic which connects the input (A/D) and output (D/A) sample streams as well
as some control signals to the main CPU/DSP. A PCI architecture was adopted since
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it is the most general purpose bus architecture and is used on most standard PCs, as
well as DSP systems. It consists of two components, namely a powerful Xilinx Field
Programmable Gate Array (FPGA) XCV300 [58] and a bus-mastering PCI controller
PLX9080 [59]. The format is a PCI Mezzanine Card (PMC) to allow for integration
into both embedded DSP architectures and ordinary PCs. A simplified overview of the
DAQ is shown in Figure 6.3.

Firmware on the FPGA for formatting and transferring data via the DMA engines
of the PLX9080 to the host (DSP, CPU) memory has been developed in VHDL (Very
High Speed Integrated Circuit Hardware Description Language). After an initial con-
figuration phase, transfers are continuous and completely transparent to the host, who
just “sees” a circular buffer containing samples acquired from or to be transferred to
the external RF front-end.

The basic components of the DAQ are the following

1. Line Drivers/Receivers for transfer from external devices via ribbon-cables

2. A reconfigurable FPGA-based 16-bit bi-directional interface external device (up
to 30 Msamples/s full-duplex)

3. A PCI bus-mastering controller for direct transfer of samples to/from memory
(DMA) on PCI-based signal processing units (e.g. DSP cards, high-performance
PCs, workstations (SPARC, PowerPC, Alpha), embedded processor cards, etc.)

4. A Processor Mezzanine Card (PMC) form-factor for maximum flexibility

The FPGA is programmed via the PCI bus by serial download.

6.2.3 Texas Instruments TMSC6201 implementation

The embedded DSP architecture is based on a commercially available dual-DSP card
(Spectrum Signal Processing Daytona [60]). The basic architecture is shown in Fig-
ure 6.7 and is centered around 2 Texas Instruments TMSC6201 fixed-point DSPs.
These DSPs are capable of providing a maximum of 1600 MIPS each. Our DAQ
is placed on the local PCI bus of the DSP board and transfers samples to/from both of
the memory buffers on the DSPs busses. These buffers are used as temporary storage
as the internal (fast) memory of the DSP is rather small. The DSP DMA engines take
care of automatically transferring data to their internal memory concurrently with the
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signal processing functions. One DSP is used exclusively for transmission functions
and the other for reception.

The DSPs are used for the front-end processing as described in the previous sec-
tions. Symbol rate data is transferred via the PCI bus to the PC which hosts the DSP
card. This data is processed by the Pentium and handles tasks such as Viterbi decoding,
carrier frequency offset compensation, higher layer protocol stacks, etc..

6.2.4 RTLinux-based PC implementation

The second implementation does not rely on embedded DSPs. Here the DAQ is placed
on the master PCI bus of a workstation, possibly multiprocessor, running the hard real-
time extension to the Linux operating system, RTLinux[61]. The software radio runs
in kernel space and is integrated into the IPv4 (Internet Protocol) subsystem of Linux
as a network device.

This x86 implementation makes use of the MMX (multimedia extensions) SIMD
(single instruction multiple data) instructions for obtaining maximum processor effi-
ciency for intensive DSP computations. All DSP routines use fixed-point arithmetic
and are written in C with embedded assembly macros for time-critical code sections.
We typically make use of

1. MMX packed 16-bit arithmetic (multiply, add, MAC, interleaving, etc.)

2. loop unrolling

3. software pipelining

Because of the high-level software structure, this should be portable to other processor
architectures (e.g. PowerPC, Alpha, etc.). For the same reason, it is easily portable
to large-scale SMP (symmetric multi-processing) platforms which could be useful for
advanced base-station implementations.
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6.3 Physical layer digital signal processing

This section gives an overview of some theoretical principles on which the platform
software has been implemented. We have implemented variant of the UMTS-TDD
3GPP standard and are now implementing a complete subset of layers 1 and 2 of the
true standard (including 1.28 Mchips/s version). After D/A conversion, a pass-band
filter centered at fIF removes the other replicas, generating the desired IF modulated
signal. The discrete-time modulation by fDAC=4 requires a negligible computational
cost since it corresponds to change alternatively the signs of x[n] as can be noticed by
(5.3).

6.3.1 Receiver

In this section we give a description of the receiver front-end architecture. Then we
focus on channel estimation, matched filter synthesis and symbol detection.

Frame synchronization

In order to minimize the computational cost, the frame synchronization is achieved
using a simplified version of the “MAX” timing estimator defined in Section 3.5. In our
implementation we correlate the input signal y[n] with a filter matched to the primary
synchronization sequence str but not to the chip pulse  (t). The timing estimation is
achieved by filtering the pass-band received signal y[n] as

yps[n] =

"
255X
k=0

sps[k]Æ[n+ 4k]

#
? y[n] =

255X
k=0

sps[k]y[n+ 4k] (6.1)

and averaging the yps[n]2 over several frames. This is typically the most computation-
ally intensive part of the receiver front-end since it requires a fairly long filter operating
at the sampling rate. The 3GPP standard uses a hierarchical structure for the primary
synchronization sequence (see Section 2.1.3) which allows the filter to be implemented
as a concatenation of 2 FIR filters of length 16. The filter output yps[n] can then be
obtained by

yps[n] =

"
15X
k=0

sps2 [k]Æ[n + 64k]

#
?

"
15X
k=0

sps1 [k]Æ[n + 4k]

#
? y[n]

=

"
15X
k=0

sps2 [k]Æ[n + 64k]

#
?

"
15X
k=0

sps1 [k]y[n+ 4k]

#
(6.2)

reducing the computational cost by a factor 8. The maximum output of this filter is
used to adjust the receive signal strength (via a variable gain IF amplifier) and syn-
chronization is achieved when the maximum is greater than a pre-defined threshold.
Note that this filtering operation involves purely real quantities. A block diagram of
the primary synchronization signal processing is shown in Figure 6.5.



6.3 Physical layer digital signal processing 93

y[n]

1� �

Tframe

sps1 sps2 (�)2

�

Detect
MAX

Figure 6.5: Scheme of the implemented primary synchronization signal processing

Channel estimation

The training-sequence based multiuser channel estimation procedure for block syn-
chronous CDMA described in the UMTS/TDD standard has been implemented fol-
lowing the FFT approach given in Section 5.5. The algorithm provides the estimatesĝ
of the channel g. A block scheme of the channel estimation procedure is summarized
in Figure 6.6.

Matched filter synthesis and data detection

Given the channel estimates, we are then interested in synthesizing the Matched Fil-
ters fu, for u = 1; : : : ; U , matched to the cascade formed by the user data spreading
sequence, the chip pulse shape filter and the user channel. This is also shown in Fig-
ure 6.6. The overall impulse response for the uth user is given by

fu(t) =
Lu�1X
k=0

su[k]gu(t� k=fc) (6.3)

where Lu is the uth user spreading gain. Using the sampled channel estimate ĝ we
synthesize the discrete-time filters

fu[k] = fu(t)jt=k=fADC
matched to the overall response as follows

f̂u[k] = su[k] ? ĝu[k] (6.4)

In order to extract the data symbols we filter the received signal with the MF obtaining

vu[k] = y[k] ? f̂�u [�k] (6.5)

In a pass-band approach y[k] is real while f̂u[k] is complex so the product requires two
real multiplications. In the base-band case, instead, the samples of y[k] would be at
half the sampling rate but would be complex. So the two complexities are identical.

Notice that the signal after matched filtering is still pass-band and the symbol esti-
mates after sub-sampling are given by

âu[k] = v0u[NNck] (6.6)
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Figure 6.6: Channel Estimation and Matched Filter Synthesis

where v0u[k] is the complex envelope of the MF output. But since

v0u[k] = (�j)kvu[k] (6.7)

substituting into (6.6) and for Nc = 4 we get

âu[k] = (�j)LuNckvu[LuNck] = vu[4Luk] (6.8)

Then the symbol estimates are given by sub-sampling the MF output at symbol rate
without taking care of the demodulation.

Carrier synchronization and decoding

The carrier synchronization is done at symbol rate with a classical decision directed
algorithm [16]. The algorithm then takes a decision on the symbols and recovers the
data.

6.4 Validation of the existing platform

The described platform has been validated by the transmission and the reception of
two user full-duplex real-time video flows in an indoor environment. Two H263 video
streams are transmitted in parallel and decoded in real time. For this we use the fol-
lowing parameters:

� spreading factor 16

� bit rate 397 kbit/s (peak) per user

� TDD configuration: 1 Tx slot followed by 1 Rx slot (transmission is done every
2 slots).

� two synchronous full-duplex streams per slot

� RF band: 5 MHz at 2.1 GHz
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6.5 Conclusion

This first demonstration shows that the architecture of the platform is capable of sus-
taining real-time communications and is thus promising for future developments. The
platform is currently being enhanced and opened to both industrial and academic col-
laboration.

The enhancements will consist of

� support for multiple antenna transceivers

� more sophisticated signal processing algorithms

� multi user detection

� layer 2 (RLC,MAC) functionality

Collaboration has already begun under the label of the RNRT (Ŕeseau National de la
Recherche en Télécommunications) financing program organized by the French Min-
istry of Industry and Finance. Three projects have been initiated covering the following
topics:
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Frequency Band 2100-2170 MHz

Bandwidth 5 MHz (initially)

Transmit Power (per antenna) 1 W

Receiver Sensitivity -100 dBm

Noise Figure < 5 dB

Input IP3 > -7 dBm

Duplex mode Time Division

Rx Gain Control Digital tuning, 1dB steps over 40 dB

Tx Power Control Digital tuning, 1dB steps over 80 dB range

Local Oscillator Digital tuning, step: few kHz in each band

RF Calibration Digital control, Tx and Rx

Direct IF sampling (70 MHz) on Rx 12-bit A/D @ 14.7456 Msamples/s

Direct IF synthesis (70 MHz) on Tx 12-bit D/A @ 117.9648 Msamples/s

Digital Interface High speed: LVDS

Low speed: 3.3V CMOS line drivers

Table 6.1: RF Front-end characteristics

� radio subsystem improvement (flexibility and sensitivity)

� compliance with the 3GPP UMTS/TDD specification

� higher-level protocol stacks

� integration to an IPv6 experimental backbone
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General conclusions

In this thesis we addressed the problem of improving the physical layer reliability of
W-CDMA third generation transceivers by designing simple and low complexity al-
gorithms suited to be implemented on a real system. The work was developed in a
framework of a joint project between Eurécom and EPFL whose objective is to design
a real-time Software Defined Radio platform able to validate advanced signal process-
ing algorithms. The UMTS-TDD 3GPP standard, on which the platform has been
initially targeted, was used throughout this work as a reference system for compar-
isons. These algorithms, suited to SDR, cover some major issues of the physical layer
signal processing such as synchronization, and multiuser detection. Since the aim was
to propose solutions for a practical implementation, particular care has been devoted
to the algorithm complexity evaluation. Finally, the proposed algorithms have been
tested in a realistic scenario, including frequency selective channels, fast and slow
fading conditions, power control, and timing estimation errors.

The initial synchronization between a Mobile Terminal and a Base Station has
been covered by Chapter 3 where we derived a Joint Maximum Likelihood slot timing
estimator for bursty pilot signals in the presence of multipath fading channels, with the
following conclusions:

� While the traditional “MAX” slot timing estimator provides good performance
for short channels it performs very poorly in the presence of sparse channels

� The proposed “JML” estimator shows good performance in all the considered
conditions, and is very robust to mismatch. Moreover, at the same time, it pro-
vides an estimate of the multipath intensity profile and of the interference plus
noise power spectral density.

� With respect to a PN sequence, the primary synchronization sequence proposed

97
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by the UMTS-TDD standard reduces the performance of the slot timing estima-
tors because of its less peaky aperiodic autocorrelation function.

Future research in this area may consider the exploitation of the additional informa-
tions provided by the JML algorithm for improving the communication reliability im-
mediately after the primary synchronization process (e.g. demodulation of the UMTS-
TDD secondary synchronization signal and detection of the scrambling sequence).

In order to increase the system capacity, in Chapter 4 we designed an iterative turbo
equalizer and multiuser decoder/detector for TD-CDMA systems. Simulation results
showed that:

� Simple and low-complexity multiuser detection techniques outperforms the pow-
erful and high complexity channel coding envisaged by the UMTS-TDD norm.

� High channel loads can be obtained by using simple convolutional codes and
Viterbi decoding instead of using the more computationally intensive SISO de-
coding.

� Since the proposed algorithm is very simple and it is robust to severe ISI condi-
tions it is well suited to be implemented on a UMTS-TDD base station.

The problem of designing a SDR architecture able to support different standards
with the same hardware has been investigated in Chapter 5 where we proposed some
resampling techniques for the transceiver front-end. These techniques have been tested
in realistic scenarios, evaluating the SINR degradation with respect to the ideal inter-
polation. From the results of this Chapter the following conclusions can be pointed
out:

� Resampling techniques are an efficient way to make the baseband signal pro-
cessing independent on the Intermediate Frequency.

� Resampling techniques at both transmitter and receiver have a complexity af-
fordable by the technology available on the market.

� In general, most part of the computational complexity required by the interpola-
tion techniques stays in the receiver.

� With a negligible computational cost the transmitter front-end can directly gen-
erate the IF signal at the output of the D/A converter.

� Even if interpolation distorts the signal, a careful choice of the interpolation
technique allows a wide SINR operating range at the receiver.

� In the case of CDMA with sufficient processing gain, the inter-chip interference
due to resampling distortion might have a negligible effect.

Moreover we have shown that with a common PC, equipped with conventional mi-
croprocessor and/or with high performance DSPs it is possible to implement real-time
UMTS-TDD Base Stations and Mobile Terminals, compliant to the 3GPP standard.
The theoretical research developed throughout this thesis has been of main relevance
for the platform physical layer implementation and, in some cases, addressed solutions
to improve the UMTS-TDD standard.
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tal communication theory,” ” Introduction to communication Systems, ”Wireless
Communications,” and ”Radio transmission” given by Prof. Giuseppe Caire.

� Consulting in the development of undergraduate thesis.

� Seminar and conferences, on wireless systems.

� Attended a DSP training course at Texas Instruments, Paris, France.



106 Curriculum Vitae

Computers science skills

� Programming Languages: knowledge of C, C++, Pascal, Assembler for pro-
cessors Intel 80x86 and Pentium III MMX, assembler for DSP TI-TMS320C6x,
Matlab, Topsim, and Maple.

� Operating Systems: DOS, Windows, Linux and Unix.

� Software: Word, Excel, PowerPoint, LATEX, and HTML.

� Communication protocols: TCP/IP, Frame Relay, ATM.

Languages

� Italian: mother tongue

� English: fluent

� French: excellent


