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Abstract

Sincethe earliestdaysof electroniccomputing,the ratio of sizeto computationapower has
beengoingdown. Retrospecshavsthat,aroundl980,somethresholdvascrossedhatlaunched
anew industrybasedon desktopcomputingin the office. Today the beginning of the nev mil-
lenniumis thebackgroundo a similar shift in theindustry Poclet-sizedcomputingdevicesare
now afastgrowing marketsegmentand,in theway thatdesk-topcomputingenableccompletely
new office applicationsthe portability hasreacheda level wherecompletelynew applications
arenow possiblefor computingtechnology Furthermorealongwith size,weight,andcost,a
quality vital to thecontinuedpopularityof portablecomputingis theability for portabledevices

to interactwith otherdeviceseasily

As the numberof devicesin useincreasesthe needfor genuinenetwork supportalsoin-
creasesBecausdhe devicesareso easilyportable networks mustbe designedo expecttheir
topologyto changdrequently Networkscapableof reconfiguringhemselesrapidly, andwith-

outuserintervention,aregenericallyreferredto asad-hocnetworks.

In orderto continuethereductionin both sizeandmanufcturingcostsof portabledevices,
inter-device cooperations necessaryOneexampleof thiscooperations to useanaudioheadset
for bothtelephoneaudiol/O andPDA audiol/O. Thismeanghata userwho alreadyownsand
usesa portableaudiol/O device canpurchasea smaller possiblycheapeDA thatdoesnot
includeinternalaudiol/O capability Oneimportantcharacteristiof this type of applicationis
its spatiallocality. The targetplatform doesnot involve paclet forwarding,becausehe target
applicationsusethe physicallocality that correspondso logical (single-hop)locality asa cue

to identify devicesusefulto theuser

Introducedn thisthesisis anew methodfor discoveringthe servicesavailablein theimme-
diateareaof a portabledevice in anad-hocnetwork. The nev methodpro-actvely maintainsa

list of availableserviceson eachlocal device, resultingin fastemresponséo queriesandbetter
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Vi ABSTRACT

toleranceof datatransmissiorerrors. The specificimprovementofferedthroughthis algorithm
separatét from otherpro-actve alternatvesby offering fasterresponsienesdo the arrival of
new devices.

After presentinga basictheoreticalanalysisof the behaiour thatshouldbe expectedfrom
the algorithm, measurementsf its behaiour are shovn for a simulatedervironment. The
simulatedbehaiour is shavn to agreenot only with the resultspredictedby the preliminary
analysesbut alsowith obsenedbehaiour of animplementatiortestedon a real-timenetwork
emulation,and actualimplementationson both 10baseTEthernetand IEEE 802.11wireless
networks.

Having completedanalysisof the basicalgorithm,improvementsare presentedhat offer
power saving advantagedor devicesusingthis new algorithm. The advantagesof theseim-
provementsarequantified,andtheir applicability is discussedFinally, anoutline of the actual

servicedescriptionandquerylanguages alsopresented.



Resune

Depuisles premiersjours de I'informatique, le rapportentrela taille et la puissancalesordi-
nateursdécrdt. Desétudesétrospectiesmontrentqu’unelimite a été atteinteverslesanrees
1980,avecle lancementlesordinateurgpersonnelsLe commencemerdu nouveaumill énaire
sembleétrele point de départd’un nouvauchangementlansce sens. Le marcle desordi-
nateursde pochecrait trésrapidementt, de mémequeles ordinateursndividuelsont rendu
possible’introduction desapplicationsbureautiquesla portabilité a atteintun niveausufiisant
pourpermettrd’ émegencedenouellesapplications En plusdesavantagegntermedetaille,

poidset colt gu'’ils offrent, cesordinateurgportablesdevront pouoir interagirentreeux.

D’autre partl’augmentationrdu nombrede portablesnécessitaun supportréseawappropré
qui permettedefréquentshangementdetopologie.Le terme“réseauwadhoc” désignedetels

réseawqui sontcapablesle sereconfiguremutomatiquemerdtrapidement.

La poursuitede la réductionde taille et de colit desportablesnécessitejue ceux-cisoient
dotésd’unecapacié decommuniquedirectemenentreeux,afindemieuxpartagetesressources
réduites. Un exemplede cooperationseraitl’utilisation d’un casqueaudioentant que source
sonored’'untélephoneetd’un assistanglectroniqueDanscecas,'utilisateur d’un tel dispositif
portabled’écoutepeutacheteun assistanpluspetitet moinschergraceal’absencelela sortie
audio.Unecaracéristiqueimportantede ce type d’applicationestla localité dela communica-
tion entrelesdispositifscompatibles Seuledescommunicationgocalesatraversunlien direct
etantjustifieesdansce contexte de proximité, I'architectureernvisageene prendpasen compte
'acheminementespaquets.

Cettetheseintroduit unenouwelle méthodepourla découertede servicesdansl’entourage
immeédiatd’un dispositifportableau seind’un résead'ad-hoc”. Cettenouwelle méthodemain-
tient d’'une fagon proactve uneliste desservicesdisponiblesau niveaude chaquedispositif,

permettantinsiuneréponseplusrapideauxreqetessoumisest unemeilleuretoléranceaux
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viii RESUME

erreursdetransmissionPar rapporta d’autresalgorithmesproactifsde découertede services,
I'algorithme propo% offre aussiune anméliorationdu tempsde réponsdors de I'apparition de
nouwveauxdispositifsportables.

Apresuneprésentatiord’une analysethéoriquedu comportemenguel’on peutattendrede
I'algorithme, desmesuregle ce comportemensontprésenéespour un ervironnemensimulé.
La simulationa permisde confirmeraussibienlesrésultatsde 'analysethéoriquequele com-
portemende'algorithme obsene a traversuneémulationtempsréeldu réseatet unemiseen
oeuvresurunrésealEthernetlObaseTetunréseawsandil IEEE 802.11.

Desaméliorationsdel’'algorithme qui permettentieséconomiesl’énegie sontensuitepro-
posfes.Laprésentatiomlecesadaptationgstsuivie del’ évaluationquantitatve desanéliorations
etd’'unediscussiorsurleur applicabili&. Lesservicesetle langagederechercheactuellement

utilisé sontdécritsendernierlieu.
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Chapter 1

Intr oduction

As thenumberof portablecomputingplatformsgrows, sodoesthe needfor ad-hocnetworking.
Also called“zero-configuration’networks, thesesmall, self-oiganising,short-lved networks

enablea new level of collaborationbetweerdevices.

The needfor consolidatingnterfaceshasbeenaddressedor the domesticconsumemar
ket already with “universalremotecontrols. Homeentertainmensystemgtelevision, stereo,
VCR, etc.) all usesimilar remoteinterfaces,and having separatecontrollerdevicesfor each
unitis incorvenient.Similar consolidationis neededor the businessnarket, wheredaytimers,
phonebooks,telephonesandsoon areall duplicatedbetweerdeskcomputersPDAs, laptops,
andcell phones.Fixed connectionpoints,or “docks; areincorvenientto install, avkward to
move, andrestrictve. The modernvision of “any time, arnywherecomputing”’requireseasy

interconnectionndependenof the desktop.

Until recently theadvantageof wired dockingsiteswasthateachdevice immediatelyknew
of theconnectionandknew whatprotocolwasappropriatdbecauseherelevantport wasdedi-
catedto a singletype of device. With new personalreanetworking optionslike IEEE 802.11,
HIPERLAN, andBluetooth,this advantagehasmostly disappearedyirelessconnectionswill
soonreplacecablefor mary dockingapplications.

Cablereplacements the motivation for installing wirelesscommunicationsquipmentn
mary portabledevices,but the addedbenefitis thatthis sameequipmenicanenablenew, pre-
viously unrealizableapplications.Much like MIDI synthesizersthat are often sold without a
keyboard,new consumedevicescannow be soldwith no built-in userinterface. An early ex-

ampleof this is the Bluetoothwirelessheadsetthat offers a hands-freeconnectiorto cellular

1



2 CHAPTER1. INTRODUCTION

telephonesndependentf the telephonemanugcturer This improveson basiccablereplace-
mentapplicationdy usinga manutcturerindependeninterface but still fills thesamegeneral
functionof providing along-livedconnection.

Remaring the cable,unfortunately eliminatesmorethana pieceof copper Connectinga
new cableto a device is a goodindicationof userintent,aswhenaudiodevicesautomatically
disabletheir spealers uponthe connectionof a headphongack. Furthermore cablesmean
thereis never a decisionbetweenmultiple equialentperipherals;their priority andfunction
canuniquelybe determineddy if andwherethey areconnectedin awirelessworld, theinitial
substitutedor connectorshapesand connectionevents have beenproprietaryprotocolsand
activation buttons. Now, asbandwidthandcompatibility requirementiave driventhe market
towardsstandardprotocols,servicedescriptionand discovery is requiredto differentiatethe
variousdevicesthat may find they have a sharedcommunicationlink, but no usefor it. The
activationbuttonsarestill with us, but thattoo maychangan time.

This thesispresentsa new techniquefor discovering the servicesthat are available within
the radio broadcastrangeof a device. The proposediechniqueis designedfor fast (timely)
discovery of new servicesandalsooffers opportunitiesor power savzing techniquego extend
the batterylife of conformantdevices.

Typical targetscenariosncludethefollowing:

1. A cellulartelephongecevesanincomingcall. If theowner'sheadseis nearbythecallis
routedthroughthat. Otherwise|f it is nearthe owner’s desktelephonethecall is routed
throughthat. If neitherof thesealternatvesareavailable,the cellulartelephonenandles

the call with its own handset.

2. A palmtopcomputerhasa PostScriptdocumentstored,and the userwishesto have a
printed copy. No printer is immediatelyavailable, so the userasksto be alertedthe
next time a printer is nearby With short-rangedevices, the normalwalking speedof
ausermayresultin passinga printerwith only fifteen or twenty second®of beingwithin

communicatiorrange.

In both of thesecasestimelinessis important.In thefirst case responsienesss important. A
call hasarrived,andthetelephonemustdiscover whatselectionof devicesis nearbyin time to
respondoeforethe caller getsimpatient.In the secondcase no active trigger eventoccurs,but

ratherthe passve eventof communicatiorbecomingpossiblemustbe promptly detected.
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The body of this documentwill follow the generalformat shavn belown. After giving
somebackgroundnformationaboutservicediscovery andotherrelatedcurrentsubjectsit will
presentinew servicediscovery algorithm. Thiswill befollowedby atheoreticabnalysisof the
behaiour of thisalgorithm,thenby abroadened@omparisorof its relative performancen com-
parisonwith othersolutionsto thesameproblemandsomediscussiorof poweruseadvantages.

Finally, anoverview is givenof the descriptionanguagehatwasimplemented.

Background Prior Art
Locating Services Describing Services A New Solution
Predicting
Performance Power Saving
¢ ¢ Analysis & Comparison

Performance - - )
Evaluation Conclusions
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Chapter 2

Background

Thischapterintroducesd-hocnetworksandservicedis-

Background

covery. Thesimilaritiesanddifferencedetweerservicedis- DN
coveryandroutediscoveryare alsodiscussedandtheunique Locating Services | | Describing 54
problemsof wirelessnetworksare explained,in prepamation P,edmmJ N

‘ Performance ‘ Power Saving ‘
for the new solutionspresentedn Chapter3. | |

Performance
Evaluation

—_—= .
‘ Conclusions ‘

Ad-hoc networks are very useful,andwill becomeincreasinglypopularasnetwork-ready
devicescontinueto becomeessexpensve. The mostcompellinguseof networksis to enable
servicesharingbetweendevicesso, naturally this hasbeena popularareaof researcljPas01].
Successfulpr atleastpopularsolutionsincludeDHCP (DynamicHost ConfigurationProtocol)
andSLP (ServiceLocationProtocol). While theseprotocolshave benefittedrom the attention
of the networking community this attentionhasbeenmotivatedfor wired infrastructure.This
chaptempresentdackgroundnformationaboutsomeexisting servicediscovery systemsgoing
on to explain which aspectf thesesystemsaresstill usefulin wirelessnetworks, andwhich

aspectsnustbe changed.

2.1 Ad-Hoc Networks

As the sizeandweightof network-avarecomputershasgottensmaller improving portability,
the stability of network topologieshassuffered. Recognitionof this facthasled to researchn

ad-hocnetworking the formation of local networks involving whatever computersare actve

5



6 CHAPTERZ2. BACKGROUND

on the local medium. Thesead-hocnetworks may have very short-lived topologies,in which
computersenterandleave the groupfrequently

Initial ad-hocnetworking researcttonsideredan areacallednomadiccomputing[Kle95],
in which userswere still usingapplicationsdesignedfor static networks, but usingthem on
portableplatformsthatmightconnecfrom diversdocations.Thisledto solutiondike DHCP[Dro93]
to assigna network addressandinform a new computerof routing informationfor its current
network. DHCP (discussedh moredetailin Section2.2.3)permitscomputergo configuretheir
network parametersutomaticallyto suit their local environmentbut, usedby itself, givesthe
computera new identity whenthatcomputemovesto a newv network subnet.By behaing in
this way, no changesarerequiredto existing routing protocols,but long-lived operationsare
difficult if thecomputerchangesubnetdrequently

An earlyimprovementhatsolvedthelong-livedoperationgproblemwasMobile IP [Per96],
which allows traffic destinedfor a particularnodeto be routednormally to its homenetwork,
thentunneledo its currentlocation,wherea cooperatingrodeunpackghe data,anddeliversit
to themobile nodeasif thatnodewereon its homenetwork. This allows long-livedoperations
with mobile nodes put doesso by hiding the mobility from the applicationlayer.

Today IETF (InternetEngineeringTask Force) researchn mobile ad-hocnetworking is
focusedin the MANET (Mobile Ad-hoc NETworking) working group. The working definition

for mobilead-hocnetworksthatthe MANET groupusess this:

A “mobile ad-hocnetwork” (MANET) is an autonomoussystemof mobile
routers(and associatedhosts)connectedoy wirelesslinks — the union of which
form anarbitrarygraph.Theroutersarefreeto move randomlyandorganizethem-
selwesarbitrarily, thus, the network’s wirelesstopology may changerapidly and
unpredictably Sucha network may operatein a standalondashion,or may be

connectedo thelargerinternet.

Most of the researchdonethroughMANET hasaddressedhe problemof routing in these
networks,andhasdeliveredinterestingresultsin thatarea.

Platformssuitableto MANET developmenttanenablethetypesof applicationsoutlinedin
the introductionto this thesis. Although theseapplicationswill not usethe routing capability
of MANET, asthey usethe single-hopserviceavailability asa strength,they will naturally

encountemary of thesamechallenge$oundin thedevelopmenof otherMANET applications.
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Therelationof MANET researclio this thesisis discussedurtherin Section2.3, following a

morethoroughintroductionof the servicediscovery problem.

2.2 Sewice Location Protocols

Therole of a servicelocationprotocolis twofold: allow a new, unconfigureddevice to locate
serviceproviders,anddescribethe serviceofferedby thoseprovidersin ausefulway. In prac-
tice, mostof thefirst problemhasbeenpushedo thelower layers,usuallyusinga combination
of multicastandregistry seners;thesecondoroblem thatof describingservicesandgenerating
guerieshasbeenthefocusof rathermoreattention.

The variousapproacheso servicelocation canbroadly be categorizedinto pushand pull
modelsolutions,basedon wherethe informationsharingis initiated. In a pull model,a client
initiatesthe exchangeof informationby sendingarequesto eithera known setof seners,or as
agenerabroadcastA typicalexampleof thiswould be ARP [Plu82], wherebya clientcorverts
an IP addresdo a device addressdy broadcasting requeston its local broadcastiomain. If
the specifieddevice is available,a responses unicastto the client. The othercateyory is push
mode] whereindevicesoffering servicesannouncehemseles, usually by broadcastwithout
waiting for a request. An exampleof this, alsodravn from the setof IP protocols,is router
informationexchanggDee91],in which routersperiodicallybroadcastheir state allowing all
neighbouringoutersto adjusttheir routingtablesaccordingly

An alternatve cateyorizationfor servicediscoveryapproaches centmlizedvs. distributed
basedon the presenceor absencerespectrely, of a single authority on serviceavailability.
Becausexamplesof theseapproachearedirectly relevantto the subjectof this thesis,we will
first look at someexisting approaches detail, thenconsiderthoseapproaches termsof the

two cateyorizationgust presented.

2.2.1 Bluetooth

Bluetoothis a popularnew protocolfor single-hop ad-hocnetworks. It wasdesignedorimar

ily asa cablereplacementgconnectingtelephonehandsetsvith wirelessheadset®r portable

'Eventually routingis plannedto allow “scatternetswith morethansingle-hoptraffic, but thatportion of the

standards notyetcomplete.
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computers.This targetapplicationsetled to the designof a protocoloptimizedfor infrequent

topologychanges.

Protocol

Bluetooth[Blu01] is an integratedsolutionthat combinesa physicallayer specificationwith
a protocol stackthat goesup to the applicationlayer Servicediscovery is spreadover two
levels: the basebangbrotocolallows devicesto be discoreredbasedon proximity, evenif the
requesteandrespondeiarein differentlogical groups(called piconet3, andthe upperlayer

servicediscovery allows the actualservicesofferedby devicesto be queried.

Discussion

An importantfactor that affects the speedof servicediscovery is the existence(or absence)
of a sharedchannel. The BluetoothbasebandommunicatiorusesCDMA, meaningthat data
communicatiorbetweenary pair of devicesis impossibleuntil they synchronizetheir clocks.
Theinitial synchronizatiorrequiresonedevice to transmita large numberof singlefrequeng
inquiries,andthe otherdevice to entera modeduring which it doesnothing exceptlisten for
suchinquiries. This type of basebandlesignallows for scalability but makesdiscovery very
slow. If asharedchannels presentit allows a greatdealof informationsharing.For example,
if onedevice sendsa queryandrecevesareply, anotherdevice might“listen in” onthereply,
temporarilycachingit. Becauseof the optimisationopportunityit offers, a sharedchannelis

oftenassumedn ad-hocwirelessresearch.

2.2.2 CORBA, ANSA

Among the mostgeneralattemptsto generatdotal systemviews are CORBA (CommonOb-
jectRequesBroker Architecture[Sie00])andANSA (Advanced\etwork SystemArchitecture
[Arc93, CS94]). Thesetry to look at whole, wide-areanetworks as single systemsand offer

waysfor all serviceofferingsandrequirements$o be expressedndexchanged.

Protocols

In both casesserviceproviders submitinterfacedefinitionsto one or more seners,to which

seners potential clients sendinterfacerequests. CORBA allows the ORBs (Object Request
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Brokers)to manageheserviceconnectionywhile ANSA usedraderssimplyto processequests
andreturntheaddres®f afactory, whichwill respondo servicerequestdy assigningathread
to the new client. Thegeneralapproachhowever, is very similar betweerthesetwo protocols.

In fact, ANSA canbedescribedn termsof the CORBA specificatiorfHer94].

Discussion

Thesearchitecturesvere developedto facilitate fast, component-wisedevelopmentof dis-
tributedsystems.Their interfacedefinitionsallow componentmplementationso be upgraded
or replacedseamlesshby offering well-definedinterfaces,independenbf implementations.
Theseinterfacesallow multi-vendorsystemdo be createdwith no explicit configuration.Both
areheavily centralizedhaving all serviceregistrationsderagistrationsandenquiriessentthrough

acommonpoint.

2.2.3 RLP, DHCP, Salutation

Reworking existing systemgo conformto large groupsis not an appealingoption for mary
developers.ConsequentlysomeprojectslessambitiousthanCORBA andANSA have enjoyed
more success.RLP (Resourcelocation Protocol) was a simple, stopgapsolution proposed
in 1983 asa way for computersto locate arbitrary servicesin the Internet. Ten yearslater
a more restrictedprotocol, DHCP (Dynamic Host ConfigurationProtocol),was proposedas
a way for nomadiccomputergo quickly learnthe appropriateconfigurationparametergor a
new network (local IP addressgatevay addressetc.) In 1995, Salutationtried to fill theneed
for more generalservicediscovery, discovering fax-transmissiordevices, documentstorage

ser\ers,voice-messageer\ers,andso on.

Protocols

RLP [Acc83] namegesourcedy the assignedD of their lowestlevel Internettransportpro-
tocol, combinedwith a variablelengthidentifier basedon somewell-known propertyof the
resource.The well-known propertymight be anything from an assignedP port numberto a
text string. Servicesmay broadcast requestfor a service,or unicasta requestto a known

resourcdocationsener.
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DHCP [Dro93] usesa morerigidly definedsetof values. This is possiblebecauset is
designedor only onething: communicatingheinformationnecessaryo allow anewly arrived,
unconfiguredP-capabléhostto usethelocal network. DHCPIs centralizedandusesbroadcast
to discoverthe availableseners.

SalutationSal99]couldusea centralsener, but thenormalusages for eachdevice to have
its own sener, andfor thatsenerto generate list of all otheravailablesenersindependently
of device queries.On receving a queryfrom an application,the sener thenqueriesall other
known seners (or a single specifiedsener), and returnsthe resultsto the application. The
servicesthat canbe discoveredare from a discrete,well-definedset, and queriescan specify
guantifiedparametewaluesusing relational operators. Oncea serviceis selectedthe data

connections routedthrough(andmanagedy) bothseners.

Discussion

Thegeneraprogressiomf protocoldevelopmenshovs atendeng towardsfast,automaticon-
figurationfor devices. This progressionwasalsocontemporaryo Intel, CompagandMicrosoft
introducingPlug and Play in 1992for discovering new hardware addedto a singlecomputer
The motivatinggoal wasto reducetherole of systemadministratorsn addingnew hardware,
makingit easierfor usersto buy new devicesandusethemwithout requiringspecialtraining
or extra effort. Salutationmoved this trendinto a distributed office ervironment,giving firm
definitionsof fax, voice mail, anddocumenstoragedevice descriptionslt extendedthe query
capabilityof RLP, allowing configurationparameterso be comparedo requirementdy defin-
ing operatorsuchas*“lessthan” for queriesandlearnedfrom the succes®f DHCP the value

of standardizedervicedescriptions.

2.2.4 SLP, Jini, UPnP

In 1997,SLP was proposedas a general,non-proprietaryway to describeserviceson the In-
ternet,while beingoptimisedfor local networks. It wasrevisedin 1999to improve scalability
andcontinuedo getattentionfrom the networking community At the sametime, otherdevel-
opershave beenlooking for waysto getbetterspeedandnetwork utilisationfrom lessgeneral
protocols. Amongthe alternatve solutionsthat claim to have benefitsoutweighingtheir costs

areJiniandUPnR theirversionl.0specificationdaving becomeavailablein Januaryl999and
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June2000respectiely.

Protocols

Servicedescriptionn SLP[GPVD99]is string-basedwith atwo-layerhierarchy Theselayers
are called the abstract layer andthe conceete layer Beyond that, descriptionshave a string-
basedist of attributesthatshouldcorrespondo agenerallyjknown template put arenotrequired
to doso. They arelocatedusingonly theservicetypes,andtheattributescanberequestedrom
the serviceagentonceit hasbeenlocated.An exampletypeis thefollowing:
service:printer:lpr://seer.local.com/ports=8232

Queriescanbefor all serviceagentgSAs),for particularabstracservicetypes,or for particular
concreteservicetypes.

For servicediscovery in SLP, directoryagentg DAs) shouldbe used.They arelocatedvia
DHCP or multicast,and all serviceagentsshouldregisteredwith them. If a device cannot
locatea DA, or choosesot to useone, it canmulticasta servicerequesto all SAs. Sucha
multicastrequesshouldberepeatedor reliability. Repeatedequestsncludealist of previous
responder$o preventduplicateresponses.

Jini [Sun99]usesa uniform deploymentof the Java ervironmentto improve the flexibility
of the query/service-matchingnechanismandto allow device driversto accompan service
descriptions.Servicesareidentifiedby their Java class,with requestsnatchinginstancegin-
cludingderivedinstancespf arequestedavaclass.As with SLR, servicedefinitionsarefurther
extendedwith anarbitrarysetof name/\aluepairs(althoughJini allows valueswith morecom-
plex typesthanjust strings.) Thesename/\aluepairs(calledcharacteristic canbeincludedin
thequeries.

UPNP[Mic00] is heavily influencedby SLP, but hasdroppedhierarchicalservicenaming.
UPnPhasalsoaddedsomeextra companiorprotocolsfor gettinganIP addressvithout DHCR,

andfor usingXML to definethe preciseinterfacebeingofferedby a service.

Discussion

SLP returnsto the RLP ideaof namingservicespartly by a well definedstandardvalue (the
abstracttype), and partly by a programmeidefinedtype that allows for easyextension(the

concretetype). SLP alsomakesthe importantstepof standardizinga methodfor gettingmore
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detail abouta serviceonceit is found. The basicJini modelof locatinga serviceregistry via
multicastlosesthe generalityof SLP, which only recommendsghe useof registry seners.

Jini allows the servicecharacteristicso be madepart of the queryitself, while SLP only
permitsthe list to be retrieved oncethe servicehasbeenlocated. Jini doesnot go so far as
Salutationallowing relative valuesfor theseattributesto be comparedThisis becausehereis
rarelyagenericinterpretatiorfor suchcomparisonsSalutationpy requiringfully standardized
definitionsfor all types,candefinethe interpretations priori; Jini would have to defineclass-
specificcomparisonfunctions, greatly reducingits searchefficiengy. Even so, it allows the
list of serviceddiscoveredto be bettertailoredto the requirement®f the application,reducing
the amountof unnecessargetwork bandwidthused,andsimplifying the work of applications

parsingthelist.

2.2.5 HomeRF, HomePNA

Homenetworking protocolsattemptto createa LAN thatconnectghevariousdevicesfoundin
homes.Initially, thesewerefor turning light switchesandthermostatsnto peripheraldevices
for a homecomputer This centralcomputerideais sometimegeferredto asan information
furnaceapproach pecausdhe computeritself would be hiddenaway, while it would affect
the entire building, like a centralfurnace. More recently homenetworking hascometo offer
more peerto-peerservices]ik e allowing multiple computergdo simultaneouslysharea single

connectiorto the Internet,or providing file sharingservices.

Protocols

HomeRF[HomOQ hasoffered a memger of IEEE 802.11(CSMA/CA) with DECT (Digital
EuropeanCordlessTelephory). By time-diiding the channelinto six isochronousslots and
onewide asynchronouslot, it offers a single carriermediumfor all homerequirements.In
accordancavith the relatively static natureof the digital connectionshowever, discovery of
digital devicesis the sameasfor any Ethernet. NDIS (Network Device Interface Standard)
interfacesareavailablefor Windows applicationsandvendorscanusetheir favouritetechnique
for locating collaborators. Telephonesanstill locatetheir base,aswith DECT, but the data
transmissionareEthernet.

HomePM (HomePhonelineNetworking Alliance) [FHOO] usesa differentmediumfor the
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samesolution. Ratherthantime dividing theair, it usesexisting telephondineson afrequeng
higherthannormalhometelephonesystemgequire. As with HomeRF: configuration(device

discovery, servicelocation,etc.)is left to thetried andtrue standardef any wired network.

Discussion

In general,while homenetworking hasincreasedhe penasvenessof network connections,
it hasdoneso by usingstandarccommunicatiorprotocolsover new media. Devicesandtheir
servicesarediscoveredusingthe samesetof techniqueshatcanbefoundin existing fixed-node
LANSs, whichis to saythatit is left up to the higherlevel systemusingthe network, andis not

specifiedn the networking standardshemseles.

2.2.6 ActiveBadge,HIPERLAN, IEEE 802.11

Sometimesglevice discoveryis partof the network protocoldesign.Active Badgeusesvarious
sensorgo reportto a centralsener theidentitiesof mobile devicesin its area.Similarly, IEEE
802.11allows devicesto periodicallyannounceheir presenceoy broadcastingheir physical
address.Most sophisticatedf the three, HIPERLAN (High PErformanceRadioLocal Area
Network) requiresnot only for all devicesto periodicallyannounceheir presencebut alsofor
all forwarding nodes(nodeswilling to participatein multinop paclet forwarding)to includea
list of their neighbours.

Someprotocolshave needfor discovery at the lowestlevels. In the caseof Active Badge,
locating devicesis the primary goal of the system. IEEE 802.11discovers other devicesin
orderto maintainconsistentlocksin the local area(necessaryor its wirelessmediumaccess
coordination)and getsthe addedbonusof allowing devicesto learnthe network addresses
of their neighbours. HIPERLAN usesthe periodic beacongprimarily for routing; allowing

forwardingnodesto maintaina fully connecteanapof the extendedHIPERLAN.

Protocol

Active badgeis a prototypesystemfor trackingthe locationsof objectsand peoplein an of-
fice ervironment. Half of the systemis comprisedof anarrayof well-poweredIR transcevers
(calledsensors)installedat known locationsin the ceilings,andconnectedo form a conven-

tional network. Theotherhalf is the portable*badge” devices,alsocontainingIR transcevers.
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Each“active badge’[HH94] independentlyransmitsits own (globally unique)identity ev-
ery 10 seconds.Sensorsvould continuallylisten for this broadcast.Uponreceving a badge
ID, a sensomvould packagdts own identity with the badgelD, andsendthe informationto a
centralnetwork sener.

The IEEE 802.11standarda protocol designedfor wirelessLANs [Chh96, IEE97] uses
periodicbroadcast$o maintainthe clock synchronizatiomecessaryor spread-spectrurmom-
munication.While the|EEE 802.11standards definedfor bothad-hocandstaticnetworks,and
bothusethesebeacongasthe periodicbroadcastarecalled),theinterestingversionhereis the
ad-hocIBSS (independenbasicserviceset) mode. EachIBSS hasa definedbeaconinterval
thatis communicatedo new devicesuponarrival. Eachmemberof the IBSS, uponreceving
abeaconsetsa count-davn timer to the beaconnterval valueplus a randombacloff value. If
anothebeacornis recevedbeforethetimerhasexpired,athetimeris resetasbefore;if thetimer
expiresbeforea beacons receved,thena beaconis sentandthetimeris alsoresetasbefore.
Beaconsnclude,amongotherthings,the device’s local timer value,addressandnetwork ID.
With this information, devicescanlearnnot only the correcttimer value for synchronization,
but alsotheidentitiesof all neighbouringdevices.

HIPERLAN isanETSI(EuropearTelecommunicationStandard#nstitute)standardETS96]
for communicationn wirelesslocal networks. A designgoal for HIPERLAN wasto present
a network view similar to Ethernet,but usingad-hocradio communications.This restriction
meanthat,while the protocolwould bedefinedonly for theDLL (DataLink Layer)andbelow,
rudimentaryroutingwould benecessaryo overcomehephysicallimitationsof themedium.To
accomplishthis goal,specialMAC dataunits (calledHELLO dataunits) weredefined through
which devicesparticipatingin a HIPERLAN mustannounceheir presenceo all neighbouring
devicesat leastonceevery 40 secondgrecommended)Furthermorejf a nodeintendsto par
ticipatein forwardingpaclets, it includesinformationaboutits immediateneighboursn these

announcements.

Discussion

In active badgethereis a cleardivision betweerclientsandseners.In contrastwith examples
likeBluetooth,in whichall devicescanbediscoveredviathesamemechanismghesortof com-

plimentaryprotocolusedin active badgedividesthe devicesinto thosethatcanbe discovered
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andthosethatcandiscoverthem.Complimentarymodelsarealsoappropriatevhen,for exam-
ple, the servicebeingofferedis network connectvity. In thatcaseaswith the client location
goalof actve badgeneitherthesenerdevicesnortheclientdevicesneedo discovereachother
andthe physicalcharacteristicsvill probablybefairly constantacrosseachof the two groups.
In sucha situation,being ableto tune the discovery behaiour to save power for whichever
group hasmore stringentbatteryrequirementsan be a hugeadwantage. Furthermorejf the
senersare normally stationary and only the clients mobile, then prefetching/cachinganbe
usedto adwvantage.

It is importantto notethatthe power restrictionsmay go eitherway [TBJ00]. Sometimes
the senersare connectedo aninfinite power supply (the mostfrequentlystudiedcase),and
sometimeghey arenot only batterypowered,but hiddenin ceiling tiles or otherinaccessible
placesvherechangingbatteriess difficult. By choosing‘client beaconing{having theclients
initiate the informationtransmissionjhe active badgesystemallows the clientsto be dormant
mostof thetime. The senersmustbe constantlyactive, listeningfor client beaconsbut thisis

acceptablesincethey areconnectedo aninfinite power source.

2.2.7 Summary

This sectionhasintroducedsomecharacteristi@xamplesof how servicediscoveryis currently
usedandimplementedOf thoseschemegpresentedonly HIPERLAN, IEEE 802.11 andactive
badge(the threeprotocolsthat considerthe solutionat the DataLink Layerandbelov) usea
pushmodelfor servicediscovery, with all othersexpectingclientsto issuearequesivhenthey
requireservices.Thedisadwantage®f the pull modelareoffsetin somesystemge.g.,Jini and
UPNP)by allowing their senersto accepinotificationrequestgrom clients,whereinclientsask
the sener to inform themof any new serviceinformationof somespecifiedtype assoonasit
arrives.Suchaworkarounds, of course pnly possiblen protocolsthathave centralsenersfor
processingherequests.

Similar uniformity is presenin the choiceto usecentralsenerswheneer possible.Some
protocols(e.g.,RLP, SLRP, andUPnP)allow for broadcastequestsvhenno centralsener can
befound,but preferto have acentralsenerfor normaloperation.Only Bluetooth,active badge,
HIPERLAN, andIEEE 802.11never expecta discovery sener to be present.Of these,active

badgemight be excluded,becauséhe role of clientsis solely to locatethe nearessener, so
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if they knew whereto find a discovery sener, they wouldn’t have anything to askit (i.e., their
goal would alreadybe achiered.) Similarly, IEEE 802.11hasa differentmodethat cantake
adwantageof acentralsener (basestation)whenoneis available,althoughthatbasestationstill

pusheghebeaconstatherthanwaiting for arequesto bereceved.

Why have the existing protocolsbeendesigneahis way? Considerfirst the choiceof cen-
tralization. All protocolsdesignedor fixed networks aredesignedor installationin a config-
urationthatalreadycontainsa numberof centralseners,lik e the internetgatevay, router and
namesener. Theonly protocolsthatchoosenotto usea centralsener arethosethatgive high-
estpriority to easeof configuration Both BluetoothandHIPERLAN aredesignedor theusein
ad-hoogroupsof usersyratherthanin large,manageaetworks. (While HIPERLAN is designed
for large groups this refersto multi-hopgroups;they muststill be configuredautomaticallyfor
their local setof neighbours.)This commondesignpoint meanghey mustfunctionwith both
minimal extra hardware,andminimal manualconfiguration.A network with evenonespecial
sener alreadyinstalled,maintained andreachabldlik e the namesener), could easilyhave a

new senerinstalledonthatmachine.

Thereis almostuniversalagreemenon useof the pull model. If a centralsener is being
used,thenthe pull modelis clearly superior The useof a centralsener reduceshe problem
of servicediscovery to initially finding that sener andthenreliably exchangingservicesre-
questswith it. Findingthe sener canbe donevia manualconfiguration,or throughunreliable
broadcast®r multicastsbeingrepeateduntil a reply is receved. In a static (or nearly static)
configurationthe delayassociatedavith this procesgs probablyacceptableReliablepoint-to-
point communications clearly fastenoughfor mostrequirementso, oncethe centralsener
is found, the remainderof the discovery problemis solved. Network reconfigurationjik e ar-
riving or departingnodes canbe found by allowing clientsto requestupdatedrom the sener
wheneerthey occur Theonly reconfiguratiorthatcannotbe easilyhandleds the sener going
down. This last problemis the reasonfor RLP, SLP, and UPnPallowing optional operation

withouta sener.

Of theselectionghatdonotuseacentralsener, one(Bluetooth)usesapull model,andthree
(actve badge HIPERLAN, andIEEE 802.11)usea pushmodel. For Bluetooth,a pushmodel
would bealmostimpossible pecauséroadcasis notpossible A limited form of push,inform-

ing devicesthat have alreadyjoined a piconetof servicesknown to otherdevicesin the same
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piconetis possiblglNid01], but communicatingvith a previously unknavn device requiresthe
initiator of the connectionto ceaseall othercommunicatioractuvities for a significantamount
of time. BecauseBluetoothis designedor the normal caseof servicediscovery to involve a
sener that hasnot alreadyjoined the piconetof the client, pushinginformationwould be far

too expensve anoperationto beusedfor mostnormaldiscovery operationsin thecasesvhere
the mediaallows it, the distributed protocolshave both choseno usepush. We will returnto

possiblesxplanationdor this decisionin Section2.4,but first it is worth consideringherelated

problemof routediscovery.

Protocol Definedfor Layers Push/Pull  Centralized Setvice Definition
Bluetooth  Session—Physical Pull No Physical discovery by standardized
classvalue, then soft query by exten-
sible standarddescription
CORBA Session—Transport Pull Yes Functionalinterfacespecification
ANSA  Session»Transport Pull Yes Functionalinterfacespecification
RLP Session—+Network Pull Optional [P protocol ID + application-defined
value
DHCP Session—Network Pull Yes Standardizethames
Salutation ~ Session—Network Pull Yes Standardizechamest+ optionalparam-
etervalues
SLP  Session—Network Pull Optional  Standardized names + optional
application-definedname for initial
discovery, then formatted list of
parameteraluesavailableby request
Jini  Session—»Transport Pull Yes Classtemplate+ parametewalues
UPnP  Session—Network Pull Optional ~ XML-basedstandardemplatest+ user
extensions
Active Badge Application —Physical Push Yes Uniquedevice D
HIPERLAN Network —Physical Push No Uniquedevice D
IEEE802.11 Network —Physical Push No Uniquedevice D

Figure 2.1: Servicelocationprotocolsummary

2.3 Route Discovery in Ad-Hoc Networks

Packet routingin fixed networksis a well-known problem. It hasbeensolved mary timeshbut,
while thesesolutionsallow for a changingnetwork, they tendto emphasizescalability over
responsienesgo change As the MANET researcthashighlighted,respondingo changemust

beahigh priority for any routing protocolusedin mobile ad-hocnetworks.
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Routingfor large ad-hocnetworksis difficult, asthis sectionwill shav. Thereis atradeof
betweenpro-activelydeterminingrouting tables,and reactivelysearchingfor the destination
only whenit is actually required. A pro-actve solution correspondgo the pushmodelin-
troducedabove, delivering fasterresponset the costof frequentlyoutdatedinformationand
steady‘backgroundnoise”to updatelocal tables.Reactvely searchingor the destinationcor-
respondgo the pull model,causinglarge burstsof network traffic andpoorresponsgime, but
deliveringmore currentresultsandrequiringno actiity exceptin responseo applicationde-
mands.Whicheverroutingtechnigues chosenits rolein anad-hocnetwork is to know abouta
changingenvironmentunderstricttimelinessconditions.It is thereforeusefulto thisdiscussion

of servicediscoveryto considerthetypesof routingalgorithmsthatexist.

2.3.1 Gossiping

Routingis really a problemof informationsharing.If the connectivityof a network (the setof
nodeswith whicheachnodecandirectly communicatejs known, thenfinding routesis asimple
processof applying a shortestpath algorithm (e.g., Djikstra’s). Unfortunately thereis not
usuallyarny onenodethatknowsthe connectvity of thewholenetwork. Eachnodeindividually
knowsits own local connectvity, or caneasilydiscoverit, but gettingthisinformationcollected
ata singlenodeis morechallenging.This “information dissemination’problemis anold one
in graphtheory It is usuallyphrasedasfollows: givenn peoplewith telephonega completely
connectedyraph)and eachhaving a uniquepiece of information, further assumingthat any
personcantalk with at mostone otherpersonduring a singletelephonecall, how mary calls
arenecessaryor all peopleto have learnedall the piecesof information?

An overview of the varioussolutionsthathave beenproposedandof therelatedproblems
of making communicationunidirectional (directedgraphs)or allowing conferencecalls (k-
uniform hypegraphs), or thatof eliminatingduplicatednformationaresurveyedin [HHL88].

Interestingvariantsincludethefollowing:

¢ If nodescansenda messagéo oneneighbourat a time, but choosethat neighboumran-
domly (with the optionalrestrictionof knowing betterthanto sendidenticalinformation
to the sameneighbourtwice), how mary messagewill berequiredto completethe gos-

sipingproblem[Lan54]? Thisresultis representeth [HHL88] asanapproximataesult

2A k-uniform hypegraphonn verticesis a hypegraphonn verticesin which eachedgecontainsk vertices.
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to the question‘lf eachnodeknows the setof nodeswith which it is connectedbut not
theconnectvity of any othernode,how mary messagewill berequiredfor all nodesto

know theconnectity of all others?”

e New informationis continuallyarriving atnodesandthey muststill corvey it to all other

nodesn atimely manner (PerpetualGossipingLR93])

¢ If nodei broadcastsverythingit knowsto all of its neighboursattime: mod n, find the

optimallabelingto have all nodesdiscover all informationin minimumtime [AK83].

It is readilyapparenthatthe solutionsto theseproblemshave bearingon servicediscovery, but
thereareimportantdifferences:mostsignificantly the connectity of the graphis changing,

andmessagelelivery maynotbereliable.

2.3.2 Practical Solutions

An adjaceng matrix representinghe total connectity of a network increasesn sizewith the
squareof thenumberof nodes.This scalabilityrestrictionmeanghatcombininggossipingwith
atheoreticallyoptimal (static)graphanalysissolutionwill have problemswith large networks.
A naturaloptimisation,andoneusedin distancevectorrouting[PB94], is for nodesto compile
their own list of how mary hopsthey areto eachothernodeandwhich adjacentodeis in
line to achieve that distance,and adwertisejust that list. Receving one of theselists from
eachneighbourallows a nodeto determinethe optimal next nodeto reachary destination,
andreducesadwertisemensize by a factorof n (for n nodes). The total informationthatan
individual nodemustgatheris reducedoy afactorof 1o;n ~ n wherei is thetypical number
of neighbourdor anode.Lists canbefurthercompressethroughthe useof nodegroupingsas
with the Grid LocationService(GLS) [LIJC*00] (alsocalledvirtual badkbonesn [HGBV01]),

offering even betterscalability but the generalthemeof thesealgorithmsis the same. Each
nodeletsits neighboursknow how effectively it canforwarda pacletto eachothernodein the
network.

This problemcanbe seenasoneof servicediscoveryin which eachnodeoffersn services,
specifically the ability to reacheachnodein anadwertisednumberof hops.In someschemes,
the servicedescriptionwill includenot only the numberof hops,but somemeasureof the ex-

pectedreliability of the connectionbeing offered[HGBVO1]. In this instanceof the service
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discovery problem,simply locatingthe requiredservice(a routeto nodex) is easy anddiffer-
entiatingbetweerdifferentinstance®f the service(routelengthsandreliabilities)becomeshe

mostimportantaspecbf the solution.

2.3.3 Reactve Routing

Reactve routing, alsocalledon-demandouting, waits for a routeto berequiredbeforetaking
ary action. This correspondso the pull modelof servicediscovery. Arguablythe simplestex-
ampleof this classof routing protocolarethoseusingfloodingto transmittheidentity (address,
name,or otherdescription)of the desireddestinationto one or more neighbourswhich then
updatethe return pathandforward the requeston to their neighbours.Eventually the request
arrivesat the properdestinationandis returnedalongthe way it came. The usualchallenges
in theseprotocolsareto minimize the numberof actualtransmissionsequiredfor the request,
while still allowing theshortestouteto bediscovered.Recentlyuseof thistechniqueo find the
routethatis most“batteryfriendly” to intermediatenodeshasalsobeenunderstudy[SWR98].

A popularuseof floodingis seenin dynamicsourcerouting (DSR) [JMHJO0]. Whenthis
systemis askedto find a routeto a particulardestination,t floodsthe network with queries.
Eachtime a querypaclet is propagatedthe intermediatenodeaddsitself to a list, which list
canthenbe usedin reverseasa sourceroutefor returningthe completedrouteto theinitiator.
Nodesgnoreduplicaterequestsimplicitly assuminghatthefirst copy to arrive musthave come
via the mostefficient path. Naturallythis cannotbe donefor every pacletto besent,soasmall
cacheis keptat eachnodewith the mostrecentlydiscoveredroutes.Whenafailureis detected
in aroute,arouteerror paclket is sentto remove it from the cachesof all intermediatenodes
thatcanstill bereachedandanew flood queryis started.(Theroutemayalsobe“salvaged”by
initiating the new queryfrom an existing intermediatenode,retaininga portion of the original
route.)

In DSR, all routesarefound, used,andremovedin responseo actualclient action,hence
its classificatiomasreactve. Onceroutesarefound, they will bereuseduntil they break. This
meansthat no overheadotherthan (optional) normal acknavledgementsare requiredexcept
whenapplicationrequirementg€hangepr nodedeave thegroup. It alsomeanghatnewx nodes
will not be discoveredor consideredor improving cachedroutes(exceptthroughgratuitous

replies,explainedbelow) but, for mary applicationsthisis notaproblem[MBJJ99.
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Actually, DSR hastwo componentghat could be consideredoroactve: gratuitousreplies
androutecaching.“Gratuitousreplies”allow nodesoverhearinganongoingconnectiorto send
a spontaneousouting messageo the source,offering a betterpathto the destination. This
could be calleda pro-actve behaiour, but is intendedmorefor maintenance/imprementof
active connectionsanddoesnot directly addressliscovery time for completelynew nodes.

Routecachings moredirectly proactve, allowing intermediatenodesn aconnectiorto use
subsequenced thatroutefor their own purposesFor example,if aconnectiorfrom nodea to
nodef followstheroutea, b, ¢, d, e, f, all theintermediatenodes throughe learnarouteto all
othernodesin the path. In this example,someroute discovery messageare avoidedthrough
this caching,but it is still primarily reactve; the extra cachedrouteswere learnedonly asa

resultof theactualrequirement®f nodess and f.

2.3.4 Pro-Active Routing

Flooding requiresa lot of message$o be sentandreceved beforea route hasbeenfound.
One way to reducethe messageequirements for machinesto maintainlists of nodesthat
are reachablehroughthem. By preparingreachabilitylists in advanceof specificrequests,
nodesarebeingpro-active Thisbehaiour correspond$o the pushmodelof servicediscovery,
acceptinga backgroundevel of generalmaintenancavork, whetheror not requestsarebeing
used,in exchangefor lesswork processingeachindividual request.For fastroute discovery,
pro-actve strateyiesarevery useful.

In pro-actve systemsthe sendingnodehopeghatits tablegivesa sufficiently completeand
currentpicture of the network thatit candeterminewhereto sendthe paclet basedsolely on
thatinformation. Temporaryinconsistenciebetweernviews canresultin short-livedforwarding
loops, but the systemggenerallygive much betterresponsdime thanreactve ones. A com-
parison[DnY S98] of the variousrouting protocolsbeingconsideredy the MANET groupin
1998shawved pro-actve routingto give betterend-to-enddelaysandbetterfraction of paclets
successfullydelivered,at the expenseof a highertotal network traffic loacf. Examplesof pro-
active algorithmsinclude OptimizedLink StateRouting[JMQOQ andDestination-Sequenced

DistanceVectorRouting(DSDV) [PB94].

3Someof thesedifferencesareaddresseth [MBJJ99]by usingcachingandsnoopingwith DSR,but the earlier

paperconsiderghe fundamentadifferencesn thetechniques.
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2.4 Sharing Sewvice Inf ormation

When a protocolis designed someassumptionsnustbe madeaboutits target ernvironment.
Whenthe environmentchangesandsomeof theseassumptionbecomenvalid, the effective-
nessof the protocolis damaged. The shift from a fully wired infrastructureto the rapidly
changing,heterogeneouslgonnectecernvironmentfound today hasalreadygivenrise to nu-
merousexamplesof this. SMTPis unacceptabléor intermittentlyconnectediserssoPOPhas
beenintroducedMR96]. IP is insufficientfor addressinglevicesthatmove amongshetworks,
soMobile IP hasbeenintroducedPer96]. Existing servicediscovery protocolsdo not perform
adequatelyn wirelessad-hocnetworks,soanew alternatveis required.

In awired network, commonassumptionarethatusinga centralizedseneris areasonable
option, andthat low round-trip times can be expectedfor transmissions.The latter assump-
tion, althoughcommonto suchexisting servicediscovery solutionsasRLP, DHCPR, Salutation,
andJini may not be inherentto centralizedapproacheshut having a centralsener clearly is.
Therefore,the aguementgiven herewill first explain the motivationsagainstcentralization,
thenpresenthe remainingoptionswith consideratiorgivento the large round-triptimesthat
resultfrom slotted-accesgrotocols.

The servicediscovery protocolsmentionedabove usea centralizednformationsener that
listensfor broadcasor multicastpacketson awell-known addressThis seneracceptsegistra-
tion requestdor availableserviceofferingsfrom the network, andanswergjueriesaboutthose
services.Although, in wired networks, servicedike DHCP canreasonablybe expectedto be
providedby the sameorganisatiorthatmaintainghe physicalequipmentad-hocgroupscannot
be expectedto provide suchinfrastructure. An ad-hocgroup may be formedby arny two (or
more)devicesthatcomeinto proximity with oneanotheysoguaranteeingtleastonesenerin
suchanarbitrarygrouprequiresalmostall candidatedevicesto berunningthatsener. Ontop of
theincreasedverheadesultingfrom this practice,suchroutinedeploymentof senersmeans
thatgroupswould regularly beformedwith morethanonesenerasamember In this situation,
maintainingthe centralizedapproachwould requiresenersto exchangestate,andelectwhich
seneris to representhe discovery protocolin eachad-hocgroup. If devicescanbe members
of morethanonenetwork, the scenaridobecomesncreasinglycomplicated.

Acceptingthatalternatvesto the centralizedapproacharerequired,away mustbefoundto

make the distributed approachwork. The two obvious categyoriesarethe push-and pull-style
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solutions. The problemswith the pull modelincludetimelinessand power consumption.The
timelinesgroublescomefrom delaysinherentin acquiringa broadcasopportunity sendinghe
requestandrepeatingt in caseof loss;andtheincreasegower consumptiorof senersis the
resultof so muchtime spentlisteningfor connections.Deeperinsightis provided into these
difficultiesin Chapters and6, alsoshaving thatthey areoffsetsomavhatby a conseration
of bandwidth(no messagearerequiredexceptwhena clientactuallyrequiresa service).This
saving is not necessarilyery large, however, and significantadvantagescan be realizedby
usinga pushmodelsolutionto have devicesmaintainaview of all theserviceghatareavailable
to them. The ideaof maintainingsucha world view is alsoreferredto as“pro-actie service
discovery” Ideally, to maintainanaccurateview, a device would senda requesevery time the
setof servicesavailableto thatparticularclient changed.This behaiour would requireeither
userintervention,whichwe do notconsideracceptablegr anotherdiscovery algorithmrunning

atalower layer, which is redundant.

In consideringpush-stylesolutions,HIPERLAN and IEEE 802.11both allow a device to
learnthe identitiesof its neighboursvia periodicbroadcastgbeaconsfrom all nodes. A dis-
adwantageto usingthesebeacondor servicediscovery is thatthey bothrequirea nev member
of the groupto be presenfor atleastaslong asthe maximumtime betweerbroadcastsor all
othermembemevicesbeforethenew device hasacompleteview of theavailableservices.That
meansijf devicesareto have aview of their environmentno morethantensecond®ut of date,

thenall devicesmustbroadcastheir serviceofferingsatleastonceevery tenseconds.

Requiringfrequentbroadcastérom all machineds not desirable.While one mightimag-
ine thata broadcasmedium,lik e the airwaves,would offer cheapbroadcastsair protocolsfor
penasve devicestendto valuepower consumptiorvery highly. In mary wirelessmediaaccess
control (MAC) protocols,broadcastsre scheduledallowing devices without active connec-
tions to turn off the power to their recever circuits outsideof thesetimes. This behaiour
meanghatthe full bandwidthof the mediumis not availableto broadcaspaclets, thuslimit-
ing the total bytesper secondandalsothataccesgime is increasedy the requirementhata
device wait for the next availablebroadcasslot. Combinedwith the generallylower andmore
restrictedbandwidthof wirelessmedia, this strateggy makesindependenperiodic beaconsan

inadequatepproach.

ThelEEE 802.11approactdealswith the problemmuchmoreappropriately This solution
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allows apassve, beaconingsolution,exceptthatadwertisingbroadcastareslotted. This slotted
beaconingutsanupperboundon the numberof adwertisementpersecondregardlesof how
mary devicesarepresent.In situationswherethereis not enoughtime availableto wait for a
broadcastan“active searchrequesitanbe sent,requiringall devicesreceving the requesto
respondmmediately By offering thesetwo alternatves,the designersareacknavledgingthat
neitheris perfect:apassve searchs slow, andanactive searchs bothexpensveandunreliable.

Somethingbetteris calledfor.

2.5 Chapter Summary

The astutereaderwill have noticedthat this backgroundchapterhaspresentedaround” the
problemof servicediscovery in ad-hocnetworks. Relatedmaterialin the history of general
servicediscorerywaspresentedhatwasmostlyintendedor eitherfastor reliableconnections.
Ad-hoc networks were discussedput mainly in the context of route discovery. This format
is madenecessarypy the lack of existing standarddor generalservicediscovery in ad-hoc
networks.

To date,wirelessprotocolshave mainly targettedthe provision of servicesthat mimic ex-
isting wired devices. At the moment,for example,the wirelessapplicationreceving the most
mediaattentionis web browsing. In the comingdecadethe potentialof wirelessdevicesand
ad-hocnetworks will becomemore clear; for now, protocolsenablingthe new applications
enablediy wirelessad-hocnetworking have very little competition.

Therefore becauséhe authoris not awareof arny otherwork currentlyaddressinghis spe-
cific problem,this chapterhaspresentec crosssectionof relatedwork thatoffersinsightinto
the possibledirectionsthata new solutionmight take. Theremaindeof this thesiswill present

anddefendsuchasolution.
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tocolsin the context of this new algorithm.

If devicesaregoingto provide meaningfulkservicesthenthey haveto cooperateThismeans
thateachdevice mustknow whatservicesareavailableto it, andalsoensurehatotherdevices
know whatservicest is offering. Reliablyknowing thisinformationwouldrequireall devicesto
bein constantommunicatiorwith all otherdevicesin their neighbourhoodbut, for bandwidth
andpower consumptiorreasonsthis is notanacceptableolution. The challengethereforejs
to describea usefulcompromisebetweerthe desirefor minimal datacommunicationandthe

desirefor full knowledgeof theimmediateervironment.

The mostobvious solutionfor this problemis for all devicesto wait until they requirea
service,thenbroadcast requestor candidateshat canprovide this service. This pull model
solutionwould eliminateunnecessargommunicationsinceall communicationsvould be ei-
therrequestr responsesSucha solutionmight be goodif any provider wereasgoodasary
other andtimelinessof delivery were not important,aswith a calendarapplicationtrying to

remindthe userof anappointment A calendardevice could adwertisefor arnything thatcango

25
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“beep’ Assumingthatonebeepeis asgoodasanotherary respondewould beaslkedto beep,

theuserwould noticethis alert,andrespondo thealarm.

If adeviceis to make aninformedselectionfrom the servicesavailable,it musthave timely
andaccurateknowledgeof its options. Unfortunately usingthe pull modelto accomplishthis
servicediscovery in awirelessad-hocervironment,evenif technicallypossible will be slow.
Accurag requiresa reliable broadcastor requestsand acknavledgementdgor the responses
from answeringdevices. The periodic burst errorsthat characterizeéhe medium[ZR99] ne-
cessitaterepetition of requestsand periodic use of power-saving idle modes(disablingthe
transcever circuits, asallowed for in IEEE 802.11)delaysresponsesFor the generalcase,a
solutionmustbe soughtthat offers promptdiscovery but still placesonly low demandon the

network.

A protocolis presentedh thischaptethatallowsadeviceto maintainatimely internallist of
otheravailabledevices,andensurehatits serviceofferingsareknown to neighbouringdevices.

Analysesof its performanceandcomparisonso otheralgorithmsfollow in laterchapters.

3.1 The DEAPspaceAlgorithm

Soprefetchings worth while, but how shouldwe doit? Theinitial hypothesisvasthatbroad-
castingthe servicedescriptionsto all devices, ratherthan respondingto individual queries,
would be helpful. By doingthis, a singlemechanisntould be usedboth for discovering ser
vices,andfor monitoringtheir continuingavailability: seeinganadwertisemenallows adevice
to concludethata serviceis available,andfailing to seean adwertisementor someperiod of
time allows it to concludethat the serviceis not available. Of course,theseanswerdeadto
morequestionsspecifically how often shoulddevicesad\ertisetheir servicesandhow long a

gapshouldallow a device to considera serviceabsent.

Trying to develop on this idea, a secondhypothesisvas added: that the effectivenessof
discovery couldbeimprovedby allowing devicesto collaboraten serviceannouncementsf a
serviceadwertisementncludesnotonly the servicesfferedby the device actuallysendingthat
announcemenhut alsothe serviceofferedby its neighboursthe network couldbemademore
efficient. Whena device seests servicesadwertisedonits behalfby acollaboratoyit cancancel
its own next adwertisement.Not only could multiple broadcast¥e replacedby one, but this

would provide a feedbackmechanisnto allow devicesto discover whatis known abouttheir
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offeringsby othermachines.

Clearly, if devicesareretransmittingon behalfof eachother they shouldhave somemecha-
nismfor ensuringhatthe device they areadvertisingfor is actuallystill presenin the network.
The simplestway to do this is by associatingxpiry timeswith services.ldeally this time will
belong enoughto avoid expiring serviceghatarestill offered,just becausehey haven't been
heardfrom for sometime. If it is too long, and somedevice recevesan outdatedadwertise-
ment, it is still not atragedy By sortingits alternatvesin reverseorderof expiry time, either
thereis no alternatve availablearyway, soit wasworth thetry, or the serviceghatareactually
presen{andhencerenaving their expiry times)will betriedfirst. For all thesereasonsglevices
shouldupdatethe expiry timeson their own servicesonly, justrepeatinghe valuerecevedfor
remoteservices Noticethat,becausexpiry timesextendmonotonicallyfartherinto the future,
repetitionof outdatedecordgdueto losttransmissionsyill notinterferewith devicesthatdid
receve thelost update sincethe outdatedransmissiortime canbe recognisedandignored. It
is alsoimportantthat new deviceshave an opportunityto adwertisetheir presenceas soonas

possibleafterarriving in anew zone,asis shavnin Figure3.1.

Figure 3.2 shonvs a more seriousworry of prefetching,demonstratinghat shorttimeouts
andfrequentrenavals would still be desirable.This difficulty is inherentto all pro-actve ap-

proachesandmustbe consideredvhendesigningthe algorithm.

Theseareenoughhypothesesndobsenationsto getstarteddesigninganactualalgorithm.
The basisof this systemis that devices shouldbroadcastheir entire world-view on a regular
basis andlistenbetweertransmissionfor thebroadcastsf otherdevices,updatingtheirworld-
view accordingly By allowing all devicesto incorporatehenew elementgrom othersinto their
own views, individual lost messagebave very little effect on the overall system becausehe
next broadcasby ary device thatdid not missthe first onewill repeat(andupdate)the same
information. In this way, we getreliability throughcontinuedrepetition. Also, aseachdevice
revisesthe contentf theworld view beforerepeatingt, theinformationundegoesa constant
slow alterationaseachbroadcasteunpdatesandcorrectsheworld-view. It is awarenessf time
thatseparatethis algorithmfrom typical gossipingapproachednformationis notonly shared,

but alsotimely.

In a groupof n devices,this approachallows eachindividual device to transmitlessfre-

guently by a factorof n by makingthe size of eachtransmissiorlarger by the samefactor
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time | event world view of X | defaultservicechoiceat X
(service expiry)
1| Aadwertises | (A, 11) A
3| Aleaves (A, 11) A (Unavailable)
5 | B adwrtises | (A, 11),(B,15) | B
9 | Badwrtises | (A, 11),(B,19) | B
11| A expiresatX | (B, 19) B

Figure 3.1: In this example,servicesA and B are equally acceptabldo X; servicesrenav their own

expiry timesto tentime unitsin the future whenthey adwertise. ServiceA arrivesfirst, is

discoreredby X, andthenleaves.For abrieftime,if X wantsaservice,it will try to connect

with anon-«istentdevice (andfail), but therewasno valid serviceavailableanyway. Once

analternatve hasbeendiscovered,it is automaticallymadethe default choicebetweerthe

two, becausét hasthelaterexpiry time.

time | event world view of X | defaultservicechoiceat X
(service expiry)

1| A adwertises | (A, 11) A
5| B adwertises | (A, 11),(B,15) | B
7 | B leaves (A, 11),(B, 15) | B (Unavailable)
9 | A adwrtises | (A, 19),(B,15) | A

13 | A adwertises | (A, 23),(B,15) | A

15 | B expiresatX | (A, 23) A

Figure 3.2: Asin Figure3.1,servicesA andB areequallyacceptabléo X, andrenav their own expiry

timesto tentime unitsin thefuture. In thisexample , ServiceA arrivesfirst, andis discovered

by X, thenB arrivesandis alsodiscoreredby X. Thistime, however, B leaves. If X wants

a servicebetweertimes7 and9, it will try to connectto B (andfail) eventhoughA would

have beena betterchoice. Thiswill resultprobablyin poorconnectionestablishmentime

to the userasthe systemwaitsfor thefirst connectiorattemptto time out.
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This approachcould be implementedwith eachdevice schedulingits own broadcasperiodi-
cally, like the regular beaconingalgorithmwith a longer period, but that would missa good
chancefor adaptability By schedulingwith the shortperiod,but cancellingandrescheduling
whena broadcasts seenfrom anotherdevice, the network becomesautomaticallyresponsre
to loss. Somejitter is requiredto avoid causinga pathologicalcasefor the underlyingnetwork
with all the devicessendingtheir next transmissiorat the sametime, so whena broadcasts
scheduledhetimeis takenfrom arange.Whichever device happengo choosehelowestvalue
will betheoneto transmitanadwertisementyhereuporit andall otherdevicesthatreceve the

adwertisementill scheduleagain.

3.1.1 Assumptions

Thealgorithmis positionedabove the MAC layer, andmakesthe following assumptionsbout

theunderlyingnetwork:
e Broadcasmessagearepossible.

e Messagesredeliveredeithercorrectlyor notatall. No partially corruptpacletswill be

encountered.

e TheMAC is ableto keeppacletlossratemostlyindependenof the behaiour of higher
layerprotocols,exceptingincreasedossdueto congestionThatis to say similar paclet

lossratesrepresensimilar ervironments gvenwith differentbehaiour at higherlayers.

No routing is assumedr expected,becausehe goal is to locate serviceswithin direct
transmissiorrange. Theseassumptionsre not unreasonableand are true for suchcommon

protocolsasIEEE 802.11andEthernet.

3.1.2 Algorithm

To bemoreconcisejndividual nodeg(devices)areconstructedvith the following properties:
e Eachnodemaintainsalist of servicedescriptions.

e Nodesparticipatein the adwertisingof serviceghrougha broadcasimechanism.
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e A serviceis describedy aservicedescriptiorthatincludesatleasta time-to-live andthe

addres®f thenodeofferingtheservice.

Individual servicedescriptionsshall be referredto asserviceelementSEs),anda list of SEs
shallbereferredto asa serviceadwertisementmessag€SAM). If atime-to-live valueis setto
x secondsattime ¢, thenthe SEwill besaidto expire (nolongerbevalid) attime ¢ + = unless
thetime-to-liveis resetor updatedoeforethattime.

Thebehaiour of eachnodeis governedby thefollowing rules,in which emphasisetetters

areusedto connectaruleto its usein thesamplemplementatiorthatfollows.
e Thebroadcastechanisnworksasfollows:

— Broadcastarescheduledo occurwithin boundedime windows, with atleastone
nodebroadcastingn eachwindow, andthe absoluterangefor eachwindow being

determinedy anadaptve back-of mechanism. <A

— Nodesthatreceve a SAM in which one of their SEsis absentor aboutto expire

increaseheir chanceo broadcashext by choosinga shorterback-of time. < B

— Beforebroadcastinga nodere-initialisesthe time-to-live for its local services= C

e Eachnodeprocesses nenly receved SAM (calledREMOTE in the pseudocodexam-

ples)by memgingit into its internalworld view (calledLOCAL).

— Whenmeming, thetime-to-livevaluesin LOCAL areupdatedo equalthevaluesin
REMOTE if andonly if thatSErefersto aserviceofferedby adevice otherthanthe
oneperformingthe memge, and the time-to-live valuein REMOTE is later (farther

in thefuture)thanthevaluealreadyin LOCAL. <D

In orderto give asampleémplementationsomeconfigurationinformationmustbedecided.

Thesevaluesareusedin the pseudocodéhatfollows:
e Time-to-livevaluesareresetto a maximumvalueNormalExpiry
e Normalbroadcastimeoutsaretakenfrom rangeX.

e Shortbroadcastimeouts,usedwhena device seesoneof its own SEsmissingor about
to expire in areceved SAM, aretakenfrom rangeX' strictly lessthanX. In this case,

“aboutto expire” is definedashaving atime-to-live valuelessthanMinExpiry.
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e Thesetof servicesn areceved SAM arecalledREMOTE, the setof servicesn the (lo-
cally stored)currentworld view is calledLOCAL, andthesubsebf LOCAL representing

servicesactuallyofferedby thelocal device itself is calledMINE.
Also, definethefunctionsread¢ ) andgetTimeout(l ):

read¢ ) blockson the network interface(i.e., suspend®xecutionof its thread,waiting for
network interface events), returninga SAM if oneis receved in time lessthant , or
timing out otherwise.In receving a SAM from the network, theread function converts
time-to-livevaluesto thelocalreferenceclock (via areferenceclock valuein the SAM or

somesimilar mechanism).

getTimeout(l ) returnsavaluechoserrandomlyon theinterval |

1 advertise(LOCAL) {
2 time tout «<—getTimeout(X)
3 loop(forever) {
4 REMOTE <read(tout)
5 if(timed out) {
6 foreachs € LOCAL <=C
7 if(s € MINE)
8 S.epiry < NormalExpiry
9 broadcast(LOCAL)
10 tout «—getTimeout(X)
11 } else{
12 Intenal | <—update(LOCAL,REMQE)
13 tout «—getTimeout(l) <A
14 }
15 }
16 }

Figure 3.3: An implementatiorof the adwertisefunction

Theadvertise functiondefinedin Figure3.3is themainline of the algorithm.Lines2 and

3 justschedulghefirst adwertisemenandbegin theadwertisingloop. Line 4 readsa SAM from



32 CHAPTERS3. LOCATING SERVICES

thenetwork, andline 5 checksto seewhetheronewasrecevedin time. If it was,thenthelocal
list is updatedwith therecevedone,andthe next timeoutis choserbasedon theresultof the
updatefunction. If thereadtimed out, thenthelocal list hasthe expiry timeson local services
renaved, andis thenbroadcasto the group. In practice,theloop on lines 6 through8 should
probablyalsoincludea checkto remove expirednon-localservicesrom thelist, but this could
equallywell beincludedin thebroadcastunctionor asaninternalpropertyof SE objectsin the
implementatioanguageln theinterestof a succinctexample,explicit SE expiry codehasnot

beenincludedin this sampleimplementation.

1 Interval update(LOCAL,REMOTE) {
2 foreachr ¢ REMOTE {

3 if(r ¢ MINE) {

4 if(Jscrocar rid = s.id) {
5 if(r.expiry > s.expiry)
6 S.&piry <r.expiry <D
7 } else{

8 insertr into LOCAL

9

10 }

11 }

12 if(Jsemne s ¢REMOTE) returnX’ < B
13 elseif(3,crenore {r € MINE AND

14 r.expiry < MinExpiry}) return X’
15 elsereturn X

16 }

Figure 3.4: An implementatiorof the updatefunction

Theupdate functiondefinedin Figure3.4is abit morecomplicatedput still comeddirectly
from the algorithmasit is describedabove. Lines 3 through10 iteratefor eachentry in the
recevedlist, updatingthe expiry timesof ary servicegshathave beenrenavedsincethey were
lastheardabout,andaddingary previously unknovn ones.Lines12throughl5returnthetime

rangefrom which the advertise function shouldscheduldts next adwertisementyeturninga
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shortrange(X') if any local serviceswere missingor aboutto expire, anda later range(X)
otherwise.

Thesefunctionsdo not specifyhow thelists shouldbe stored,or how the broadcastshould
be carriedout, astheseareinternalandlower layer issuesrespectiely. While the effects of
using differentversionsof the update function on different devices will be exploredin the
Chapter6 discussionon asymmetricbehaiour, for the presentdiscussiorall deviceswill be
assumedo agreeon thisimplementationandon thevaluesfor X and.X"’.

If all deviceshave the samemeanadwertisementime, then a static systemwill reacha
steady-statavherein SAMs are sentat slightly shorterintervals thanthat meanvalue. The
chosenmean,therefore,shouldreflectthe desiredtimelinessof the world views held by the

variousdevices.

3.2 RelatedWork on Protocols

The DEAPspace approachis reminiscentof pro-actie route discovery protocolsfor ad-hoc
networks, lik e the IntrazoneRouting Protocol (IARP) includedin the Zone Routing Protocol
(ZRP)description[PH9 OptimizedLink StateRoutingProtocol[JMQO0Q, or therouteinfor-
mation baseestablishmensystemusedin HIPERLAN [ETS96,§56.5]; all of theseexamples
transmitinformationproactvely atregularintervals,allowing nodeso maintaincontinuallyup-
datedinformationabouttheir neighbours.Thesesimilaritiesarethe resultof the similar goals:

routediscoveryis a specialcaseof servicediscoveryin which all SEsareadjaceny tables.

3.2.1 Applications to Routing

Would DEAPspacebe an appropriateplatform for a new route discovery protocol? Probably
not. One of the strengthsof the DEAPspacealgorithmis thatit allows devicesto discover
servicesthat might be partially hidden,therebyhaving unreliablebroadcastonnectionsput
feasibleacknavledgedconnectionsin routing,unreliablelinks areusuallybestavoided,sothe
fault-toleranceof DEAPspacédecomesa weakness.

Furthermorethe internalrepresentatiomloesnot scalewell for routing tables. In service

1This protocolwasdevelopedaspart of the DEAPspacgDistributed EmbeddedApplication Platformdevice

spacesprojectatIBM ResearchZurich Laboratory
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discovery, eachserviceis unique,and shouldbe storedby all clients; in pro-actve routing
protocolsthewholetableis unique.With anormal(e.g.,distancevector)routingalgorithm,as
eachtableis receved,it is usedto updatethe local routingtable,but is not explicitly stored.In
orderfor onenodeto represenall of its neighboursjt would have to know the exacttableto
sendthus,althoughthetotal network traffic would remainconstantthe storagerequiredwould

increasdyy afactorof the numberof neighbouringhodes.

3.2.2 What canbe learned from routing

Althoughthesdlifferencexist, thetwo areasof work still sharethegoalof allowing eachnode
to inform its neighbouringhodesaboutthe capabilitiesthatit offers,whetherthosecapabilities
arereachablenodesor generalservices.It is not surprisingthenthat designpoints similar to
thoseusedwhendesigningDEAPspacded to someof the samearchitecturatiecisionsjnclud-
ing the useof pro-actve solutions.Pro-actve routing systemdall roughlyinto two cateyories,
referredto hereasregular broadcasprotocols(similar to HIPERLAN, in which all stations
sendperiodicbeacondETS9€), andslottedbroadcasprotocols(similar to IEEE 802.11,in
which stationstake turnssendingoeacon$lEE97]). For the purpose®f servicediscovery, the
significantcontentof thesebeaconss the addres®f the sendingdevice.

The differencebetweenthe slottedandregular approachesies in their scalability As the
numberof devicesgetslarge,aslottedprotocollimits theamountof bandwidthbeingsacrificed
to discovery, while a regular protocol limits the effect on timeliness. Slotted protocolsalso
offer lower power consumptiorfor seners,becauseheirinherentpredictabilityallows devices
to make intelligentuseof idle mode.

A sensiblg§andcommon)way to implementslottedaccessisesandomcontentiorfor each
broadcasslot. As aresult,evenif the network is not heavily loaded,statisticsdictatethat a
device will sometimesnissseveralattemptsn arow to broadcastresultingin alongerinterval
betweersuccessie broadcastthanplanned andthereforealongerexpectedime to bediscov-
ered.In aregular system every device broadcastat the sameinterval, regardlesof the other
devicesin thegroup.Becausef this, thediscovery time for devicesin aregularsystemcanbe
expectedto be betterthanin a slottedsystem. It is thereforefair, whencomparingtimeliness
of a new discovery algorithmwith the timelinessof a beaconingalgorithm,to usea regular

beaconinglgorithmasthebasisfor comparison.
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3.3 Chapter Summary

Chapter3 haspresente@new ideathatis centralto thisthesis:analgorithmfor servicediscov-
ery in ad-hocnetworks. It is a decentralize@lgorithm,andhasbeendesignedo performwell
in quickly changingopologies.Thefollowing chapterswill analysethe succes®f thisdesign,

first studyingits expectedperformancethencomparingt with thealternatves.
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Thusfar, aproblemhasbeenpresentedalongwith someexistingwork thatcanhelptowards
asolution,andthe detailsof a new solutionwerethengiven. It is commonpracticeto compare
network protocolsvia the useof simulations,andin factthis is whathasbeendone,andwill
be presentedn later chapters.Ratherthangoing straightto simulationresults,however, it is
usefulto spendsometime explainingwhatresultsshouldbe expectedfrom thosesimulations,

andwhy.

This chaptermpresentsa theoreticalanalysisof the expectedong-termbehaiour of devices
runningthe DEAPspacealgorithmthroughdiscussiorof its behaiour in anidealernvironment,
thenby explaining how thatbehaiour changesn the presencef paclet loss. Thesecalcula-
tionsaremeantto helpbothwith choosingconfigurationparameterandwith validatingsimu-

lationsusedin following chapters.
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4.1 The Duration Of Steady-State

Considerfirst anideal steadystatefor DEAPspacelevices,in which somedevice broadcasts
attime ¢. Ideally, all deviceswill receve that messageandscheduleheir next broadcastor
sometime from therangeX (asdefinedin Chapter3). Oneof thesechoiceswill proveto be
the earliest,andthe device thatmadethatchoicewill win therace,sendingthe next broadcast.
Obviously, the expecteddurationfor this roundwill dependon X. If all devicesreceve this
broadcasalso,thenthey will all rescheduleagain,andthescenariaepeats.

Threethingscandisruptthis steadystate:loss,device arrival (or departure)andbroadcasts
scheduledrom the alternaterange X’. The effects of paclet losswill be addressedaterin
this chaptey andchangingthe groupmemberships the topic of Chapters. For now, consider
reasongor adeviceto receve aserviceadwertisemenmessag€SAM) in whichits own service
elementg SEs)are expired or aboutto expire. Whensucha SAM is receved, it triggersthe
device offering thoseSEsto choosédts next broadcastime from the smallertimeoutrangeX”.
Call thisactworrying.

To analysethe ocurranceof worry, we will startby assuminga nearlyideal ernvironment,
thenlook at the resultsof droppingvariousassumptions.For the first analysis,assumehe

following:
1. Devicesneitherarrive nor leave thegroup
2. Broadcastmessageareinstantandatomic
3. Broadcastmessageareneverlostor corrupted

4. If n devicessimultaneouslyschedulea broadcas{calledann-wayrace atatimein the

futurechoserfrom rangeX, theracewill have auniquewinnerattime 7.

Thestrengthof assumptior is thatit letsusforgetabouttime (for now) anddealexclusively
with the numberof roundsthat pass. This assumptiorallows usto corvertthetime it takesa
device to worry aboutits servicesexpiring to a numberof rounds.Let b representhe number
of roundsin which no otherdevice is worrying thata device canlet passwithout renaving its
services,and without worrying itself. This meansthatb is a configurationparameteof the
system.We cannow restatethe definition of worrying aswhathappensf, in steadystate any

particulardevice losesh + 1 broadcastacesn arow.
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4.2 Solvingfor anideal system

Oneof the simplestquestionghatwe canaskaboutthis ideal systemis how long steadystate
can be expectedto last. If we candeterminethis in termsof the configurationparameters,
thenusersof the algorithmwill be in a goodpositionto chooseusefulvaluesfor their target
ervironment.

To find the durationof steadystate,underthe assumptiongisted above, startby writing
down aregularexpressiorfor all possiblesequencesf eventsbeginningby a particulardevice
winning a broadcastace,andendingwith b + 1 losses.The languagedefinedby this regular
grammairincludespreciselyall situationsthatcanleadto worry. In this Equation4.1, consider
that O identifiesa lost race, 1 identifiesa won race,and exponentsdenoterepetition (for an

introductionto this notation,seeAppendixA):
L=[e+0+0"+0*+---+0")1] 0" (4.1)

For clarity, thetermfair racerefersto the situationwhereall devicessimultaneouslyhoosea
time from the samerange,andthe device thatchooseghe earliesttime “wins” the opportunity
to broadcashext. In agroupof n devices,a givendevice canexpectto win afair raceaboutl
time out of n in steady-statesincesteady-statés definedasthe situationin which all racesare
fair.

Equation4.1 includessomesequence®f wins andlossesn which ary run of lossesis no
longerthanb, exceptfor thefinal one,whichis exactly b + 1 long. It is importantto notethat
the languageadefinedin Equation4.1is non-ambiguousmeaningthat eachpossiblesequence
canbegeneratedn exactly oneway. Implicit in the definitionof £ is aninitial win. Without
that,thelengthof thefirst run of lossescould not be known.

Thefollowing generatingunction[Rio58 Mac6( enumeratethestringsof theregularlan-

guagecL:
O, ="+ (T +y+ o+ +- -+ )zl
H[(L+y+y’+ oyl (4.2)
o [ty yt Y )]y

Equation4.2 is a direct expansionof Equation4.1, in which the power of y countsthe

numberof lossesandthe power of z countsthe numberof wins. For brevity, usethegeometric
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seriescompressionl +y + 2 +--- +y° = %:
yb—l—l
o= eaem )
1—y

Equatiord.3doesnotusea probabilityfor theinitial win, sincethatis anecessarprecondition,
andthereforehasa probability of one.

Becausewe areinterestedn total length, introducea new variable, z, to countthe total
numberof trials (i.e., wins pluslosses):

(yZ)b+1

_ (m)(1-(y2)b*")
1 —(v2)

®, =

(4.4)

Now, in Equation4.4, the power of z is the total length of the string, the power of y is the
total numberof raceslost, andthe power of z is the total numberof raceswon. For example,
expanding® via Taylor seriesaboutzeroin bothz andy showvs thatif b = 4, the coeficient
of z8y'* is 88002%2. The power of z is just the total numberof trials (8 wins + 14 losses= 22
trials), andthecoeficientis thenumberof waysthat8 wins and14 lossescanbearrangeduch
thatthey endwith awin andfive losseqin thatorder),andcontainno otherrunsof losseswith
lengthgreaterthanfour. As anexamplethatyou canverify in your head,alsonoticefor b = 5
the coeficient of 28y" is 82'%, sincesix of they’s areatthe end,andthefinal y canbelocated
beforeary of theeightz’s.

We have now enumeratedll the strings. The next stepis to startworking towardsthe
expectedlength. Eachterm alreadyhasz to the power of the numberof wins, andy to the
power of thenumberof lossessothe probability of the situationdescribedy thattermis right
there,andthe coeficient automaticallyhandlesthe multiplicity of eachprobability, but what
goodis asumof probabilities?Substituteary = + y = 1, z = 1 into thefunction,andyou find
thatthesumof all probabilitiesis 1.0000000 meaningnot surprisingly thateventuallya device
will loseb + 1 timesin arow for any valid b.

To get the expectedduration, the probability of eachpossiblestring is multiplied by its
length. (That'’s justthe definition of “expectedvalue’; asfoundin ary introductoryprobability
book.) So, we differentiatewith respecto z. Remembethatthe exponenton z is the length
of the string, and that differentiationwill multiply every term by the exponentof z. After
differentiating,we set z to one, to cancelit out of the whole expression sincewe won'’t be

needingt any more.
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b+1 [ z(l-gbtY) | oaytte41)  z(l-ybtly
0 Yo +1) Y (_ Ty T 1oy T (-2 )
aq)n‘zzl = 1— o(1—ybt1) - (1 w(lyb+1))2 (45)
-y B —

Now thateverytermis multiplied by thelengthof thestringthatit representsall we needto
dois substitutethe probability of winning for z, andthe probability of losingfor y. Obviously,
the probability of losingis oneminusthe probability of winning, so substitutey = 1 — z into

Equatior4.5:

By =2 L

DQplictymtls = ———— — — 4.6
0z =1t z(l—z)*t  x (4.6)

By solvingEquation4.6for z = 1, we cannow seethat,in asteady-staternvironmentwith

nb+2

n devices,anindividual device would expectto worry aboutonceevery o — rounds.

4.3 Consideringthe total system

Unfortunatelywhena device worries,it causeshe next roundnotto beafair race.By picking
atimeoutfrom thelower range all devicesthatarenot alreadyworried areguaranteedby our
currentassumptionsjo losethe next race.If thevaluepredictedoy Equation4.6is large,then
this effectwill justbenoise,andshouldnotreally causeary trouble.If worryingis arelatively
frequentoccurrencehowever, theunfair raceamustbeaccountedor in calculatingtheexpected
durationof steady-state.

To dealwith this feedbackproblem,assumehe probability z of aparticulardevice winning
agivenraceis known. Equationd.6 canbe usedto turnthisinto anexpectedhumberof rounds,
E(z). By inverting E(z), we getthe probability of worrying on ary givenround. Therefore,
the probability of n devicesall not worrying on a particularroundis (1 — E(z)~*)"!. The
exponentis n — 1, ratherthann, becausave areanalysinghe durationsteadystate sowe know
thatat leastonedevice (the onefor which the steadystateis beinganalysed)nustnot bein a
stateof worry (from the definitionof steadystate).

The probability of a particulardevice winning afair raceis n—!. Theprobabilityof a partic-
ularroundbeingfair, giventhatatleastonedevice (theonewe areconsidering)s notcurrently

worrying,is (1 — E(z)~!)". By combiningthesetwo probabilitieswe find the probability of
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System Stability In A Loss-Free Environment
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Figure 4.1: Correctedanduncorrectedxpectedsteady-statduration(on thelogarithmicy-axis)against
thenumberof consecutie roundsfor which anindividual stationcanfail to sendarenaval
adwertisementwithout affecting its choiceof broadcastimeout (b, on the x-axis) for two
throughtendevices(n). In eachpair, the lower curve hasusedEquation4.7 to geta more

accurateesult.

a particulardevice winning a givenroundis givenby Equatior4.7.
1 1 n—1
(=) (1-
’ (n> ( E<x>)
~ (l) 1 ; n—1
n w(lfi)“‘l — 3

Generakolutionsto Equation4.7, giving z in termsof b andn, aredifficult to write down,

(4.7)

let alonework with, soallittle function (AppendixB) waswritten to approximatets solution
usingNewton’s method.Let z representhevalueof x thatsatisfiesEquatiord.7.
Substitutingthe solutionsto Equation4.7 backinto Equation4.6 givesa realisticexpected

durationfor steady-stategivenvaluesfor b andn. Naturally, asb getslarge, Equation4.6 gets

large,andEquation4.7 approache§ = 1. Thatis to saythatasdevicesworry lessfrequently

n

they causefewer unfair races,so assumingall racesto be fair is increasinglyvalid for larger

valuesof b. This corvergenceis shavn in Figure4.1,whichplots E(--) andthecorrectedE (7).

1
n
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Figure 4.2: Comparingthe resultspredictedin Equation4.7 with the obsered behaiour of a discrete

eventsimulation.

Equation4.7 now allows an “ideal timeout” (onethatwill allow steady-statéo be main-
tainedduring almostall of arny givenexecutiontime) to be calculated.A system-designezan
choosehe largestnumberof devicesexpectedto be joinedinto onegroup,definewhatalong
time is, and work backwardsto find a suitablechoicefor . For example,if groupsare not
expectedusuallyto involve morethanfive membersandwould lik e steady-statéo lastat least
a hundredroundsbetweenncidencesf worrying, Figure4.1 shavsthatb = 14 would be suf-
ficient. In factif, in the casestatedabove, the expiry time is setto allow fourteenroundsof
non-rengval to passbeforedevicesstartto worry, devicescanexpectto go somel22 rounds

betweerinstance®f worry.

Figure4.2shownspredictedvaluesagainsthevaluesobseredin adiscreteaventsimulation.
The predictedcurve is a good approximationof the obsened behaiour until the numberof
devicesgetscloseto b. Thisis to beexpected sincethis situationwill meanthatsomedevice is

alwaysworrying, meaningthatthereis a chanceof a device choosinga shorttimeout, but still
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notwinning the next race.Simulatedoehaiour will bediscussedn moredetailin Chapters.

This resultis both goodandbad. On the goodside, it allows usto studythe behaiour of
the systemunderthe assumptiorthata steady-stateanexist, andoccurrencesik e lost paclets
andthearrival of a new device canbetreatedasperturbancesf thatsteady-stateOn the not-
so-goodside, the above example shaved that for five devicesto maintainsteady-statenore
or lessindefinitely underideal conditionswill requiretimeoutson the orderof twenty rounds.
That meansthat the time to noticethe absenceof a device is abouttwenty timeslongerthan
thetime to noticeits presencelor sucha smallexample-systenhetterperformanceshouldbe
expected.

Happily, thisis nottheendof thestory. Causingadeviceto worry andsendamessagearlier
thanusualis notsobad. Yes,if thisis afrequentoccurrencethe averageofferednetwork load

will beslightly higher, but is thatbad?Sectiond.4 addressethatquestion.

4.4 When DevicesWorry

Sectiord.1defined'worrying” to describehesituationwhena device seesanadwertisemenin
which oneor moreof its servicess absenbor scheduledo expirein lessthana giventime, and
Equatiord.7waspresentecsaway to predictthetime betweerinstance®f devicesworrying.
Now we addresshe questionof whathappensvhenaworrying situationarises.

Whena device worries, it choosests next scheduledroadcast-timérom anearlierrange
thanusual. It makesanalysiseasienf thereis no overlapbetweenthe usualrange X', andthe
shorterangeX’, solet'sgowith thatassumptiorior now. Assumealso,for now, thatno paclets
arelost.

Undertheseassumptionsevenif a device worriesonly oneroundbeforeits servicesex-
pire, nounusuabehaiour will beexhibited,exceptfor oneshorterthan-usuabroadcastound.
Considerthe casewhere X = [10,15], X’ = [8,10), andn = 5 devices. Assumethat, from
theway anentryfrom X is chosenthe usuallowestchoice X is twelve. The systemcontin-
ueswith devicesbroadcastingvery twelve secondr so, until device A recevesa broadcast
shawing its serviceswill expire in fifteen seconds.A worries,andchoosests next broadcast
time from X’; this time it choosesiine seconds At the sametime that A chosethattimeout,

the otherfour devicesalsochoosetheir next broadcastimes(sincethey are synchronisedy
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thereceiptof thesamebroadcast)but thosetimesareall choserfrom theinterval [10, 15]. Nat-
urally, nine seconddater, A wins the broadcastace;all five devicesthensynchroniseon the
new broadcastandscheduletheir next broadcasfor tento fifteen secondsn the future. An
obsererwould have to be payingvery closeattentionto seearything unusualin theobsenable

behaiour causedy thiswholeprocess.

If, asin the above situation,devices begin to worry only oneround beforetheir services
expire, andtwo devicesbegin worrying asa resultof the samebroadcaspaclet, only onewill
renav its servicesn time. But how oftenwill this happenf steadystatehasbeencontinuous
for morethanb rounds theneachdevice hashadat leastonebroadcasseparatedk from ary
other broadcast. Rememberwe are still consideringonly a loss-freenetwork, and uniform
assignmenof configurationparameteramongthe devicesso, for oneroundof worryingto be
insufficient, two deviceswould bothhave to losethe sameb roundsin arow, afterbroadcasting
consecutrely, separatetby lesstime thanthe mostrecentwinning timeoutvalue(causinghem

to begin worrying asaresultof receving the samebroadcaspaclet.)

Although we are assuminghat all roundsare the sameduration,thereis of coursesome
variationin the exacttime betweenbroadcastswith someroundsbeing slightly longerthan
others. This is relevant becausefor two devicesto worry asa resultof receving the same
paclet, their expiry timesmusthave both crossedheir worry thresholdin the time sincethe
previous paclet was sent. Thereforethe gap betweentheir renavals (someb roundsearlier)
musthave beenlessthanthegapbetweerthecurrentbroadcasandthe previous. This condition
may comeaboutdueto a previous caseof worry, or just dueto the natureof randomnumber
selection but thereis enoughrandomness the whole procesghatit is reasonabléo saythat
it' saboutanevenchancewnhetherary particulargapbetweertransmissionss longeror shorter

thanary particularprecedinggap. This givesusthefactorof % in Equation4.8.

Theonly otherthing thatmustoccut giventhe correcttiming, is for thewinnersof therace
b roundsandb + 1 roundsin the pastto be different,andfor theseparticulartwo devicesboth
to have lost the previous b rounds. Becausewe arestartingfrom steadystate,anddevicesare
uniformly configuredthisis ”T‘l (the chancehatthey aredifferent)timesthe numberof ways
to chooseb winnersfrom n — 2 devicesdivided by the numberof waysto chooseb winners

from n devices.
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Puttingthis all togethermivesusthefollowing:

() (5 (5 @

Consideragaintheexamplefrom theendof Sectiond.1,in whichfive deviceswerepresent,

andb wassetat 14, meaninghatmorethanahundredoundsof steady-statevould beexpected
to passbeforearny device worried. The probability of this worrying actually causingary sig-
nificanteffectis, by Expressior.8, (55)(2)** or 0.03%. This resultmeanghat,evengiventhe
necessaryonditionsfor trouble,thereis lessthanonechancein 3190thatanything badwill

result.

In thecurrentexample thesmallestadwertisemeninterval ever choseris eightsecondsand
thelargestis fifteen. Sincethis meanghatthreeadwertisementgannever have happenedn an
interval shorterthanary singleadwertisemeninterval, a maximumof two devicescould ever
be causedo worry astheresultof a single broadcast.(Again ignoring the possibility of two

preisting groupsmemging very quickly. Thisandotherunusuakventswill bediscussedater)

To incorporatethe earliertiming estimatesnto the probability of having two devicesbegin
to worry on the sameround, we have now seenenoughto begin with the claim thatit is a
rare event. Becauset is rare, we neednot considerthe feedbackproblemsencountereavith
Equation4.6. Furthermorejf onedevice is goingto worry on a givenround,thenwe know it
did notbroadcasbnary of theb roundsleadingup to thatround. Thereforetheprobabilityof a
secondevice having lostthe sameb fair racess actuallylower thanthe probability of a device
losing an arbitrary b fair races. This obsenation, consideredmplicitly in the formation of
Expressiort.8,wouldleadto anexpectedprobabilityof two devicesworrying onary particular

roundto begivenby thefollowing:

fa= G) (n;l) (@n(f)dlm_l(fs)) @9

Calculatinga valuefor Equation4.9with our ongoingexampleof five devicesgivesabouta

0.01% chancgperround)of any particulardevice remainingworriedfor morethanoneround
if bis ten. Furthermoreyrecall that a round of worrying is shorterthana normal round, so
configuringworry to start,in this case sixteensecondseforeexpiry would give the device a

secondchanceo broadcasbeforeexpiring.
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4.4.1 Approximating the round duration

At the least,it is reasonabléo considerinstanceof doubleworry to be rare. Therefore,in
thefollowing calculationsconsiderthe durationof a roundof adwertisingto be entirely deter
minedby the meta-stablédehaiour comprisingnormaltimeoutsandoccasionaorrying. This
implies thata worrying device will alwayswin its race,andeachdevice has®,,(z) roundsof
non-worry for eachroundof worry, duringwhich roundsof non-worry, the othern — 1 devices
will worry aboutonceeach. Therefore the averageroundduration7’ canbe approximatedy
taking the weightedaverageof E,(Z) + 1 — n roundswith duration X, andn roundswith

durationX":

T~

X(E,(#)+1-n)+Xn
— (4.10)

W (Z) +1

In our ongoingexampleof five devices, usingthe recentlychosenparameteb = 10, this

£ 12x(45+1-5)+9(5)
45+1

givesanexpectedrounddurationo = 11.7 seconds.

Thesecalculationshave shown the algorithmto be muchmorerobustthanthe preliminary
resultsshavedin Section4.1. We now have a groupof n devicessetup so that eachdevice
expectsto go for tensof thousand®f adwertisingrounds(in the caseof eleven-secondounds,
that meansdays)without ever expiring. It is thereforereasonabldor further study of system
behaiour to assumehat steady-statavill be maintainedunlesspacletsarelost, or the system
configurationis changed.

We will now considertherobustnes®f the systemin the presencef paclet-loss.

4.5 When PacketsGo Missing

This algorithmis very tolerantto pacletlossand,in mostcasesthelossof a broadcaspaclet
will causenounusuabehaiour atall. If abroadcasis lostbeforethesendingdeviceis worried
abouttiming out, evenif thesendingdevice knowsit is lost, thatdevice’s behaiour will notbe
affected.

If thelost pacletis sentby a device thatis startingto worry, it is slightly moreserious but
not much. Section4.1 shows that parameterganbe chosersuchthatdeviceswill very rarely
haveto chooseavalueotherthanfrom theirusualrange jmplying thatwhenonedoesso, it will

almostalwayssucceedn winningthenext race sinceit will usuallybetheonly device choosing
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Figure 4.3: Vectorelementga b ] representhe expiry timesknown by eachdevice for thetop, middle,

andbottomdevicesrespectiely. Shadedareadndicatethattheindicateddevice is in a state
of worry. In this case,expiry is set70 secondsn the future,anddevicesworry if they see
theirown expiry-time adwertisedlessthan20 secondsn thefuture. To easeaxplanation the
winneralwayschoselO secondsandthe otherdevicesall chosell secondsA device that
worried always chose5 seconds.Note that thesevaluesare not part of the algorithm, but
wereusedhereonly to avoid the confusionthat usingrandomvaluesmight cause.The top
device almostexpiresfrom the bottomdevice’s list, but only afterthe bottomdevice failed
to receve threeadwertisementin arow. Thetop device worriedattime 31, whenit receved
anadwertisemenshaving its own imminentexpiry at time 50, but stoppedworrying when
themiddle device transmitted(at time 32) with a laterexpiry shavn for the top device. On
receving the broadcasat time 32, the top device resetits adwertisementimer to 42 (from
36).

atimeoutfrom the lower range. Evenif thatadwertisements lost, it will almostcertainlynot

belostto all devices. If the next device to broadcasteceved the paclket successfullythenits

broadcastvill updatethe device thatmissedit (unlessthatdevice hasdroppedout completely

which caseis coverednext). If the next device to broadcastlid missit, but thereare at least

threeroundsbetweenworrying andactually expiring, thenthe situationwill resultin another

shorttimeoutwhentheold list againcauseshe samedevice(s)to worry.

A key design-poinbf the DEAPspacealgorithmis its stability. A smallnumberof receved

broadcastsanmake upfor alargenumberof lostbroadcastsBecausef this property themore

devicesjoin a group,the morereliablethe servicediscoveryis. This propertyis demonstrated

in theexampleof Figure4.3.

4.6 Chapter Summary

This chapterhaspresentean analysisof the generallyexpectedoehaiour of the DEAPspace

algorithm. Thisanalysisvasoriginally developedasafeasibility test,assistingvith thedecision
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of whetheror notthealgorithmwasworthanimplementedrial. In thisrespectt wassuccessful,
predictingreasonablaliscovery times and scalability andthereforewarrantingfurther study
Thegoalsof this furtherwork would clearlyincludefinding answergo the sortsof complicated
situationdeft unresoledin Sectiom.5; askingquestionsabouteventsthat,while comparatrely
infrequentmay affect the usability of thealgorithmin practicalcontets.

To answerthesetypesof questionsthe usualsolutionlies with simulation;andthis thesis
is no exception.Thenext chaptemwill introducea simulationof the DEAPspacealgorithm,and
useit to examinesomemore comple« ervironments. It will first demonstratesimulationsof
algorithmbehaiour underideal (loss-free,uniform parametedistribution) conditions. Hav-
ing introducedthe outputformatanddemonstratethe accurag of the simulator it will goon
to presensomeinterestingenvironmentsandthe behaiour of the algorithmin thoseenviron-

ments.
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Chapter 5

Performance Evaluation

Thischapterintroducegwotoolsthatwere usedfor analysing
Background

the behaviourof the DEAPspacealgorithmunderreal con- BN

ditions. Thetoolsare usedfor mutualvalidation, thenvali- Locating Senvices | | Descriving Seww%
datedagainsttheory Theperformanceofthenew algorithm ‘ pi'fgﬁr%‘;”,?j o — ‘

is thencompaedwith that of competitivealternativesunder | |

both normalandextremeconditions. "Eliaten H‘ Conclusions ‘

Chapter3 describeda new servicediscovery algorithm,and Chapter4 explainedthat, due
to its changingtimeoutvaluesandraceconditions,it is very difficult to analysethis algorithm
thoroughly so simulationis requiredfor properexamination. For this examination,two tools
have beencreated.Oneis a network emulatorthat presentsan interfaceinterchangeablevith
an actualnetwork interfacecodedfor the Java VM. The emulatorhasadjustablepaclet-loss
probabilitiesandpropagatiordelays,allowing the applicationgo be developedandtestedin a
controlledenvironmentbefore“going live? The emulatoralsoprovidesa centralpoint from
which information aboutnetwork accesscanreliably be collected. Becausanterchangeable
interfacesareallowedfor, theimplementatiorcanbetestedover realnetworksto verify thatno

unexpectedoehaiour emegesthatwassomehav not seenby emulation.

The secondtool is a hand-codedliscreteevent simulationdesigneduniquely for service
discovery, includedin AppendixC. Because¢he emulatormimicsareal network, testsof thou-

sandsf roundstake hoursto complete while a discreteeventsimulationcanbe completedor

51
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mary moreroundsin minutes. This allowed far moretrials, andthereforemorereliableand

reproducibleresults thanwould have beenpossiblefrom emulationalone.
5.1 Simulations

The network emulatorwaswritten for testingvariousservicediscovery ideas,andhasproven
to be a very usefultool. It offers real-timetestingof behaiour with real clientsover varying
network conditions,andthenallows thoseexactsameclientsto be connectedo a realnetwork
to verify theirbehaiour. Its strengthhowever, is alsoits weaknessBeingareal-timeemulator
doingalargenumberof iterationsis difficult. Also, it introducessomeunpredictabldehaiour
thatis consistentith the specifictypesof networks understudy but is not generallyexpected
for anarbitraryclientandnetwork.

For reason®f generalitymostof this chaptelusesadiscreteaventsimulatorthatwascoded
specificallyfor servicediscovery. By ignoring lateng causedoy throughputrate,queuingde-
laysatthevariousclients,andnetwork accessime, it producesa morereproducibleandthere-
fore morereasonablyomparedesult.

Beforegoingdirectly into usingthe resultsof thesesimulations,it is usefulto presenffirst
how they differ from emulatedoerformance.

As demonstratedh Figure5.1,the emulatedoehaiour is very similar, but not exactly the

sameasthe simulatedperformanceThis differencecomesprimarily from two sources:

e Threadscheduling

e Nearlysimultaneougransmissions

An exampleof threadschedulings that, evenwith zeropaclet loss,someroundsare ob-
senedwith adurationbetweenX/, .. andX,,, in theemulatedperformance.This shouldbe
impossiblebut, becausesometimeghe discovery threaddoesnt happento getary processor
cyclesfor anunusuallylong time, it mayinterpreta broadcasasbeingsentsecondsaterthan
it actuallywas. This leadsto theoreticallyimpossibleround durationsbeing obsened. Such
schedulinddifficultiesareunavoidablein ary real-timeemulationwherethebehaiour of mary
parallelprocessorss beingemulatedoy a singleserialprocessar

A secondway in which emulatedperformancediffers from theoryis that onethreadmay
sendanadwertisemento the network while anotheradwertisements beingreceved. The sim-

ulatorassumeshatassoonasonedevice decidego sendanadwertisementall devicesthatare
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Figure 5.1: Advertisementround duration spread, simulatedand emulated,with 6 devices, X =
[10,15], X’ = [3.33,5]. In both examples,the smoother(lower) line of eachpair repre-

sentsa simulationof 100,000rounds,andthe otheris 1,000emulatedounds.

goingto receve it do soimmediately(i.e., all raceshave a uniquewinner). In a realimple-
mentationjf two devicesdecideto adwertiseat almostexactly thesametime, the network layer
andMA C protocolsmay avoid collision, but both pacletswill still besent. This leadsto some
very shortrounds,whichis why they-interceptfor the simulatedcurvesis zero,but notfor the
emulatedcurves. Modifying the simulationto accountfor this effect, asshavn in Figure5.2,

demonstratefurtherthe corvergenceof resultsbetweerthe emulatorandthe simulator

Thesedifferencesarethereasorfor usinganemulator sinceit canbring attentionto issues
that might be missedby a purely theoreticalagument. Such practicaldifficulties, however,
might be solved by consideringthemin the designof the network layer Threadscheduling
difficultiescanbebypassedby timestampingaclketsbeforepassinghemto thetransporiayer,
andsimultaneousransmissionsanbebypassedy allowing acancelconditionto bedescribed
to the network layer whentransmitting. Suchsolutionsmight not be considerecelegant, but

they would be possible.

By usingthesimulator notonly canmary moretrials beconsideredput thequalitiesshavn
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(b) Emulatedhetwork datatransmissiorspeedl Mbps,simulatedoverlaptime 250ms.

Figure 5.2: Advertisementounddurationspreadasin Figure5.1,exceptthesimulatorallows pacletsto
bealreadyin the sendqueuewhenanothetis received. The amountof overlaptime allowed
is muchmorein the caseof 1 Mbpstraffic becausehe durationallows for moredrift in the

processotime allocatedto eachemulateddevice.

arefundamentato the algorithmdescribedandarethereforeof moreinterestthanartifactsof

interactionsbetweercommunicatiordayersandthe hardwareplatform.

5.2 Fidelity

In this first setof examples,the emulatorwas usedto study devicesthat werealwaysin one
of two states:presentor absent. The paclet loss probability for communicatiorbetweenan
“absent” device and ary otherdevice is 100%. Betweentwo “present” devices, paclet loss
probabilitywasheldconstanthrougheachindividualtrial. Packetlosswasconsideredndepen-
dently, meaninghatif thelossprobabilitywas10%,thenabroadcastwould reach(on average)
about90% of availabledevices,ratherthanhaving a 10% chanceof beinglost completely
Thegoalof thesetrials wasto demonstratéhereliability of thealgorithmascompareadvith

anon-demandsolution. It wascomparedwith the basicdiscovery algorithmof broadcasting
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requestthenwaiting for the desiredserviceto reply. This latter algorithm,beingmucheasier

to examinetheoretically alsohelpedto validatethe emulatorresults.

5.2.1 Environmentand Tasks

Theernvironmentcontainedsix senersandoneclient. Eachsener offeredexactly oneservice,
andeachservicewas unique. Eachsener was “absent”for onefive minute period onceper
cycle, with a cycle time uniqueto eachsener (7, 11, 13, 17, 19, or 23 minutes). The client
requesteaneserviceevery 27 secondstherebyrequestingeachparticularserviceonceevery
162 seconds.Whenrequired(for the DEAPspacealgorithm) expiry timesfor serviceswere
one minute, so no cachingof previous successfulliscoverieswas allowed. When usingthe
DEAPspaceaalgorithm, the adwertisementimer was chosen(with a flat distribution) from the
range[max(0,¢ — 5), ¢] wheret = min(15,¢'), t measuredn secondsandt’ beingthe earliest
expiry time of the device’s own servicein the advertisemenimostrecentlyreceved. Oncea
servicewasdiscovered,datawasexchanged Synchronougsommunicatior(betweer'present”

devices)wasreliable.

5.2.2 Results

Considerfirst the basicdiscovery algorithm, which succeedsn discovering a serviceif the
broadcasts receved by a device providing that service,andthe subsequenteply is alsore-
ceived by theinitial requesterFor paclet lossprobability p, andprobability ¢ thatthe service
is presentt all, this meanghe succesprobabilityis ¢(1 — p)?. Oneimprovementon the basic
algorithmis to allow retries.If arequesis repeatedipto r times,thisleadsto anew probability

of successasshovn in Equation5.1:

a(l=p)" Y (1= (1=p)*) =q(1-p)’ : 1_—(1(1_—(1(1_—23)20));)+ (5.1)

=q(1-Q1—-(1-p?*)

Thelimiting caseof this moredetailedanalysis; = 0, is the sameasthe casefirst presented:

succesprobabilityg(1 — p)2. Notethatretriesactuallyimprove the succesprobability slightly
morethanthis, sincethey stretchthe transactiorover a longer period of time, so the service
might becomeavailablebetweenhefirst andsecondattempt. This propertyof ¢ is ignoredin

thisanalysis.
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Figure 5.3: Emulatedvs. theoreticalresultsfor the revised basicdiscovery algorithm. Error barsare

givenfor 95% confidenceantenal.

An implementatiorof this on-demandalgorithmwasrun on the emulator with the results
shavn in Figure5.3.

Having demonstratedhe emulatorbehaiour to be consistentwvith the network model,an
implementationthe DEAPspacealgorithmwas installed. The obsered behaiour, shavn in
Figure 5.4, illustratesthe performanceof this algorithmagainstboth the basicalgorithmand
againstheidealresult,thatbeinga successateequalto the actualprobabilitythatthe service
is present.

The chartsin Figure 5.4 shav not only that the DEAPspacealgorithm gives at leastas
timely a pictureasthe basicalgorithm,but alsothatit is lessaffectedby network unreliability.
Moreover, theresultfrom the DEAPspacealgorithmis notsignificantlydifferentfrom theideal

(successateequalsactualavailability) evenfor paclet-lossratesmorethan40%.

5.3 Comparing PushModels

What we have seenso far hasdemonstratedhat the DEAPspacealgorithmis betterthanon-
demandservicediscoveryin atleastsomeways. Argumentdor consideringherelative power
costsof on-demandandproactve discovery techniqgueswill be coveredin Chapter6, but first

let’'s comparedifferentproactve solutions. The goal of thesecomparisonss to demonstrate
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Figure 5.4: Comparingthe DEAPspacealgorithmwith, on the Upper Left, theoreticalresultsfor the
basicalgorithm and, on the Upper Right, the ideal result. The Lower graphcompares
ideal,the basicdiscorery algorithmfor zerothroughfive retries,andthe DEAPspaceesults

overafull rangeof pacletlossconditions.Error barsaregivenfor 95%confidencentenal.
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why DEAPspaces betterthansimilar push-modekolutionsalreadyin use.

The argumentin favour of the DEAPspacealgorithmbegins with the claim thatthe band-
width requiredfor the DEAPspacealgorithmto sendone broadcaswith n SEsis aboutthe
sameasthatrequiredfor the regular algorithmto sendn broadcastsvith one SE each. This
equialenceis justified by the fact that thereis at leastsomeoverheadassociatedvith send-
ing a broadcaspaclet, evenif thatoverheads only the paclet-headercontaininga broadcast
addressandthis overheadis at leastas expensve asthe timestamprequiredfor eachSE in
DEAPspaceThe performanceomparisongresentedn this sectionarefor configurationghat
offer comparabldoads(in termsof total bytesper minute) to the underlyingnetwork. Be-
causetheload causedy regular beaconings directly configurablethis wasaccomplishedy
choosingparameter$or the DEAPspacalgorithm,observinghe average(simulatedtime be-
tweenbroadcastghenusingthatasthe periodfor theregularbeaconinglgorithmto whichthe

DEAPspacalgorithmis compared.

Having establishe@n equalfooting for the alternatves,we cannow addresghe claim that
the time for acquisition(discovery) of available servicess betterwith DEAPspacdhanwith
eitherslottedor regular schemesThis improved performanceas achiazed becausenoreinfor-
mationis being corveyed whenone device broadcaststs world view thanwheneachdevice
broadcast#s own information. The additionalinformationcorveyedto the memberdevicesis

asnapshobf whatis known aboutthemby atleastoneothermemberof the network.

Supposeave tunebothalgorithms’configuratiornparameterso have equalnetwork loadwith
10% (uncorrelatedpaclet loss probability, andgroupsof up to six devices. Onemeasurdor
the effectivenessf thesediscovery algorithmsis whathappensvhenthe sixth device encoun-
tersan existing groupof five others. For the sale of simplicity, consideronly the regular and
DEAPspaceschemesin general regular schemeffer fasterdiscovery thanslottedones,so

thisis areasonableomparison.

For the regular broadcasschemeasfor the slotted,a periodT” caneasily be established
for the expectedtime betweeradwertisementepetitions.In the caseat hand,somequick math
shaws that the probability of all five getting the first broadcasts (1 — 0.1)° = 59%, by the
secondroadcastit is (1 — (0.1)?)® = 95%, andafterthreebroadcastst is 99.5%.In theother
direction, the new device will learnaboutall five existing deviceswith the sameprobability

distribution, exceptit will usually take slightly longer for all devicesto have had a turn at
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Figure 5.5: Cumulative frequeng for mutualdiscorery timesusingtheregularbroadcasalgorithmover
a simulated100,000trials for onenew device joining an existing group of five, compared

with theoreticabredictiong(7=8.16seconds).

broadcastingThis makesthetime for mutualdiscoveryaboutd.59? = 35% lessthanT’, 0.95% =
90% lessthan2T, and0.9952 = 99% lessthan3T. Comparinghesewith thesimulationresults
for regularbroadcastingn Figure5.5shavs agreemensofar.

Now considerDEAPspacainderthe sameconditions,with the following notationandpa-

rametermestrictions(to easesxamination):

e Let A representhenewly arriving device, G representhegroupof five devicesalready

in steadystate,andG,; represensomeparticularmemberof G.

e Therangeof X (Xyax — Xmin) IS lessthan X! . . (Thismeanghata device thatmissesa

in*

broadcastandthereforedoesnotresetts timer, will sendits out-of-syndoroadcasbefore

thenext new roundstarts.)
e Theaveragevalueschoserfrom X andX’ by asingledevice areX andX’ respectiely.
e Theaverageowestvaluechoserfrom X outof 5 choicesis X.

Initially, both A andG arebroadcastingperiodically with independenperiods.Oncethey
have comewithin rangeof eachother either A or someG; will transmitfirst. Underideal
conditionswithout pacletloss,onewill transmittheotherwill receve thetransmissionghoose
atimeoutfrom X', transmitnext, andthattransmissiorwill alsobe receved, resultingin all
deviceshaving anaccuratenorld view. With 10% pacletloss,thiswill succeedn about0.9 x

0.9° = 53% of casesandcanbeexpectedto take about; X + X' time'.

1The expectedminimum for two randomvariablesuniformly distributedon [0,1] is % sothe expectedtime
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This behaiour is confirmedby the simulationresultsshovn in Figure5.6, which compares
the probabilitiesof eventE = {all deviceshavean accumateworld view} asa function of time
for the regular andthe DEAPspacealgorithm. The resultshave beenobtainedwith 100,000
simulationrunsassumingl0% paclet loss (independentoss probability for eachrecever of
eachmessage).The parametergor the DEAPspacealgorithmwerechosenas X = [12,15],
X' = [4,5], NormalExpiry= 115 secondsand MinExpiry = 15 secondsresultingin an ob-
senedaveragetime betweenadwertisement®f 8.16seconds.The adwertisemenperiodof the
regularalgorithmwaschoserequalto this averageof 8.16secondso make thecomparisorfair
in termsof network load. In this simulation five deviceswerefirst allowedto exist togetherfor
sometime, thena new device wasintroducedatarandomtime. Timewasmeasuredrom when
the new device (A) wasfirst ableto communicatevith the existing group(G) until all devices
haddiscoveredall others(event E'). The DEAPspacealgorithmachieres E at aboutthe same
rate asthe regular algorithm. Notice the good agreemenof the simulatedDEAPspacecurve
andthe analyticallyderivedintersectiorof ordinate; X + X’ = 9 andabscissa’(F) = 0.53,
aswell astheregularcurve atT’, 27", and3T.

To analysetheremaining47% of DEAPspacecasesnotefirst somepropertiesof the ervi-

ronmentunderconsideration:

e At leastonememberof G will virtually always(1 — 0.1° = 99.999%) heara broadcast
from A (assuminghatlossis independent)ut all memberf G will hearary particular

broadcasfrom A only about0.9% = 59% of thetime.

¢ In generaljif oneor moredevicesdoesnot receve a transmissionpneof thosedevices
will be the next to transmit,becausahey will not have resettheir timers. (Infrequent
exceptionsto this rule exist, but requiresereraldevicesto be worrying at the sametime,

sothey will notbesignificant.)

e During time X ,,,,, following a transmissiorby ary device, all deviceswill have either

sentor receved anothertransmission.

For solong as A failsto receve thebroadcastérom G, it will continueto broadcasits own

local list with a periodof X. Eachof thesewill trigger atleastonememberof G to choosea

until eitherA or G broadcastis aboutéf. Thisis only anapproximationastheexpectedperiodfor Gis X < X,
suggestingt shouldbe slightly less,but in 34% of casesvhereG transmitsfirst (1 — 0.9* = 0.34), therewill bea

secondoroadcasfrom someotherG; thatmissedthefirst, bringingthe expectedvalueup again.
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Figure5.6: P(E) (probability all devices have an accurateworld view) asa function of time for the

DEAPspaceandtheregularalgorithm.
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Figure5.7: P(E1) (probability G hasdiscoreredA) and P(E,) (probability A hasdiscoreredG) asa

functionof time for the DEAPspaceandthe regularalgorithm.

timeoutfrom X', andsendits own list. SomeG; thatdid notrecevethebroadcastrom A might
broadcasearlier but somememberof G will certainlybroadcasits list within time X/ of the
broadcasfrom A. Thisimpliesthatthe DEAPspacealgorithmallows G to discover A atabout
the samerateasthe regularalgorithmdoes(aboutonetry perround)but allows A to discover
all of G fasterthanthe regular algorithmdoes,becausehe roundsautomaticallyshrink while
the ervironmentis changing. This behaiour is illustratedin Figure5.7, which compareghe
probabilitiesof theeventsE; = {G has discovered A} andEy = {A has discovered G} asa
function of time for the regularandthe DEAPspacelgorithm. The simulationparametersire
identicalto thosegivenfor Figure5.6. The resultsare asexpected,shaving the DEAPspace

algorithmto have slightly slower discovery of A by GG, but fasterdiscovery of G by A.
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Figure 5.8: Probability P{E'} = P{all devices have an accurate world view} asa functionof time
for DEAPspacelgorithmandregularalgorithmwith andwithoutconnectiordetectiorfrom

physicallayer

5.3.1 PerformanceWith ConnectionDetection

The discovery behaiour canbe considerablyimproved if the underlyingphysicallayer can
provide anotificationindicatingthata device has*joined” anetwork (e.g.,whenit hassynchro-
nisedwith the spreadingsequencef a spreadspectrumsystemandthe MAC layer hasbeen
enabled).Figure5.8 showns the behaiour of the algorithmswith andwithout notification. The
regular schemebenefitsfrom the shortertime for G to discover A, but hasexactly the same
time for A to discover G, becausér doesnotrespondo the new arrival. In contrastwith the
DEAPspacealgorithm,G will recognisehe arrival of A, andrespondby switchingto shorter
timeouts.

Taking advantageof connectiondetectionhelps DEAPspacebecauseat leastone of the
groupwill receve theinitial adwertisementandrespondin four to five seconds.In lessthan
five secondseachmemberof the groupG hasusuallyhadtwo opportunitiego learnaboutthe
new device A, and A hashadat leastoneopportunityto learnaboutall of G. Specifically the

valueattime 5.00secondsanbe predicted:
e Thenumberof devicesexpectedo receve first message 5 x 0.9=4.5
e All of thosedeviceswill choosea new timeoutfrom range[4,5].

e Onewill choosethe earliesttimeout,and sendits adwertisementthatleaves 3.5 thatdo
notwin therace,but1 — (0.9%°) = 31% of thetime, oneof thosedeviceswill missthe

first responséransmissionandsendasecondne,but eachof thedevicesthatmissedhe
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initial broadcastrom A hasabouta% chanceof first interruptingwith its regulartrans-
mission. In fact,the probability of interruptingincreasesf morethanonedevice missed
thefirst transmissionbut we canapproximateat about14—3 times41% (the probabilitythat
oneor moredevicesmissedthefirst broadcasfrom A.) Thatgivesabouta 13% chance
thatthe responsdransmissiorwasinterrupted,but thereis a further chancethatthe in-

terruptionwasnot recevedby a sendel(assumingour recevedthefirst broadcastthere
is a 34% chancehatat leastonewill missthe interruption— droppingthe probability of

effectiveinterruptionto 8.5%.)

e Therefore afterfive secondsye have an 8.5% chancethat one of the devicesin G' has
missedthe first broadcastandpreempteda repeatof A informationin thereply. Of the
remaining91.5%of cases31% will have theinformationaboutA sentthreetimes,and
69%twice. In the caseswithout interruption,therefore we canexpecta chancearound
(31% x 0.99%) + (69% x 0.999%) = 98% thatall of G will have learnedaboutA. That
givesatotal probabilityaround89.5%thatall of G will have learnedaboutA in thefirst

five seconds.

e Theotherdirection— A learningaboutG — is lesscomplicated sinceary memberof G
candoit. Somemembemwill certainlysendin thefirst five secondsandthereis abouta
34% chancethatoneof the otherfour will missthat,anda 90% chancethata device to
missit alsorecevedthe first broadcastmeaningthatthereis abouta 31% chanceof A
gettingtwo chanceso hearaboutG, anda69%chancehatit gotonly one. Thatmakesa
(69% % 0.9) 4+ (31% x 0.99) = 93% chancethat A will have learnedaboutG in thefirst

five seconds.

e Theseprobabilitiesare not entirely independentbut the behaiour of A is actually not
very dependenbn the reasondor G transmitting,so multiplying the probabilitiescan
still give a meaningfulresult. Specifically it predictsan 83% probability of all devices
having learnedaboutall othersin the first five seconds.This correspondsvith the first

sharpcornerin the DEAPspaceurve of Figure5.8 (at5 seconds8,3370f 100,000trials)

Clearly, DEAPspacas ableto take good adwantageof knowing whena new network has
beenjoined. The regular algorithm gainssomething but is helpedonly in gettingmessages

aboutA to G faster Becausét is notadaptve, thereis nochangeo how quickly A learnsof G.
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Theimprovementfrom Osto 8.15sis only from one messagdeingcertainlyat 0s, insteadof
randomlypositionedsomeavherein theinterval. The jump at 8.16sis the secondransmission
from A. This takesthe probability from 0.9° x 0.95 = 35% t0 0.9° x 0.99° = 56%. Another
jump happens.16sfurtheralong,at thethird sendfrom A.

UsingconnectiordetectionrevenmakesDEAPspace&ompetitve with regularbroadcastor
the caseof two devicesmeeting,ascanbe seenin Figure5.9. Becausehis exampleusesthe
sameparametersisedin Figure5.7, setto createcomparablesteady-statéoad for six devices
with 10% paclet loss,the DEAP spaceconfigurationin Figure5.9 hasa lower network load
undernormaloperatiorthantheregularscheme.

In the caseof two devices,if thefirst two messageafterthey comeinto rangearenotlost,
the DEAPspacealgorithmwill have accomplishednutualdiscovery by time X/, ..., andregular
beaconingwill have doneso by time 7. This is the most clear example of how the ability
to recogniseand respondto changehelpsthe DEAPspacealgorithmto achieve fast mutual
discovery.

Whatall thesecomparisondave shown is thatthe DEAPspacealgorithm,whencombined
with connectiondetection,performsaswell asor betterthan comparablyconfiguredregular

broadcast.

5.4 SimultaneousStart

While the DEAPspacealgorithm was designedwith specificattentiongiven to the scenario
of a singletransientdevice discovering an existing group, this doesnot describeevery useful
scenario. For example,considera meetingroom in which several users,who do not usually
leave their radio modulesactive, decideto sharemeetingnotes. If all n devicesare switched
on at aboutthe sametime, DEAPspacewill initially have all devices sendinglists with one
element. This will make the optimal DEAPspacediscovery time aboutn timesthe average
timeoutchosenfrom the shorterrange,while the optimal regular discovery time will remain
aboutthe sameasthe normalbroadcasperiod. Figure5.10 shawvs the time for all devicesto

have discoveredall others usingthesameimeoutvaluesasin Figure5.7 overarangeof paclet

lossprobabilities.

As canbe seenfrom Figure5.10,theregularalgorithmis alwaysbetterfor low pacletloss
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ratesand for small numbersof devices. Somebenefitcomesfrom the DEAPspaceadaptve
naturefor larger quantitiesof devicesin lossyenvironments put the constantimeoutresetting

in DEAPspacas a liability for the simultaneoustartscenario.

5.5 Two GroupsMeet

Another potentially interestingsituationis having two previously-existing groupsof devices
meige. This meging scenariolendsitself betterto the DEAPspaceability to discover lists,
ratherthanindividual devices. For small groups(e.g.,two groupsof one), the shorterperiods
of the regular schemeandthe fact that it doesnot resettimeoutsbasedon receiptof other
transmissionsakesit fastethanDEAPspaceHowever, astheresultspresentedh Figure5.11
shaw, the advantagesof DEAPspaceovermatchthoseof the regular schemefor even small
paclet losswith groupsassmallastwo devices. The discovery time for DEAPspaceas almost
independenbdf group size (actually improving slightly for larger groups),while the regular

schemesuffersasgroupsizeincreases.

5.6 Using DEAPspacefor Route Discovery

As hasalreadybeenmentionedroute discovery canbe seenasa specialcaseof servicedis-
covery. Eachnodeoffers a large numberof services(reachabilityof eachothernodein the
network). Also, mostserviceswill beofferedby morethanoneneighbourof eachnode,differ-

entiatedby the anticipatedjuality of the routethrougheachof thoseneighbours.
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A strengthof DEAPspacas to allow nodesto discover servicesofferedby nearbynodes,
evenwhencommunicatiorio thatnodeis temporarilyinterrupted.If acolourprinteris available
nearby and a colour documentmust be printed, thenit will frequentlybe the casethat no
alternatve serviceoffering will sufiice. In this case,|t is usefulfor the potentialclientto know
aboutthe service,evenif communications temporarilyinterrupted.In routing, if thefirst hop
is notconnectedthena differentroutewill almostalwaysbe moresuitable.

In short, DEAPspaceoffers fastdiscovery of new senersat the costof slower discovery
of expired ones,but routing is a subsef servicediscovery challengedor which this tradeof
is not good. Discardingbadroutesquickly is just asimportantasdiscoveringnew goodones.

Becausef this, DEAPspaces notthe mostappropriatechoicefor typical routediscovery.

5.6.1 GeographicRouting

A possibleexceptionto DEAPspacaisefulnesgor routinglies in geographiaoutingschemes
[VHHO1, LJCt00,BCSW99. Geographiaoutingusesthefactthat, with wirelessad-hocnet-
works, geographicaproximity oftenimpliestopologicalproximity, andusesknowledgeof the
physicallayout of the network to find likely routes. One very significantchallengein these
problemsis allowing the nodesto learnthe physicallayout of the network asit evolvesover
time. In thethreeexamplescitedhere ,beaconsareusedto allow nodeso build a pictureof the
total network.

It is likely that a good solution could be basedon the list sharingideasof DEAPspace
to assistgeographicafouting solutions. The changeis that, unlike in other ad-hocrouting
approachesputdatedinformation abouta nodeis betterthan none, becausean approximate
locationstill assistawith routing. This applicationis outsidethe scopeof the problemsbeing

addresseth DEAPspacebut holdspromisefor futurework.

5.7 Chapter Summary

This chapterhasshowvn that the time requiredfrom whena device entersa new ervironment
until it hasdiscoveredthe servicesavailable thereinis betterwith the DEAPspacealgorithm
thanwith the non-adaptie alternatve of regular beaconing.Furthermorethe new algorithm

is particularlywell suitedto work with underlyingprotocolsthat usedistinct, one-sidedoin



68 CHAPTERS5. PERFORMANCEEVALUATION

events liketheinitial synchronizatiomwith a CDMA signalin apeerto-peemetwork. Thiswas
showvn bothby comparingheoreticabndsimulatedvaluesfor thedifferentalgorithms,andalso

by demonstratinghe behaiour of anactualimplementation.
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Improvedtimelinesswould be lessimpressivef it came
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at significantcostto networkbandwidthor power Chap- N

ter 5 demonstatedthe DEAPspacealgorithm to be viable Localing Senvices | | Describing Service
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‘ Conclusions ‘

Solutionsbasedn the Push-modetertainlyusemorenetwork bandwidththanpull, except
in very high load environments. Quantificationof this statements a goal of this chapter As
we aretargetingvery shortrangeervironments,onehundreddistinctservicesn a single LAN
is a generousupperboundfor the nearfuture, and the hierarchicalobjectidentifiersin our
currentimplementatiorallow almostary serviceto be describedn lessthana hundredbytes
[HHM *00]. Actualdataratesarestronglydependentntheprotocolbeingusedbut 50KBpsis
areasonablgonserative estimatdor therealdatatransmissiomatein ashortrangenetwork so,
if wewantto adwertiseall availableservicesaboutonceeverytensecondsthesenumbershawv a
worst-caseisageof about2% of theavailablebandwidth.Evenallowing for framingdifficulties
(paclet headersizes mediacontentiongtc.),thisis well within tolerablebackgroundevelsfor
mostapplications Beaconinghis muchdatawill generatealarge numberof broadcaspaclets
which, in someprotocols,would be a problem.However, sinceDEAPspacevould replacethe
hundredoroadcastsverytensecondsvith asinglelargebroadcaséverytensecondsbroadcast

frequeng restrictionswill not presentry problem.

69
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Thereis no doubtthat however little traffic is causedby a pushsolution,the pull solution
will requireless,butit is notreally the saving in network bandwidththatconcernsnostpeople;
it is the perceved saring in power. This expectedsaszing comesfrom the knowledgethat, in
traditional radio communication tfransmissions expensve. Thatis no longertrue for short
rangenetworks, where being active is expensve; what a device actually doeswhile active,
whetherit transmitsor justlistensfor connectiorrequestsis lessrelevantthanthefactthatit is
activeatall. Thatisto saythatif devicesmustbetakenoutof theiridle modeto listenfor service
requeststhe maginal costfor transmittinginsteadof justlisteningis proportionallyvery small.
In practice,a pull modelsener canuseidle time by listeningfor requestonly periodically as
with the Bluetoothinquiry scan but this fix requiresclient requestso be repeatednary times,
andbadlyincreasesesponseime. As will beshowvn in Section6.2, DEAPspaces ableto put
senersin idle modewith very little effect to the discovery performance.In short,compared
with a pull-modelsolution, DEAPspaceoffers a responsie ervironmentat the sole costof a

smallamountof backgroundratffic.

6.1 Stateof the Art

To supporttheseclaims, Bluetoothdevelopmentoffersinsightinto the state-of-the-artasit is
still coming onto the market now. For bandwidth,DM5 paclets contain224 databytesand
take 3125 usecto transmit,with 625 secbetweerconsecutre paclets,giving about60 KBps.
DML1 paclets,thelowestdatarate,give 17 databytesin 625 ysec,with 625 usecgapsbetween
transmissionsleadingto a real datarate of 14 KBps. Thesenumbershowever, areonly the
valuesseenby upperlayers;thecontribution to network congestiorshouldnotincludethetime
spentwaiting for othertransmitters.If only on-airtime is consideredthesebecome72 KBps
and27 KBps respectiely. If forwarderrorcorrection (FEC)is notused(i.e., DH pacletsare
usedinsteadof DM) theseratesbecomel08 KBps and43 KBps, but servicediscovery would
normally useFEC. Bluetoothwasdesignedo work on very low power, inexpensve chips,so
theseratesrepresenthelower endof the stateof theart datarates.Giventhesevaluess0 KBps

is notanunreasonableatefor our examplehardware.

For power consumptionconsideragainBluetooth.It wasdesignedor thetypesof devices
andnetworking rangesthat DEAPspacdargets,so it shouldgive an indicationof reasonable

values.Onechip onthe marketis the Silicon Wave Siw1502IC, designedo enableBluetooth
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products[Sil00]. Preliminarymeasurementsf this chip shov currentdrav of 57 mA when
transmitting,60 mA whenreceving, and20 pA whenin standby(idle) mode. Thisis a clear
exampleof a casein which a sener constantlylisteningfor requestsvill usemorepower than
onealternatvely beaconinglisteningfor aresponseandsleeping.More specifically it tellsus

thatidle time is the singlemostrelevantissueto power consumptionn thetranscever chip.

6.2 Usingldle Mode

Becausesharingworld views hasthe effect of greatlyreducingthe total broadcasfrequeny,
comparedwith having all the devicesadwertisetheir own services by replacingn broadcasts
of one SE eachwith one broadcasbf n SEs, the proposedschemeresultsin much longer
pausedetweenbroadcasts.During thesepausessomepower-sensitve devices may wish to
usewhatereridle modeis availablefrom their hardwareplatform. It is importantthatwhatever
solutionis implementedshouldnot interferesignificantlywith the normalbehaiour of other
devices.

The specifictechniqueproposedere,asdetailedin Figure6.1,involvesperiodicidleswith

durationequalto the minimum broadcasdelay (X, ,,: in this case4 seconds). Theseidle

in*
timeswill beinitiated every time a broadcasts receved in which the modifieddevice’s own
servicesare all not nearexpiry, or whena broadcasts transmitted. Using longeridle times
could causedevicesto missthe last-minuterenavals sentto preventimminentexpiries, and
usingshorterdle timeswould only allow broadcastto berecevedfrom devicesthatmissedhe
previous transmission For this discussiondevicesthatimplementthe modificationpresented
in Figure6.1will bereferredto as“weak; in referencedo their power availability.
Implementingthis simple modificationon one device in a groupof six allows that device
to be hibernatingmore than a quarterof the time when paclet lossis lessthanonein two,
while the total network loadis not significantly different from the load causedby six normal
devices,ascanbeseenin Figure6.2. Whenpaclet lossgetsworse,causingdevicesto expire
morefrequently individual deviceswill moreoften be choosingtheir transmissioriimesfrom

X', meaningthat hibernationbecomedessfrequent,so whatever paclets do arrive correctly

aremorelikely to arrive while the recever is active. With our testparameterss before, all

lwith the samesampleconfigurationparametersisedin Chapters, X = [12,15], X' = [4, 5].
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1 advertise(LOCAL) {
2 time tout «+—getTimeout(X)
3 loop(forever) {
4 REMOTE <read(tout)
5 if(timed out) {
6 foreachs € LOCAL
7 if(s € MINE)
8 S.epiry < NormalExpiry
9 broadcast(LOCAL)
10 tout «+—getTimeout(X)
11 } else{
12 Interval | +update(LOCAL,REMQOE)
13 tout «—getTimeout(l)
14 }
15 if(tout > X/ ) {
16 tout — = X/ .,
17 hibernate(X,,;,.)
18 }
19 }
20 }

Figure 6.1: Allowing weakdevicesto hibernateduringservicediscovery
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Figure 6.2: Behaviour of agroupof six devices,in which onethroughfive of themusethe weakdevice

modificationdescribedn Figure6.1,having X = [12,15] and X' = [4, 5]

devicesareexpiring in thelists keptby the normaldevicesslightly lessoften thanthey would
if all six werenormal,althoughthelist keptby the weakdevice tendsto be slightly worse. In

generalandespeciallyatlow pacletlossrates this modificationdoesnotaffectthetotal system

performance.
A possibledravbackto thistechniquemight g Time For Mutual Discovery
] 28 ————————
. . . [}
havebeendegradedimelinessof discovery. For- z %
5} 24 ’
>
tunately with reasonablysizedgroupslike the § 22 ¢
— 20
. . . <
six-membegroupsusedabove, thereis very lit- g
° 16 |
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teringagroupthatcontainsaweakdevice,some g 10 S e v arrvesy
. < e e o e s
extradelayfor mutualdiscoveryresultsfrom the 0 8 0 A iesey D 480

weakdevice sometime$eingidle whenthenewn

) ) ) ] Figure 6.3: Time to mutual discovery when a
device arrives, but the normal devicesdiscover

_ new device entersan existing group
eachotherasfastasever, becausehefirst mes- _ _
of five devices

sageeither way causessomedevice to entera
panicstate,the sameasusual. If the new device is the weakone,thenthe situationis slightly
worse,but thetotal effectis still very small(Figure6.3).

This sourceof this differences the casesn which the existing groupis thefirst to transmit,
andtheweakdeviceis idle atthetime. If adeviceinitiatesanidle periodeverybroadcastycle,

thenthe fraction of time spentidle by thatdevice will be aboutidle time ~ X = 4 + 13.5.
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The groupwill transmitfirst abouthalf thetime, so onewould expectthis scenariao actually
occurabout%ﬁ = 15% of thetime, andcausediscovery to be delayeduntil the new device
transmits,aboutanotherll1.5secondgassumingt wasabouthalf way througha four second
delayat the beginning of a 13.5secondcycle.) The variouspanicstatesof the existing group
make the differenceslightly less(for low pacletlossrates)thanthe0.15 x 11.5 = 1.6 seconds
thatthis would suggesbut, in generalmutualdiscovery of the new device is containedy this
limit. Furthermorejf a signalis sentto the detectionalgorithmwhenthe underlyingnetwork
establishes connection,then the incoming device will always be first to transmit[Nid0Q],

meaningthatthis problemwill neveroccuratall.

_ mrowmveowy The greatestdangerwith this techniqueis

the caseof two devicesmeetingwherebothare

80000

weak. As with the larger group, if connection

60000

establishmenis beingsignalledto upperlayers,

40000

Frequency (of 100,000 trials)

therewill benodravback;but considerthecase

20000

whereit is not being signalled. Becauseboth

m  wm w w w0 o deviceswerepreviously alonethey will bothbe

00
Tenths of a Second

sendingSAMs aboutonceevery 13.5 seconds,

Figure 6.4: Comparingthe time to mutual dis- ) ) )
and hibernatingfor 4 secondsfollowing each
covery for two weakdevicesversus
broadcast. In the worst case,one device (call

two normaldevices.
it a) hasjust startedhibernatingwhencommu-
nication becomespossible,and the other (b)) sendsduring this period. One of the devices,
probablya, will bethe next to send.Becauseé wasin hibernationthe earliesth couldtransmit
iS Xmin — hibernation time later so, recallingthat hibernation time is X, ,,,, if X and X’

< X' (.80 Xomin < 2X!

min? min

have beenchosersuchthat X,,,;, — X!

. ) thenthis broadcasts
certainto beduringanawake periodfor b. If thismessagés lost, thena will behibernatingdur-
ing the next broadcastrom b. In otherwords,slightly lessthanathird of thetime, the chance
of losing the first two pacletsis the sameasthe chanceof losing thefirst one. For example,
whenthe paclet lossis 20%, the chanceof one of the first two messagegetting throughis
1 —(0.22) = 96% for two normaldevices,but 1 — (30.2 + 20.2%) = 91% for two weakdevices.
As canbeseenn Figure6.4,thiscanmeanadifferenceof two or threesecondsvhenthepaclet

lossis high, but alsomeanghelone deviceswereachie/ing this ratewhile hibernatinga third
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of thetime. In mary applicationsthis tradeof is worth while.

6.3 ReducingBroadcastFrequency

While the mostcommonimplementation®f theideal DEAPspacdargeternvironmentdo share
the propertyof needingidle time asthe overwhelminglymostimportantcomponenf their
servicediscovery protocol, otherpossibilitiesstill exist. Becausehe exact platformwasnot,
andis not, a certainty other possiblemodificationsshouldalso be considered.In particular
whatpropertiesvould emegeif theadjustablgparameteran the discovery algorithmwereset
asymmetrically?

Obviously, configuringthe devicesdifferently meanghatthe obsenablebehaiour canbe
expectedo fall into groups,with similarly configureddevicesgroupingtogether As broadcast
frequeny is the mostobvious obsenableproperty perhapst canbe predictablymanipulated
to shift the broadcastoadin a givendirection. It is possiblethatan applicationwould require
fewer devices,andlongerrange. Sucha systemmight keepthe abstractimodelfor which the
DEAPspacealgorithmis designedput usetranscererswith significantly more currentdrav
whentransmittingthanwhenreceving. (For purposef this discussiondevices with good
power availability will vereferredto as“rich,” in referencdo their power-rich status.)If thatis
the casethenasymmetrigparameternssignmentanbe usedto reducethe power requirements
for somesmalldevices.

The simplestway to achieve this shift is by arrangingto have rich devicesusuallychoose
broadcastimes smallerthanthe timesusually chosenby otherdevices. In this example,the
shift is achiered by leaving the distribution unchangeduniform), but lowering the rangefrom
whichtimeoutsareselected An alternatve would beto usethe samerangefor all devices,but
skew the probability densityfunctionusedby rich devicestowardsthelower endof thatrange.

Figure6.5shavsthatwhile thisschemaewill slightly increaseheoverallnetwork loadin the
vicinity of oneof theserich devices,it will reducenumberof broadcastsentby normaldevices
in that samearea. In this example,the broadcastimesfor normaldevicesaretakenfrom the
rangeX = [12, 15] secondsandfor rich devicesfrom X = [10, 13] secondsThe expiry times
are60 secondsandadevice will chooserom X' = [4, 5] secondsf it seesa SAM shawing its

own serviceswithin 20 second®f expiry. By allowing X andX to overlap,thenormaldevices



76 CHAPTERG6. POWER SAVING
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Figure 6.5: In the presencef zero,one,or two rich devices,thetotal numberof broadcastper minute

for thelocal network, andthe averageperdevice for rich andnormaldevices

will still make somenormal (non-panic)broadcastsin this way, the numberof shortrounds
causeddy panicwill bekeptdown, but therich deviceswill still assumenoreof the broadcast

load.

As shaowvn in Figure 6.6, this schemeslightly increaseghe total numberof broadcastper
minute,but it reducegshenumberof broadcastsentfrom thenormaldevices. Moreover, it does

not affectthe frequeng with which devicesareexpiredin thelists of others.

Unsurprisingly the smallerthe differencebetweertherich andnormaldevices,the smaller
the effect thatthe rich device will have on the system. Figure 6.7 shavs what happensvhen
theoverlapis increasedy changingthe normalrangefor rich devicesfrom [10,13]to [11,14],
the total numberof broadcastss reduced andthe numberof broadcastsnadeby the normal

devicesis increased.

Whatwe learnfrom this is that a disproportionatdraction of the broadcastesponsibility
canbeshiftedto devicesof our choosingoy assigningiming parameterasymmetricallyWhile
notasgenerallyapplicableastheuseof idle timesdescribedkarlier theability for well-powered
devicesto independenthassumeaesponsibilityfor a disproportionatdraction of the broadcast
loadis aninterestingproperty andis helpful in situationswherebroadcastransmissionare

significantlymoreexpensve thanreceptions.
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Figure 6.6: In the presencef zero,one,or two rich devices, the fraction of the time spentexpired by
an averagenormal device, andthe averagenumberof broadcastper minute for a normal

device

6.4 Further Modifications

Any numberof specialmodificationscan be ervisionedfor particularervironments,andthe
morefocusedthe optimization,the moremeaningles# is to demarkthe advantagesn a gen-
eralway. For example,considerthe casewherean ervironmentis expectedto containmary

interchangeablserviceghatareprovided by very mobile devices.

In a highly dynamicervironment, containingmary similar services,unexpired SEsthat
describeservicesofferedby absentevicesmay be a problemif they arechosenn preference
to a valid alternatve thatis still present. The fix for this is for devicesin competitionwith
eachother(i.e.,thosethatoffer similar services)to adwertisemoreaggressiely. By doingthis,
eachcompetingdevice makesit morelikely thatits SEswill have later expiry times,andwill
thereforebe chosenn preferencdo their competitors.

Supposea third timeout rangeis usedby devices that seeservicessimilar to their own
offeringsadwertisedwith a significantlylater expiry time thantheir own. If they picked from
a middle range(e.g.,[4,5] panic,[7,8] eagey [10,14] normal)thenmissingdeviceswould be
preemptedaster

Using this techniquemeansthat if a device leaves, but a reasonablesubstituteremains,
that alternatedevice will quickly renewv itself to have a later expiry time. Normal clientswill

thereforechoosethe SEsof the remainingdevice asthe more desirableoffering, resultingin
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Figure 6.7: Numberof broadcastper minutefor the whole setof six devices,andthe averagenumber

of broadcastperminutefor a normaldevice for variousrangesof timeoutsfor rich devices

fewer failed connectiorattemptgo absenteviceswhenavalid alternatve wasavailable. This
fixesthe problemscenarigresentedn Figure3.2.

Of course this will alsoincreasehelocal network load wheneer two similar devicesare
in the samezonewhile beingof potentiallyno helpif both devicesarestatic,aswith a printer
roomcontainingseveral printers.However, if it is combinedwith idle timesafterevery normal
or eagerbroadcastsimilar to the techniquefrom Section6.2, the shortertypical roundsmay

evenhave a helpful effect on actualpower consumption.

6.5 Scaling

Sofar, we have seenhow the new algorithmbehaesfor smallgroupsof deviceswithout any
concreteexamplesof scalingup to larger numbersof devices. This sectionwill briefly look at
whatcanremainthe samewith referenceo the earlierexamplesandwhatshouldbe changed
whenlarge groupsareexpected.

X and X' reflectthe timelinessof discovery, andarethereforelargely independenof the
numberof devicesexpected,solet’s leave themat X = [12,15] and X' = [4, 5], asusedin
the earlierexamples.Thatbeingthe case the expiry time of 115 secondbecomesunrealistic
since,evenif all roundswere as a resultof somedevice worrying, roundshave a minimum
durationof 4 secondsanddevicesmusthave at leastoneopportunityto broadcasbeforethey

expire. Thisreturnsusto theearlierdichotomyof choosinganexpiry time basednthenumber
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of transmissiorrounds,whenthe choiceof time will affect the durationof the rounds. Since
Equation4.7 predictsthatevenif devicesworry only after 150 missedrounds,andassuming
no pacletlossesa givendevice will still worry aboutonceevery 267 rounds,meaningwe can
expectaboutonein threeroundsto betheresultof somedevice worrying. Thatbeingthe case,
150 roundswill be about1500secondg25 minutes). Clearly, this meansthat absentdevices
will notbe noticedfor along time, althoughnew deviceswill still be promptlydiscovered.As
explainedin Section6.4, theimpactof this tradeof on applicationperformanceas reasonable
whenresponsienesss required.

In suchlargegroups,it maybeworthwhileto sendarequesto thetop two or threechoices,
ratherthanpolling the possiblesenersoneat a time. This approachmay begin to remindyou

of clientbeaconingbut hasseveralimportantdifferences:

1. Connectionsare point to point, and do not usepotentially valuableor scarcebroadcast

paclets.

2. If SEscontaintiming information,the requesttanbe certainto correspondo an awake
periodfor asenerthatis usuallyidle, makingit possibl€for senersto save powerwithout

forcing clientsto repeatconnectiorattemptgor anextendedperiod.

3. If nosuitablesener is available,the client knows immediatelythatthis is the case.If it
wishesto wait for oneto arrive, it will discoverits arrival promptly without the needfor

constantlyrepeatingarequest.

Backto the main point: configurationparametersWe areusing X = [12,15], X' = [4, 5],
b = 1500 (seconds)We expectdevicesto beworrying fairly regularly, andb is fairly long ary-
way, solet’s give anextra 25 secondgo expiry, makingthe serviceexpiry time 1525seconds.
This allows a device to worry for atleasttwo roundsbeforeits servicesactuallyexpire, making
successfutenaval morelikely.

With a large numberof devices, almostevery transmissiorwill not be receved by some
device. For example,with 100devices,and 1% loss,mosttransmissionsesultingfrom a nor-
malroundwill befollowedalmostimmediatelyby atransmissiorirom a device thatalsochose
a normaltimeout, but didn’t receve thefirst try. Similarly, mary 4-5 secondroundswill be
followed by a 7-11 secondroundthat startedoff asa 12-15secondround,andlost the inter-

ruption4-5 secondsn. (i.e., from the point of view of thetransmittingdevice, theroundlasted



80

100000

CHAPTERG6. POWER SAVING

Cumulative Distribution of Round Durations

80000
60000
40000
20000

0 k=2 Chdal

T

Frequency (of 100,000 rounds)

0

300

8
Time (seconds)

(a) Cumulative frequeng for variouslossrates

Distribution of Round Durations (with 5% packet loss)

Frequency (of 100,000 rounds)

10
Time (seconds)

Mo 12.01, 1346|

12 14

(b) Obsenredfrequeng for 10 msintervalsof the 5% losscase

Figure 6.8: Time betweerbroadcastebseredwith 100simulateddevicesover 100,000rounds.

12-15secondsbut thereceving device alsoreceveda paclet after4-5 secondstesultingin its

obsenation of a secondroundhaving lengthbetween7 (12-5)and11 (15-4) seconds.)These

behaiourscanreadilybe seenin Figure6.8, particularlyin part6.8(b). Notetheranges:

0-3: Secondor third transmissiongrom devicesthat picked from the samerangeasthe win-

ning device, but did notreceveits broadcastandthereforedid not canceltheir scheduled

adwertisement.

4-5. Normaltransmissionghosernfrom X’. Note the slight rampup to 4; considerthis sce-

nario:

1. X broadcasts

2. Y recevesthe broadcastand, seeingthat it is nearingexpiry, schedulests next

broadcastrom therange[4,5].

3. Z is oneof the devicesthatdid not receve the X broadcastand had scheduleda

broadcasfrom thesamerangeasX, sogoesaheadandsendsts own.

4. Y doesnotreceve the broadcasfrom Z, andgoesaheadandsendsts broadcasté

to 5 seconddrom receving the onefrom X, which turnsout to be 3 to 4 seconds

from thebroadcastrom Z, resultingin a3 to 4 secondound.
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7-11 Transmissionscheduledrom X, interruptedby a broadcastimed from X', but the
interruptwaslost. The upperendof this rangeis obscuredy transmissionscheduled

from X, interruptedn thefirst secondor two, but theinterruptionwasnotreceved.

12: With so mary devices competing,if no interruptioncomesfor so long that a normal
transmissiorthoserfrom X canbesentproperly thewinnermusthave choserfrom very
nearthelowerendof therange hencehedenseconcentratiomn thefirst few milliseconds

following the 12 secondnark.

Thelesslikely combinationsof events(e.g.,the 3 to 4 secondrangedescribedabove) be-
comemorecommonasthelossrategoesup, leadingto the smoothdistribution of timesseenn
the 20%losscurve of Figure6.8.

A pointthathasbeenmadeearlier but highlightedhere,is the necessitythatdevicesknow
approximatelyhow mary otherdevicesthey expectto have asneighbours. It is presumably
reasondik e this thatled to the designof HIPERLAN thatrequiresnew devicesto receve con-
figurationparametersincluding beaconfrequeng, whenthey join a new group. It is possible
thatincluding parameteraluesuggestiongespeciallyfor adjustingexpiry time) in eachSAM
would assistdevicesin being more useful, but the exact form of sucha modificationwould

dependa greatdealonthe actualembodimenfor which it wasdestined.

6.6 Chapter Summary

Prior to this chaptey the new servicediscovery algorithmwas studiedover a genericnetwork
interface.With the exceptionof Section5.3.1,in which feedbackaboutjoining a nev network
group was usedto improve discovery time, analysishas heretoforebeenlimited to varying
paclet lossrates. Theserateswere assumedo be part of the ervironment,and beyond the
control(or knowledge)of thediscovery algorithm. In this chapterwe lookedat someimprove-
mentsthat are enabledby providing the servicediscovery implementationwith information
aboutthe underlyingnetwork behaiour.

Initially, andmosteffectively, apower saving improvementvaspresentedor usingnetwork
device idle modesto give well over 40% power saving, with almostno costto performance.
Somelesshardware-dependergolutionsusedknowledgeaboutthe generalpower usageof the

underlyinghardware asa cueto asymmetricassignmenof configurationparametersopffering
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power saving to thosedeviceswith the greatesneed. Finally, knowledgeof increasedyroup
sizewasusedto considergeneraparameteralues.

Thisis thefinal chapteraddressingliscovery performanceChapter7, thefinal oneremain-
ing beforethe conclusionsaredrawvn, will give anoverview of the actualservicedescription

languageausedto form the SEencodingsandto accepigueries.



Chapter 7

Service Description

Discovery is not meaningfulexceptwhencoupledwith
Background

a descriptionlanguage for the servicesbeing discovered. N

Thus,for completenesshis chapterwill explain the system Locating Services Describing Services
bywhich DEAPspace&reatesandinterpretsservicedescrip- ‘ Ppe:fegmgj ~ S ‘
tions. The majority of this chapterexpandson the service | |

Performance

Evaluation

_— :
‘ Conclusions

descriptionsectionof [HHM T01].

Becausehe DEAPspacadesigninvolvesvery frequentretransmissiorof servicedescrip-
tions, compactness very desirable andto allow for flexibility andgrowth, generalityis also
important. To achiave compactnessye could not usea completelygeneraldescriptionlan-
guagelike XML [BPSMMO0O], but usedinsteada combinationof standardizedlefinitionsand
userdefinedtypesinspiredby MIME (MultipurposelnternetMail Extensions]FB96].

Thedescriptiorformatis notthe mainpoint of thisthesis soit will notbeanalysedn great
detail,but is presentedherewith someexplanationandbrief examples First, thetheorybehind

thedatastructuresusedinternallyis reviewed,thenthe actualencodings given.

7.1 Data Structure

Two importantlessondrom MIME contributedto the developmentof the datastructureused
in DEAPspace. The first lies in the fact that dataformat is the bestdefineddescriptionof

the function of an application. The secondesson,alsoto be seenin SLP and otherinternet
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Name

Servi ceDescri ption
ServiceAttritutes
InputFormat
OutputFormat

Name\alueRirs

Name := <string>
ServiceAttritutes ::= DeviceAddress
SecurityAttributes
Owner
Fee
InputFormat ::= Formatlype
OutputFormat ::= FormatType
Name\alueRiirs = (<string> <string>)*

Figure 7.1: Contentof a servicedescription

protocols,is the compromisebetweenwell-defineddatatypesanduserextensions.

For a servicedescriptionto be useful,it mustalsoincludemorethanjust whatthe service
is capableof doing. For example,the addressof the device offering the serviceis necessary
It is alsousefulto allow for owneridentification,and other miscellaneousletailsthat do not
directly relateto inputandoutputformats.Keepingthisin mind, thefinal designis asshovn in

Figure7.1.

In thesecomponentsiNane is simply a userunderstandableamethatcanbe usedto refer
to the service.This nameis not necessarilyiniqueto a particulardevice, andshoulddescribat

concisely

Servi ceAtt ri but es uniquelydefinesaservice allowing any deviceto discoverwhether
it is permittedto accesshe describedservice,andhow to do so. Devi ceAddr ess is simply
theinformationnecessaryo establisha connectionwith the servicebeingdescribed.Secu-
rityAttri butes includesinformationaboutwhich otherdevicesare permittedto usethe
service,and how to authenticatehem. The Oawner field identifiesthe currentowner of the
device,andwould mostcommonlybe usedto preventsuchsituationsasconnectinghe mobile

telephonecorversationof oneuserto a headsebeingusedby a differentuser Fee identifies
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thecost,if any, associateavith usingtheservice.

NanmeVal uePai r s simplyallow userconfigurablesxtensiongo thedescriptionanguage.
They arenot currently used,but allow for future additions,suchas GPS(Global Positioning
System)ocation.

| nput For mat andQut put For mat areboth of type For mat Type. Thisis aflexible,
qualitatve descriptionof therole of a service,andallows otherdevicesto determineautomat-
ically whetherit is possiblefor a givenserviceto fill their requirementsThe appropriateness
of a given choicemay dependon otherfactors,but if the input and/oroutputformatsmatch
the specifiedrequirementsthenthe servicecanbe used. A null valuefor eitherof thesefields
indicatesa dataendpoint:null I nput For mat indicatesa datasource(e.g.,a microphoneor
videocamera)andnull Qut put For mat indicatesasink (e.g.,a printeror bulk storageunit).

Theactualconstructiorof thesedatastructuress the subjectof the next section.

7.1.1 Format Types

By describingall servicesasa combinationof input formatsandoutputformats,compatibility
with new devicescaneasilybe discovered. For example,the GSM telephonehat recevesan
SMS messagemight look for an external display device as an alternateoutput. Sucha ser
vice couldbeofferedto sare auserfrom retrieving the handsefrom anotherwiseinconvenient
location, perhapsusing a pop-upwindow on that users workstationdisplay A later devel-
oper independentf the original handsevvendor might develop a text-to-speachdevice for the
car thatis backwardly compatiblewith the original handsetput alsoacceptspeciallanguage
markupswhenavailable. In this scenarioa nev handseshouldknow the differencebetween
thetwo devices,but the old handseshouldstill be ableto make useof the basicinterface. For
this reasonwe have introduceda hierarchyto the servicedescriptions.For this example,we

might usethefollowing taxonomy:
e WorkstationPop-Uplnput Format:t ext / asci i
e Text-to-SpeechHnputFormat:t ext/ asci i/ pronunci ati on- mar kups

Becausdhe text-to-speecldevice extendsthe basict ext / asci i format,it is indicatingthe
ability to acceptary datathatwould have beenappropriateor the workstationpop-up,while

alsoacceptinghe extendedformatthatincludesmarkups.
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For mat Type := FormatComponent*
FormatComponent ::= OlDcomponent
Parameter*
FormatComponent*
OIDcomponent ::= <bytel1l-254>

| <255> <string>

Figure 7.2: Contentsof For mat Type

In additionto format classeslik e thoselisted above, parameterganalso be usedat arny
levelin thehierarchy A displaythatacceptsmagedata,for example,mayindicateamaximum
resolutionandnumberof colours.Theseparametersvould not affectthe setof formatsthatcan
be readby that display andwould apply equallyto all. Otherexamplesof parametersvould
includeversionandrevision numberdor standardormatslik e PostScript.

Eachparticularformattype s identifiedby a uniqueobjectidentifier (OID), composedf
uniquevaluesfor eachlevel in thedefininghierarchy For well-known extensionsthisis aone-
byte value;for non-standar@xtensionsit is a string. The total overview of formattypesis as
shownin Figure7.2.

Eachcomponenbf theformattype hasoptionalconfigurationparametersandzeroor more
dervedcomponentsBYy usingthis treestructure a servicethatcanacceptmultiple extensions
of aformattype neednot duplicatethe commonparametersFor example,a displaythat can
shav both JPEGandGIF encodedmagesincludesthe displayparametersnly once,thenthe
parameter$or the JPEGandGIF componentseparately

Par anet er is ary userdefinedvalue. Becausehe format for thesevaluesmay not be
known to all devicesreceving the description,it mustbe possibleto skip over the encoded
parametersf the componentypeis unknovn. The actualsolutionsto theseproblemsarethe

subjectof Section7.2.

7.2 Encoding

EachFor mat Conponent is encodedwith its own parametersanda zero-terminatedist of
its derived components. Becauseeachcomponentdefinesits own parameterencoding,the

parameterareprefixedwith alength,to allow themto be skippedoverin thecaseof arecever



7.2. ENCODING 87

thatdoesnot know the formatbeingdescribed.In mostcasesthe parametersre expectedto

be small, sothelengthis expressedn oneunsignedoyte, with zerolengthin the casethatno

parameterareassociatedvith a particularcomponentTheresenedlengthvalue255indicates
the parametersre continuedafter 255 bytesof data,which datawill be followed by another
one-bytedengthvalue.

For example, assumehatthe OID for JPEGimagess “10.02; andtheOID for GIF images
is “10.gif.” Theimageencodingformat,in this smallexample,includesonly the resolutionof
the display device, expressedastwo 4-byte unsignedintegers(encodedwith leastsignificant
byte first) representingvidth and heightrespectiely, and neitherthe JPEGnor GIF formats
have ary associategharametersTheformattypefor a 1024x768esolutiondisplay capableof
displayingJPEGandGIF imageswould thereforebe encodedasthefollowing 25-bytestring:
041002000007255036769660000090000040000000300000100

Expandingthis stringwith moredetail:

04 bytesbeforeendof first local parametersection
)
10 OID for first top-level componentimage”
02 OID of first second-lgel componentJPEG”

00 JPEGhasnoderivedcomponents

\ 00 JPEGhasnoparameters

07 bytesbeforeendof next local parametersection
.

255 OID of secondsecond-lgel components anextendedype
03 lengthof string
{ 676966 [SO8859-1(ASCII) encodingfor “gif”
00 GIF hasno derivedcomponents
00 GIF hasno parameters

\

09 bytesbeforeendof next local parametersection
)

00 imagehasno furtherderivedcomponents
{ 00040000 width: 1024

\ 00030000 height:768

01 bytesbeforeendof next local parametersection

{ 00 nofurthertop-level component®xist
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Notice thatthe parameter®f a formattype are encodedafterits derived typeshave been
completelyencoded. This facilitatesthe hierarchicalinterpretercode. The variouslengths
includedin theencodingallow it to bebrokeninto blockswhenit is first read. The only partof
aformattypedescriptiorthatcancauseconfusionto aninterpreteiis thelocal parameterfor an
unknown formattype. To dealwith this, thelengthsalwayspoint to the endof the next section
thatmight causeconfusion.If thedecoderverfindsan OID with which it is unfamiliar, it can
skipto thenext block,andcontinue.Thisencodingoffersaflexible, andcompactrepresentation

for formattypes.

7.3 CodeStructure

The Java codethatinterpretstheseformattypesis, lik e the type definitionsthemseles,hierar
chical. It is includedherefor completenessandfor generainterest.Readersiot familiar with
Javamaywish to skip this section.

All formattypesaredecendentsf For mat Type. Thegeneraflow canbeseenby looking
atthememberfunctionFor mat Type. decode() shovnin Figure7.3.

Thepieceof codeshown in Figure7.3 usesseveralnon-standardypes:

Encoder : This is just an object that holds a byte array and remembershow much has
beenread. It offers memberfunctionslike readStri ng(), readByteArray(),
andr eadl nt () thatunderstandhe dataformatsusedto encodedatain this system.It
alsohastheinverse(write) operationghatcreatean encodedarraygiventhe component

datatypes.

UnknownFor mat : Thisis aclassderiveddirectly from FormatType. Whenthelocal device
doesnot know how to interpretthe parametedataof the currentformat (and,therefore,
will alsonot know how to interpretthe parameteformatsof its derivedtypes)it creates
a classof type UnknownFor mat . This is a placeholder classthat doesnothing ex-
ceptrememberthe encodeddescriptionof the currentformat type, advancingthe state
of the Encoder objectpassedn so the next byte readwill be the first following the
unknown part. This allows the full servicedescriptionto be correctlyrecreatedor later
transmissioneventhoughit wasnotcompletelyunderstoody thedevice performingthe

encoding.
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prot ected voi d decode( Encoder x) {

Vector sctnp = new Vector(5,5);

whil e(true) {
DSoi dConp ¢ = DSoi dConp. creat e(x);
if(c==null) break;
For mat Type ft = this.createSubclass(c, Xx);
if(ft == null) ft = new UnknownFor mat ( x);
ft.oidConp = c;
sct np. addEl enent (ft);

}
int sz = sctnp.size();
if(sz == 0) {
this.subd ass = nul | ;
} else {
this. subd ass = new For mat Type[ sz];
for(int 1=0; i<sz; i++) {
this.subC ass[i] = (Format Type) (sctnp. el ement At (i));
}
}

Figure 7.3: FormatTlype.decode(inemberfunction
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DSoi dConp: Thisis simplytheO Dconponent describedn theencodingschemeverview.
A factorymembeifunction(DSoidComp.create(x)$ usedin placeof anormalconstruc-
tor function,becausextendedOIDs (strings)arereturnedasa DSext endedO Dconp,

andstandardize®IDs (one-bytevalues)arereturnedasthe basetype DSoi dConp.

The only other non-standarclementof the presenteccodeis the call to cr eat eSub-
cl ass() . Thisfunctionis overloadedy all classeslervedfrom For mat Type, anduseshe
next availabledatain theEncoder parameteto createthe subclassdentifiedby the supplied
OID componentlf thatOID componentis unknavn to the versionof the currentformattype
storedon the device performingthe interpretationthennull is returned. This event triggers
the decodingfunctionto createa placeholdetunknownFor nat type with whatever encoded
bytesdescribehe unrecognizedormat.

The extensionsof For mat Type all have constructorghatacceptan Encoder objectas
their parameterThesefunctionscall the decodeunctionpresentedherefirst, thendecodeheir
local parametersThis codestructureis the reasorthe parameteref a baseclassareencoded
afterthoseof its derivedclasses.

Theencodingiunctionsareevenmoresimple,asshovn in Figure7.4.

For thisfunction,eachderivedtypethatusesparametersimply overridesthememberfunc-
tion For mat Type. encodelLocal ( Encoder) to betheinverseof its own decodingof lo-
cal parametersNotice that the FormatType baseclasskeepsits own list of sub-classes an
array andthateachobject(sub-classeandOIDs) know how to addtheir own encodediatato
anEncoder object.Also notethatthecall tow i t eEndMar ker () actuallysignalstheen-
coderof theendof ablock. Theseblocksaremarkedwith lengthsatthe beginning, thatwill be

addedwhenthe contentsf theencodemreactuallycorvertedto a bytearrayfor transmission.

7.4 Query Matching

In thecurrentimplementationaqueryin Javais madeby creatingatemplateSer vi ceDescr i p-
t i on thatcontainsvaluesin whicheverfieldsarerelevantto the searchandnull valuesfor all
otherfields. Most usually theonly non-nullvalueswill betheinputand/oroutputformats,but
attributeslike Oamner mightalsobeimportantto somequeries.

Thevaluesfor input andoutputformats(whennot null) containthe highestlevel classthat
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prot ected voi d encodeLocal (Encoder x) {}

public void encode(Encoder x) {
if(subClass !'= null) {
for(int 1=0; i<subd ass.length; i++) {
subd ass[i]. oi dConp. encode(Xx);
subCl ass[i].encode(Xx);
subC ass[i].encodelLocal (x);

X.writeEndMarker();

}
DSst dO Dconp nc = new DSst dO Dconp( DSoi dConp. ENDVARKER QD) ;

nc. encode( x) ;

Figure 7.4: FormatTlype.encode(inemberfunction

fits the applicationrequirements.In practice,the query matchingfunction simply usesthis
templateto generatehe OID for thedesiredclass.If aFor nmat Type treecontainsatleastone
matchfor all specifiedcomponentsn the requestedID, including descendantef that class

(having morecomponents)henthatformatis consideredo matchtherequest.

An arrayof all serviceelementsnatchingthe requestedemplateis returnedo therequest-
ing application. If particularparametewvaluesin the For mat Type entriesare importantto
the application,thenit mustdo its own filtering of the list thatis returned. This avoids a re-
guiremenfor includingclass-specificomparisorfunctionsin all extensionsof For mat Type,
whichfunctionswould benecessarjor meaningfulcomparisorof parametersThedataformat
would permitexactparametematcheso bemadewithoutsuchmembeifunctions,aswasdone

in Jini, but thiswasnot seenassufficiently usefulto beimplementedn the currentversion.
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7.5 Chapter Summary

This chaptethassummarizedhe designof the servicedescriptionandencodinganguageused
in the existing embodimentof the DEAPspaceservicediscovery algorithm. This encoding

schemecangenerallybe characterizedyy thefollowing features:

e All datatypesarebyte-alignediencodeddata(with the exceptionof booleanswill take

up only asmuchspaceasnecessary

e Servicedescriptionsarehierarchicallystructureddatatypesthatshareinformationat the

highestpossibleevel.

e For mat Type datais encodedn a post-orderfashion:first thosepartsthatdiffer, then

thosethataresharedfor eachlevel specificendmarkersareused.

e The decodingalgorithmskipsunknonvn dataformattypes,andresynchronizesvith the
next known upperlevel formattype, usingthe end marker correspondingo the item to

beskipped.
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Conclusions

Thisthesishasexplainedtheneedor a servicediscovery
Background

solutionthat addresseghe particular qualitiesof transient, I\
ad-hocwirelessnetworks. It also offered a solutionin the Locating Services | | Describing Semc%
form of a new algorithm. This chapterwill summarizeand P,edimmj o
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review the work performed,and extrapolateto somenew ] ]

R

Conclusions

Performance
Evaluation

directionsthat offer promisefor future developmenif the

ideaspresented.

This thesisopenedwith the problemof servicediscovery in ad-hocnetworks. This is an
importantareaof ongoingresearchput existing solutionscan be frustratedboth by frequent
changesn groupmembershiftransiencepandby unreliablecommunicationgasexperienced
with wireless). It wasarguedthatto dealwith the transientnatureof the networks, a decen-
tralizedapproachwould be necessarylt wasalsoshavn thataddressinghe limited broadcast
bandwidthandpoorlink reliability would requirecollaborationbetweerseners. An appropri-

atenew algorithm,designedvith theseobsenationsin mind, wasthenpresented.

The DEAPspaceclassof algorithmsprovides a distributed servicediscorery mechanism
thatis very tolerantof paclet loss, and usesa minimal amountof broadcastraffic. Newly
arriving devicesdiscover all the servicesavailablelocally more promptly thanwith compara-
ble distributed algorithms,suchas sener beaconing. Furthermorethis algorithm allows for

generougpower conserationpotentialthroughthe useof device idle modes.
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8.1 Contributions of This Thesis

This thesishasidentified areasof weaknessn currentdiscovery techniquesasthey apply to
transientad-hocnetworks. It hasproposed new styleof servicediscoverythatcounterbalances
theseproblemsandquantifiedthe areasof strengthandweaknesén this new system.
Thefollowing is ashortreview of how this wasaccomplished:
Chapter 2 (Background):
¢ Reviewedexisting discovery techniquesidentifying trendsin designstratgies,and

explainedwhy andhow thesestratgiesareuseful

e Reviewed contributionsof routediscovery to generalinformationdisseminationn
ad-hocnetworks,anddrew parallelsbetweerthe goalsof routediscovery andthose
of servicediscovery

Chapter 3 (LocatingServices):

e Introducedanew classof algorithmthatusessener collaboratiorto efficiently share
serviceinformationamongsi groupof devices

¢ Madedirectcomparisondetweerthis new solutionandexisting routing solutions

Chapter 4 (PredictingPerformance):

e Defineda basemodelfor studyingthe expectedusualbehaiour of a groupof de-
vicesembodyingthe DEAPspacealgorithm

e Examinedthe recorery mode (worrying) throughwhich devices can toleratethe
randomoccurrencef anunusuahumberof consecutie lostraces

e Explainedtheexpectedeffectsof pacletlossontheperformancef the DEAPspace
algorithm

Chapter 5 (Performancévaluation):

¢ Introducedandvalidateda discreteevent simulatorfor studyingthe effectsof un-
usualnetwork conditionson discovery performance

¢ Introducedandvalidateda real-timenetwork emulatorfor studyingdiscovery per
formancewith actualclientapplicationcode

e Exploredthe behaiour of the DEAPspacealgorithmunderartificially constructed
pathologicatase®f simultaneoustart,memging of two groupsandmeetingof two
lonedevices

e Discussedhe useof DEAPspacesa routingmethod,notingthatit may be useful
for disseminatindocationinformationfor usewith geographicaftoutingstratgies

Chapter 6 (Powver Saving):
¢ Explainedatechniquefor usingtheidle modeof somehardwareto reducethe en-
ergy consumptiorof devicesembodyingthe new algorithmby morethan40%

e Presentedhethoddor usingasymmetrigparameteassignmenin algorithmembod-
iments,andexplainedtheresultingbehaiour

e Verified the scalability of the algorithmto groupsof a hundreddevices, and dis-

cussedthe configurationconsiderationgor devicesthat expectto join suchlarge
groups

Chapter 7 (ServiceDescription):
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¢ Introduceda techniquefor usefully describingservicesin sucha way asto allow
backward-compatiblejueriesto make useof future extensions

e Presenteé compactncodingschemdor theseservicedescriptions

Of these,the primary contribution is the developmentof a new style of servicediscovery

algorithm. This new solutionhasvarioususefulqualities:
e Makesreasonabléoaddemand®n the network.
e Offersfastdiscovery of newly arriveddevices.
e Createsagoodplatformfor power-conservingoperation.

As anecessargo-developmento the servicediscovery algorithm,a descriptionandquery

formatwasalsodeveloped.Thisformatalsooffersqualitiesusefulto efficientservicediscovery:

¢ Allowsbothuserdefinedandstandardizedype extensions.

e Permitslegag/ queriesto be satisfiedby upgradedserviceofferings,while still allowing

gueriesfrom newer devicesto take advantageof extendeddescriptiondetail.

e Offerscompactencoding.

8.2 Further ResultsArising From This Thesis

While the DEAPspacestyle of algorithmis afastandeffective methodof servicediscovery; it is
notappropriatdor everytypeof network. In particular it requiregpeerto-peercommunication.
The startof this researchn 1998wasalsoan early stagein the developmentof the Bluetooth
communicatiorstandard.BecauseBluetoothwas alsotargettingabouta ten metrerange,the
authorfollowedthe developingstandardwvith greatinterest.Whenthe BluetoothSIG choseto
useacentralizeccommunicatiormodel,he stayedn contactwith thecommitteeout of general
interest.

In the end, servicediscovery was separatedrom device discovery, exceptfor a minimal
“classof device” valuethat can be usedin a device enquiry The timelinessof this service
discovery can be greatlyimproved by using a pushmodelto prefetchdiscovery requestgo
device. As adirectresultof work performedon this thesis,a methodfor applyinga pushmodel

to improve responsienesgo changdn BluetoothwasproposedNid01].
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Although the resourcediscovery algorithmwas designedo keepreasonabldimits on the
amountof dataactuallysentto thenetwork, reducingthisamounts still useful.By usingservice
version numbers,greatly compressedists can allow the datavolume to be slashed(during
normaloperation}o only two integersandanaddresperserviceelement New devicescanstill
discoverthegrouppromptly, but the network traffic is reduced.Thedetailsof thisimprovement

have yetto bestudiedbut it is anotherinterestingcontribution [HHMNO1].

8.3 FutureWork

As notedin Section6.5,thechoiceof configurationparameterss fosteredoy knowing approxi-
matelyhow mary devicescanbeexpectedo bein asinglegroup.In theory it shouldbeenough
for devicesto defineX, X', expiry time, andtime to startworrying asfunctionsof thelength
of thelist of known (unexpired) devices. In practice,somethingmore sophisticatednay be
necessaryo coordinatedevicesthatdo notagreeonthesefunctions;if thisbecomes problem,
it couldbestbe dealtwith throughanindependenstandardizatiorffort.

What functionswould be bestfor thesepurposesand how seriouswould the artifactsbe
whendifferently configureddevicesencountere@achother?Theformer questionis answered
mostsimply by looking at the procedureusedin Section6.5, andextrapolating. The latteris
an interestingareafor future work. Intuitively, it seemghattherewould be a brief period of

confusion,quickly resohedby the speedn which mutualdiscoveryis completed.
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The problemof combiningelementsdrom varioussetsis very similar to the well studied
problemof combiningvariabledrom thevarioustermsof analgebraiexpression For example:

Question1 With exactlythreecoins,howmanypermutationof headsandtails are possible?
Eachof thethreemusthave oneof two valuescall theseh or t. The possiblesetsarethese:
hhh, hht, hth, htt, thh, tht, tth, tit (A1)

By disregardingthe orderin which the coinsarearrangedthis canbe rewritten asfollows:

h3, h?t, h*t, ht?, h?t, ht?, ht*, £ (A.2)

Simplywriting thisasasum(aserieswill nothideary propertiessincesummingalgebraic
termswill collectonly the termswith the sameexponentsandthereforethe samenumberof

headsandtails (i.e., permutation®f the samecombination).
h? + 3 x h* + 3 x ht> + 3 (A.3)
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This new representatiorstill shows the eight possiblepermutationsor Questionl, and
alsoshows thatthis is composedf four groups,two having multiplicity three,andtwo having
multiplicity one.

Furtherexaminationof ExpressiorA.3 offerssomenew insight:
h? 4+ 3h%t + 3ht?,t* = (h+ t)(h + t)(h + 1) (A.4)

This highlightsthe similarity betweenchoosingcombinationsof choicesandcombiningterms
in algebraicmultiplication. In the caseof multiplying (k + t)?, the exponentson 4 andt shav

the numberof eachthatwerechosenandthe coeficient shavs the numberof waysthatthose
countscanbe picked. In this case the actualvalueof h andt hasno meaning Thevariables

aresimply placeholdergor their coeficientsandexponents.

Question2 Choosingonebar fromead of threeboxeseadt box containsiron bars weighing

1,5, and 8 kilograms,how manytotal weightscan beformed.

Thistime, we have only onethingto count,soonly onevariableis needed:

(z' +2° +2%)3 = 234 327 + 32" + 32" + 62"+ n
327 + 215 + 3218 + 322 + 2 (A9)

We cannow seefrom the coeficient of z'* thattherearesix waysto form fourteenkilograms
(oneof eachtype has3! waysto bechosen.)
Supposeve changethe weightsto 1, 2, or 3 kilograms,andalsopermitsomeboxesto be

skippedall together The new generatingunctioncanbewritten lik e this:
g(2) =@+ 2t + 22+ 2% = (1 + 2 + 22 + 2°)3 (A.6)

The fully expandedversionof g(z) is long enoughto be omitted from this, but whatever
it actuallylookslike, it is equivalentto ExpressiorA.6. This is wherethe distinctionbetween
algebraandcombinatoricgyetsblurred. This notationwasmeantasa shortway of writing long
series put we alsoknow this:

1—a*

11—z

(l+z+2°+2°) = (A.7)

Thuswe have the closedform for g(x):

g(z) = (1 - x4)3 (A8)
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Question3 How manywayscan Swisscoinsbe usedto make change for 1 Swissfranc?

Begin with ageneratingunction consideringzeroor morecoinsof eachvaluel, 5, 10, 20,
50,and100(1 centimecoinsstill exist, andwe canignorecoinsof valuemorethanl franc.) In

this case gachcoin denominatiorreplaceshe boxesof weightsin the previousquestion.

f@) = nWo(Q+a+22+ 42 A+ +20 4+ +25) (1 + 210 + 220 4 . 4 100

1 1 1 1 1 1

1—z 1—2% 1—210 1—220 150 1100

(A.9)
In this question,t is clearthatexpandingall the combinationsvould take too long, sothe
closedform hashelpedus. Whateser the coeficient of z'% is in the expandedform of f(z),

thatis thenumberof waysto make changédor afranc.

A.1 Taylor Series

The problemwith having a closedform solution,asin EquationA.9, is thatit is not soeasyto
getthefinal answer To do this,we mustexpandf(x) backinto a series.Oneway to expandan

expressionnto aninfinite seriess to useTaylor series:

F(z) = F(y)+ F(y)(z —y) + F"(y) 25 + FO)(y) e’
o PO (e g

n

(A.10)

It is commonto choosey = 0 for EquationA.10, asit makesthe evaluationeasief so
long asall the derivativesof F'(z) aredefinedat zero. Calculatingthe hundredthderivative of
EquationA.9 would bedifficult, but usingacomputemakesis feasible yielding theanswerto

Question3: Thereare344waysto make 1 francfrom Swisscoins.

A.2 Counter Variables

Sometimegheweightis notthe only importantquantityto measureln the coin examplefrom
above, f(z) allows the valueof the coinsto be counted but ignoresthe numberof coinsused.

A modifiedgeneratingunctionthatallows boththingsto be countedwould be the following:

1 1 1 1 1 1

h —
(z,2) 1—2x1—2251 — 22101 — 22201 — 250 1 — 2100

(A.11)
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In thenew equationthe power of z is increasedy oneeverytime acoinis used,while the
power of z is simultaneouslyncreasedy thevalueof the coin. Expandingthe Taylor seriesof
h aboutz givesthe coeficientof 2% as(z% + 2?2), which translateso sayingtherearetwo ways
to make six centimesn changepnewith six coins,andonewith two coins.

Alternately expandingaboutz providesthesetof valueshatcanbeformedwith aparticular
numberof coins.Naturally, thenumberof valuesthatcanbeformedby agivennumberof coins
is large. For example the coeficient of 22 in the expansionof h(z, z) is thefollowing:

o2+ 28 + 20 + M+ 2+ 2?0+ 2?2 4 230 4 210 25 4 2O (A12)
+$60 + $70 + xlOO + $101 + $105 + xllO + 33120 + ,’E150 + 1‘200
The 21 termsof this coeficient tell usthat21 differentvaluescanbe formedwith exactly two
coinsfrom our set. Eachparticularvaluecanbe formedin exactly oneway, asindicatedby all

the coeficientsbeingone;andtheactualvaluesin questionarethe variousexponentsof z.

A.3 Differ entiation

Asthesdermsgetlong,asin ExpressiorA.12 above,somecommonoperationdecomenelpful.
For example,supposave wantthe averagevalueof two coins,chosenfrom the setof 1, 5, 10,
20, 50, and 100 centimes,where order doesnot matter We know thereare >0 i = 21
possiblecombinationf two coinsfrom a setof six types,sotheaveragevalueis justthe sum
of thevaluesof all thesecombinationslividedby 21. Notice, however, thatthisis justthesum
of all the coeficients multiplied by their correspondingexponentof z (i.e., eachachievable
valueis multiplied by the numberof waysto form that value,andthe resultingproductsare
summed.)This operationis preciselythe dervative w.r.t. x, evaluatedatz = 1! In the caseof

Expressiom.12, thefirst derivative w.r.t. z is thefollowing:

221 + 62° + 1022 + 1120 + 152™ + 202 + 21220 + 252%* + 302%°
+4023° + 51250 + 5525* + 6025° + 7025° + 1002%° + 10190 (A.13)
+10521% + 110210 + 12020 + 1502140 + 2004190

Theexponentsolongerhave ary significantmeaningbut by settingz = 1, they disappear
anyway, leaving justthe sum: 1302. The averagevalueof two coins,choserfrom the specified

set,independentf order is 1302/ 21 = 62 centimes.
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For asecondexample,supposerderdoesmatter andadapthe generatingunctionaccord-

ingly:
g(x) = (. +2° + 2" + 2% + 2°° 4 2'9)? (A.14)

EquationA.14 dropsthe z usedabove, sinceit is no longernecessaryln this equation there
will alwaysbe exactly two choicesfrom the setof possibilities,sothe only power of z would
have beentwo anyway.

As in the first example,we now have a generatingunction for our answer Differentiate

w.r.t. z, thensetz = 1 to getthe sumof thevalues,asshavn in EquationA.15,

g'(x) = 2z +2°+ 20+ 2% + 2% + 2'%)
(1 + 52* 4+ 102° + 202" + 502 + 1002*) (A.15)
g(1) = 20 +1+14+1+1+1)(1+5+10+ 20+ 50 + 100) = 2232

thendivide by the numberof possiblechoices(6? = 36) to find that the averagevalue of 62
centimess the sameregardlessof whetheryou countthe orderof selectionof not. Note also
thatthe numberof choicesis just the sumof the coeficientsbeforethey aremultiplied by the

exponentswhichis g(1).

A.4 Regular Expressions

If alanguagecanbedefinedby aregularexpressior(i.e.,if it is contet free),thenit canreadily

be expressedsanequialentgeneratingunction. For example,this regularlanguage:
((AA)*B)" = B+ BB+ AAB + BBB + BBBB + AABB + BAAB + ...

includesall stringsof A and B thatendin at leastone B, andhave all groupsof A with even
size. Thebasicproceduras to replacea sequencelefinition from the languagedefinition with
a serieshaving the sumof countervariabletermswith exponentsequalto the multiplicity of
their correspondinganguagesymbol. For example,the following guidelinescanbe generally

applied:




102 APPENDIXA. GENERATING FUNCTIONS

o0
+ i T
X —>Z:c—>

4 1—=x
=1

Recursve applicationof theserulesto our languagdeadsto thefollowing generatingunction:

fla,b) = =2 (A.16)

Thereareotherwaysof writing this languagefor example,thefollowing is true:
(AA)'B)* = (B + AA)'B

This new representatioteadsto the new generatingunction:

b

fala,b) = T—(+a)

(A.17)

Not surprisingly a quick inspectionrevealsthatthesetwo generatingunctionsfor equiva-

lentlanguagesirealsoequialent(multiply EquationA.16 by }jgz). Noticethat f (a, b) counts
both the numberof As andthe numberof Bs. If we wantto studyonly the lengthsof valid
strings,thereis no particularreasorto countthemseparatelysimply substituter for bothvari-
ables,creatinga single counterwith an exponentequalto the total length of the string, and

expandtheresultingequationvia a Taylor series:

% =z + 2 + 22% 4 3% + 52° + 82° + 1327 + O(z®) (A.18)
— T — T

EquationA.18 shonvs us,amongotherthings,that preciselyl3 stringsof length7 aremem-

bersof thelanguage(B + AA)*B. Application of thesetechniquess often muchfasterthan

explicit analysisof alarge sequenceasis thecasein Chapterd.



Appendix B

Newton’s Approximation Method

This very briefly reviews Newnton’s methodfor approx-
Background

imating the zeo interceptof arbitrary well-behavedunc- N

Locating Services

Predicting

Performance ‘ Power Saving

! |

‘ Performance

Describing Service:

tions.

Evaluation

—_— .
‘ Conclusions ‘

Section4.2 makesuseof Newton’s methodfor approximatinghe solutionto Equation4.7:
z = (%) (1 — (%)) This brief appendixillustratessomeC codefor finding this

n

z(1—z)bFT @
solution.

Recallfirst that Newton’s methodrefersto a technique(demonstratedy IsaacNewtont)
of successiely refinedapproximationgo an equationof the form f(z) = 0. Statedsimply:
startingwith a “reasonable”guessz, (i.e. ary guesssuchthat no inflection pointsof f(x)
exist on the rangebetweenthe exact solutionandz,, andthe slopeof f(z) at z, is bounded
lessthaninfinity), finding the interceptz; of the tangentof f(z) atz = z, will be a better
approximationof the correctsolutionthanz,. Sincecalculatingthe interceptof the tangent
of f(z) ateachsuccessie approximationz; involvesevaluating f (z;) anyway, repeatinguntil

|/ (z;)|| < tolerance is easilyincorporatednto animplementatiorof thisalgorithm. Theexact

IActually, “Netwon’s method” was first publishedby JosephRaphsona colleagueof Newton, in his book
Analysisaequationumuniversalisin 1690,but wasdemonstrately Newton for a particularapplicationin Method
of Fluxions written 1671,but publishedl 736[OR96].
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solutioncantherebybe approximatedo within anarbitrarytolerance.
After subtractinge from bothsidesof Equatiord.7,thefollowing codeintersectgheresult-

ing functionwith zero,usingits first dervative w.r.t. z (EquationB.1).

B z o ! (C1-h)(1—2)
(1 —1+(1—x)“’> ( —1+(1—a2) " (—1+(1—x)1b)2> (B.1)

The parameters andb correspondo the variablesof the samenamesasdefinedin Chap-

ter5. Thefunction uses% asaninitial guessandrefinestheapproximatiorto within aspecified
toleranceof the actualvalue.
doubl e approx(doubl e n, double b) {

doubl e x, Ex, u, fpri ne;

defi ne one ((double)l.0)
define two ((double)2.0)
define tol erance ((doubl e)0.000001)

X =one / n; /* initial guess. */
Ex = (-one + pow (one-x), (-b-one)))/x;
u = (one/n)*pow (one-(one/ Ex)),n);

whil e(fabs(u - x) > tolerance) {
fprime = pow one-(x/(-one+pow one-X, -one-hb))), n-one)
* ((-onel/ (-one+pow one-Xx, -one-hb)))
-(((-one-b)*pow one-x, -two- b) *x)
/ (pow - one+pow one-Xx, -one-b),two))))
- one;
X =X - ((u-x)/fprinme);
Ex= (-one + pow (one-x), (-b-one)))/x;
u = (one/n)*pow (one-(one/ Ex)),n);
}

return Ex;
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Simulation Code

#def i
#def i

| ong

#def i
#def i
#def i

#def i

#def i
#def i
#def i
#def i
#def i
#def i

#def i
#def i

#def i

ne

ne

ne

ne

ne

ne

ne

ne

ne

ne

ne

ne

ne

ne

ne

DEVI CES
ROUNDS
LOSS_PROB =

GAP_COUNT
GAP_W DTH

6
100000
10;

/* Save bcast gaps from 0-20 seconds in 10 mlli
2000
10

GAPS_PER_SEC 100

EXPI RY

115000

NORM TOUT_MAX 15000
NORM TOUT_M N 10000

NORM W DTH

( NORM TOUT_MAX - NORM TOUT_M N)

SHORT_TOUT_MAX 5000
SHORT TOUT_M N 3333

SHORT W DTH

( SHORT_TOUT_MAX - SHORT_TOUT_M N)

Bl G RAND (Oxfffff)
Nor nBcast ((((double)(randon({) & Bl G RAND) * NORM W DTH) \

/ (doubl ) Bl G RAND) + NORM TOUT_M N)

Short Bcast ((((double)(random) & Bl G RAND) * SHORT_W DTH) \

/ (doubl e) Bl G RAND) + SHORT TOUT M N)

105
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#define LOSS_LINE (LOSS_PROB * BI G RAND / 100)
#define I'S LOST ((randon() & Bl G RAND) < LOSS LI NE)

int main(int argc, char **argv) {
| ong next Bcast [ DEVI CES] ;
| ong pani cs[ DEVI CES] ;
int panic_flag[DEVI CES];
| ong pani c_runs[ DEVI CES] ;
| ong tineout[ DEVI CES] [ DEVI CES] ;
| ong act ual Gaps[ GAP_CQOUNT] ;
l ong round, tinme;
| ong tnmpTine, gap, |v;

int s, r, i, wnningDev;

if(argc '= 2) {
fprintf(stderr, "Format: % <loss prob>\n", argv[0]);
return;

}
sscanf(argv[1l], "% d", &LOSS PROB)

for(s=0; s<DEVICES; s++) {
next Bcast[s] = NornBcast;
pani cs[s] = O;
panic_flag[s] = O;
for(r=0; r<DEVICES;, r++) {
timeout[s][r] = EXPIRY;

}
}
for(i=0; i<GAP_COUNT; i++) actual Gaps[i]=0;
srandon( 50) ;
tine = O;

for(round=0; round<ROUNDS; round++) {



107

/** Find next to broadcast: yes, ties go to the | ower-nunbered de-
vi ce,
** but these should be very rare. */
tnpTi me = next Bcast[0];
wi nni ngDev = 0;
for(i=1; i<DEVICES; i++) {
i f(nextBcast[i] < tnpTinme) {
Wi nni ngDev=i ;

t mpTi me = next Bcast [ wi nni ngDev] ;

/** Record Gap **/

gap = (tnpTinme - tinme) / GAP_W DTH;

if(gap < 0) gap=0;

el se if(gap >= GAP_COUNT) gap = GAP_COUNT- 1;
act ual Gaps[ gap] ++;

[** Update the time **/

time = tnpTine;

/** Reset devices that receive the broadcast **/
for(i=0; i<DEVICES; i++) {
i f(i==winningDev) nextBcast[i] = time + NornBcast;
else if(!'l1S LOST) {
for(s=0; s<DEVICES; s++) {
i f(s==wi nningDev) tineout[i][s] = time + EXPIRY;
else if(s==i) {
if(timeout[wi nningDev][i] < tinme + NORM TOUT_MAX) {
next Bcast[i] = tine + ShortBcast;
pani cs[i] ++;
if(!panic_flag[i]) panic_runs[i]++;

panic_flag[i] = 1;
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}

APPENDIXC. SIMULATION CODE

} else {
next Bcast[i] = tine + NornBcast;
panic _flag[i] = O;
}
} else if(timeout[i][s] < timeout[w nningDev][s]) {

timeout[i][s] = timeout[w nningDev][s];

[** Qutputting of results omtted **/

}

C.1 Slotted Protocol Simulation

#def i
#def i
| ong
#def i
#def i
#def i
#def i

ne

ne

ne

ne

ne

DEVI CES 6

ROUNDS 100000

LOSS PROB = 10;

Bl G_ RAND (Oxfffff)

LOSS_LINE (LOSS_PROB * BI G _RAND / 100)

IS LOST ((random() & BI G RAND) < LOSS LI NE)
SLOT_W DTH 10000

int main(int argc, char **argv) {

long s, missed, xmts, tinme, round,
srandon( 50) ;
for (LOSS PROB=0; LOSS PROB<=100; LOSS PROB++) {

xmts = 0;

time = O;

for(round=0; round<ROUNDS; round++) {
m ssed=DEVI CES;
whi | e(m ssed) {
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m ssed- -; /** at | east one device won **/
for(s=m ssed; s; s--) {

if(!'1S LOST) missed--; [** those that heard, are done **/
}
Xm t s++;

}
time += SLOT_W DTH,

}
[** Qutputting of results omtted **/

}
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