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Abstract. Exploring the potentialities of artificial intelligence (AI) in
the world of arts is fundamental to understand and define how this
technology is shaping our creativity. We propose a system that gener-
ates emotionally expressive paintings from EEG signals. The emotional
information, encoded from the signals through a graph neural network,
is inputted to a generative adversarial network (GAN), trained on a
dataset of paintings. The design and experimental choices at the base
of this work rely on the understanding that emotions are hard to define
and formalize. Despite this, the proposed results witness an interaction
between an Al system and a human, capable of producing an original
and artistic re-interpretation of emotions. These results have a promising
potential for AT technologies applied to visual arts.

Keywords: Art generation + Deep learning - Computational
creativity - Affective computing + Brain-computer interface
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Fig. 1. General pipeline sketch of the proposed system. The emotions encoded in the
EEG signals are transferred to a model devoted to the generation of expressive and
original paintings. EEG image source: GOQIi blog. Painting in the picture: Room at
Twilight by Charles Blackman (1963).

The recent advances in artificial intelligence (AI) technologies enrich the debate
concerning whether AI can make art. When approaching human-generated
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artworks, we can speculate around the emotional sphere of the author or the
ideas behind the work. Conversely, these thoughts are set aside when considering
artworks produced by AIl. We propose a human-machine interaction paradigm,
in which a human agent provides the emotional signals that a machine could not
produce otherwise, and the machine visualizes this information artistically. We
aim at both the enhancement of machines’ possibilities and the enhancement of
human possibilities by their reciprocal interaction. In particular, the resulting
emotional representation goes beyond the intentions and cultural background of
the individual providing the signal. Therefore, such a representation would not
be possible without this interaction.

We implement a brain-computer interface (BCI) based on a neural net-
work pipeline that generates paintings from an inputted electroencephalographic
(EEG) wave. The pipeline (in Fig. 1) consists of two fundamental blocks: the first
one encodes the emotional information in the EEG signals, while the second gen-
erates the paintings. For the training, two different datasets are employed. One
of them is composed of recorded EEG waves, and the other is composed of
paintings. Both the datasets have labels in the semantic space of emotions. We
provide the code of this work in our repository,! and we encourage readers to
try out some experiments.

In Sect. 2, we present the Background and Related Works, relevant for con-
textualizing our work. In Sects. 3 and 4, we describe the needed datasets for this
work and the implemented pipeline. In Sects.5 and 6, we provide an example
experiment, with the evaluation of the obtained results. Finally, in Sect.7, we
discuss the artistic and cultural relevance of our results.

2 Background and Related Works

We propose an interdisciplinary work at the crossroads of two research areas:
affective computing [27] and computational creativity [22]. Our framework gen-
erates paintings through a Generative Adversarial Network (GAN) conditioned
on external data. GANs were originally introduced by Goodfellow et al. [9] and
have had a remarkable impact on different fields, including art [7,29,39] and
content generation [21]. StyleGAN2 [11] is considered among the state-of-the-
art models to generate high-quality photorealistic images, and it is our reference
architecture for this work. In the field of GAN conditioned with external data,
the authors of [16] designed a model that generates paintings related to the com-
position epoch of an inputted piece of music. The music pieces and the paintings
are related based on their historical epoch, which could be a simplistic and unre-
alistic correlation criterion.

To the best of our knowledge, no related work fulfills the translation of emo-
tional states from EEG signals to paintings. In particular, we stress that emo-
tions are vague and subjective phenomena that need a precise formalization to
be processed by a machine [36]. Psychologists suggest mainly two formalization
paradigms for emotions: a discrete [5] and a continuous one [32]. In our work,

! https://github.com/PieraRiccio/Emotions-fromEEG-toArt.
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we rely on the discrete paradigm, with a finite set of basic emotions. EEG-based
emotion recognition is an active area of research [40-42], as one of its main
advantages is that EEGs represent inner phenomena that cannot be faked or
controlled, differently from facial expressions, tone intonation, or words choice
[15].

In [33] and [2], the authors propose systems to create expressive self-portraits
of people. In the case of [33], users manually choose the emotion they want to
see in their portrait. In the case of [2], emotions are detected through facial
expressions in a video. This system implies the possibility of faking emotions
by pretending to smile or to frown. Both works are artistically limited: the
representation of the emotions consists of applying predefined styles on existing
pictures without any generative element.

The utilization of EEGs comes with several challenges [20]. Among them, the
accuracy limitations in recognizing a wide range of emotions, the needed number
of electrodes in the EEG recording devices, the scarcity of benchmark EEG
databases for emotion recognition, and the non-linearity and instability of the
signals. In the last decade, new feature extractors [4,24] and benchmark datasets
have been introduced. However, it is challenging to achieve high classification
accuracy on large sets of emotions [43] and the possibility of utilizing simpler
off-the-shelf recording devices is being explored [13,26,28]. In the context of
paintings creation from EEG waves, we mention [38] and [25]. In these cases, the
generated images do not relate to semantically meaningful features of the EEG
waves. The works presented in [6] and [30] propose paintings based on emotions
identified from EEG waves but in a simplistic manner. In the case of [6], the
images are composed with simple lines, colors, or fractals; in [30], they are based
on bird swarms. In both works, we observe a low inter-painting variability, with
the emotions being mainly represented through predefined colors or shapes and
with poor generative elements.

In Fig. 2, we provide an overview of the paintings resulting from these Related
Works. We will refer to this image in later sections, to assess the visual quality
of our results.

3 Preparation of Datasets

The training of our pipeline requires an explicit connection between emotions in
EEG signals and visual representations. This connection relies on shared labels
between two different datasets. One dataset is a collection of paintings, and their
labels correspond to the emotions they evoke; the other is a collection of recorded
EEG signals, with labels representing the emotion that people felt during the
recording.

In the case of EEG datasets for emotion recognition, one of the most popular
options is the SEED-IV [43]. The authors recorded the signals on 15 subjects
with a device made of 62 channels, stimulating four distinct emotions (happiness,
fear, sadness, neutral) through 72 short videos. Several researchers [17-19,35,44]
have reached high accuracy in recognizing emotions in this dataset. In this work,



N
1 [ I l II
PR !ﬂl R TR

Charles Wesley,

String Quartets, \m-cO-um\ u)pul String :0- nn\ 2upw String Qu: nl\ S i (m..
(778) (1867) @0

Fig. 2. Example pictures from some of the related works. Top right [30], medium right
[33], left [2], bottom [16]. Images are taken from the relative papers, and from the
website in the case of [30].

we perform a standard and reproducible experiment using the SEED-IV [43], but
we also record signals with an off-the-shelf device (OpenBCI headband kit with
eight dry-comb electrodes and Cyton board?). For the recordings, we follow the
same procedure described by the authors of the SEED-IV dataset, and we extract
differential entropy features [4] over five frequency bands (delta, theta, alpha,
beta, and gamma).

In the dataset of paintings, we must have the same number of classes as
the EEG dataset to allow matching physiological signals and artistic representa-
tions. In this work, we utilize the WikiArt Emotions Dataset [23], which contains
thousands of paintings labeled with emotions according to a survey on several
subjects. To create a matching between the four emotions in the SEED-IV, we
select four different classes, namely fear, sadness, anger and happiness. The
choice depends on the availability of samples in the dataset, and it does not
extensively represent the spectrum of human emotions. We utilize a K-Means
clustering technique to evaluate the color palettes of the paintings and to detect
and delete stylistic outliers from the dataset. Some paintings appear in more
than one class, but we keep them only in the least populated class in which
they appear. To overcome class imbalance, we perform data augmentation in
the classes containing fewer paintings, recursively cutting in four images bigger
than 600 x 600 pixels until the corresponding class counts an adequate number of
samples. We emphasize that this is a technical choice, and it implies an approx-
imation in the correspondence between images and emotions, as different parts

2 https://openbci.com/.


https://openbci.com/

of the images may evoke different emotions. As a result of this augmentation
technique, we obtain a dataset of around 2500 images, quite equally distributed
among the four classes. These pre-processing steps are also available in our repos-
itory.

Figure 3 provides a high-level view of the images in this dataset. The asso-
ciated color palettes for each class are estimated through the same clustering
technique utilized for the outliers detection. In happiness, paintings have bright
and gaudy colors, while fear presents a bleak and dark color palette. In anger,
we observe a prevalence of red and warm shades, which leave space for blue and
cold shades in sadness.

Fig. 3. Grids showing the images generated in the dataset, divided according to their
labels. From left to right: anger, happiness, sadness, fear. (Color figure online)

4 Pipeline

We provide a detailed overview of the proposed pipeline in Fig.4. EEG signals
are highly variable among different subjects. Models trained on EEG signals
are commonly trained in a subject-dependent fashion (trained and tested on
the same individual). In this work, we have performed this kind of training,
starting from the state-of-the-art model on the SEED-IV dataset. This model,
Regularized Graph Neural Network (RGNN) [44], processes the information on
the topological disposition of the electrodes on the scalp. We perform its training
separately from the rest of the pipeline. In Fig. 4, the purpose of the Encoder
E (RGNN) and its loss Lg is to extrapolate relevant features from the EEG
signals e € R52%% where 62 are the space channels and 5 the frequency bands.
The extracted features v € R0 are used as input to StyleGAN2 [11], which
concatenates them with random latent vectors z € R°'2. The insertion of v
allows to train StyleGAN2 conditionally and generate paintings with relevant
characteristics when representing different emotions. To make the conditioning
process more effective, we should input the predicted emotion from the EEG
signals (one-hot encoded vectors). However, we aim to represent the complexity
and the richness of the human emotional sphere. To get closer to this effect, we
utilize latent vectors with a higher dimension (50 entries). Such vectors, although
summarizing the emotion in the EEG signals, also preserve their uniqueness.
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Fig. 4. Detailed visual sketch representing the different elements and losses in the
pipeline, when trained on a subject of the SEED-IV dataset.

Being constituted by a GAN model, the training of this pipeline is adversarial
[9]. This means that the generation block G aims to fool the discriminator D,
another neural network in charge to distinguish between real paintings and gen-
erated paintings i/i € R¥>*WXH (gee losses Lp and L.4,). The utilized model,
StyleGANZ2, is generally trained on datasets containing tens of thousands of
images. Given the need for human effort to rigorously match emotional labels to
paintings, it is unlikely to access datasets of this dimension. To address this prob-
lem, we refer to the work in [12], in which the authors consider implementing an
adaptive discriminator augmentation to create a model (StyleGAN2ADA) that
can be trained successfully also on smaller datasets. The remaining elements of
Fig. 4 are described in the following section.

4.1 Extra Losses

To shorten the time required by the training process, we provide the possibility
of utilizing two extra losses (introduced in [16]): L) and Ly, visible in Fig. 4. £
is obtained through an auxiliary classifier that identifies the emotion conveyed
by the produced paintings and checks whether it is equal to the same emotion
as the label of the inputted EEG wave. It is based on AlexNet architecture
[14], pre-trained on ImageNet database [3] and retrained on our dataset (using a
proportion 80:20), via transfer learning [8]. Ly, instead, provides a comparison
between the style of a generated image with the style of a real image with the
same label as the inputted EEG wave: the more similar they are, the lower this
loss. For this purpose, we utilize a pre-trained VGG-19 [34]. Overall, the three
losses can be combined into one generator loss:

EG = Eadv + >\1£cl + )\2£sty (1)

where A1 and Ay are scalar hyper-parameter factors.



5 Experiments and Results

Different experiments can be carried out with this pipeline, by utilizing differ-
ent EEG signals (e.g. self-recorded), by changing the resolution of the generated
images, or by adding the extra losses in the training. Our experiments are per-
formed with a Tesla V100-SXM2-16 GB GPU, associated with a 25 GB RAM.
In the following section, we provide a detailed overview of the highest resolution
experiment that we have carried out. However, other experiments have led to
these main findings:

— The implemented pipeline is adaptable to different computational needs. The
visual results get better when the resolution settings are higher, but they are
also meaningful at lower resolutions.

— The RGNN architecture can be trained on signals recorded with other
devices. In particular, we have recorded signals utilizing an off-the-shelf device
with eight electrodes. This characteristic gives the possibility of utilizing
this pipeline in practical contexts without having professionals handling the
recording device.

— The utilization of extra losses does not provide a visual enhancement of the
obtained images, but it allows the model to converge faster. For this reason, we
suggest utilizing extra losses when there are time constraints on the training
period.

— Transfer learning can be a useful technique under some conditions. For exam-
ple, if the reader wishes to train the pipeline on a smaller dataset of paintings,
we suggest using as a starting point of the training the weights learned in an
experiment of the SEED-IV.

In our repository, we provide different experiments with short explanations and
checkpoints of the weights.

Ideally, the output paintings visually express the emotion encoded in the
inputted EEG wave. However, there are no objective metrics that define such
property in a painting. The evaluation of the results is, therefore, divided into
different stages:

— Evaluation of the Frechet-Inception Distance (FID) metric [10] over iterations.
This metric estimates the statistical similarity between features extracted
through the Inception v3 model [37] on both the generated paintings and the
dataset. These features are approximated with two Gaussian distributions,
and the Frechet distance among them is computed as reported in Eq. 2 (muy
and mus being the means of the two distributions, o1 and o9 their variances).

d? = |1 — p2|* + Tr(o1 + 02 — 2% /(01 % 02)) (2)

— Qualitative evaluation of the conditioning: we generate grids of paintings for
every class and we estimate their color palettes, comparing them among each
other and with the palettes estimated on the dataset of paintings (Fig. 3).



— Detailed analysis regarding some of the generated paintings, by looking at
some hand-picked results in terms of details, shapes and colors.

— Statistical analysis of the results of an online survey to which several users
have taken part.

5.1 Example Experiment

In this example experiment, we generate images at 512 x 512 pixels, without
using extra losses. The RGNN is trained on subject 15 of the SEED-IV dataset.
In Fig. 5, we provide an overview of the FID metric. As expected, its value dimin-
ishes with the progression of the training, showing that the generated images
become statistically closer to the images in the dataset. The value of this metric
converges below 50.
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Fig. 5. FID metric over iterations for the experiment on Subject 15 of the SEED-IV
dataset at resolution 512 x 512 pixels.

In Fig.6, we provide a high-level overview of the generated images. Com-
paring these grids with the ones of the dataset, shown in Fig.3, we observe
that the pipeline provided stylistically similar images in every class. In addi-
tion, we emphasize that the implemented pipeline produces paintings that also
show expressive content and shapes. We provide some details in Fig.7; such
images show high potential for the artistic possibilities and applications of this
pipeline, which qualitatively outperforms the results obtained in [16] and in the
other related works shown in Fig. 2. Compared to [2,30,33], our paintings stand
out for two main reasons: their content is generated ad-hoc on inputted EEG
signals, and we have not pre-defined stylistic norms to express emotions. Our
results are heterogeneous and original, providing a re-interpretation of human
emotions that we have not observed in any previous work in the technical or
artistic literature.



Fig. 6. Grids showing the images generated in the training with the SEED-IV dataset,
divided according to their labels. From left to right: anger, happiness, sadness, fear.

6 Results Assessment: Online Survey

Given the purely subjective nature of the phenomena underlying this research,
we push the evaluation a step further, asking people to rate the emotions they
perceive from the paintings. We stress that some paintings do not necessarily fall
into the idea of the emotion from which they were generated: they may either
evoke something different or evoke more emotions at once. However, we assume
that if we wanted to diminish this effect, we could have utilized the emotional
prediction of the EEG signals as input to the StyleGAN2 instead of utilizing
latent vectors of higher dimensions, as explained in Sect.3. Given this design
choice, we have organized an online survey allowing people to rate emotions
on a scale from 0 to 5 for each painting. In this way, people can select more
emotions together, specifying their intensity. Users are also allowed to put all
Os in case none of the proposed emotions is somewhat related to the image.
The survey® proposes 96 different paintings, picked from different experiments.
The following analysis considers 10285 answers given by 532 different users that
have navigated through this website. In this survey, we have not collected any
information regarding the demographics or background knowledge of the partic-
ipants. We mark answers with Os on every emotion as non-valid. Although these
answers may refer to paintings that evoke different emotions rather than the
four listed, we delete non-valid answers from our analysis, as considering them
would require further measures that fall out of the scope of this work. Only 7%
of the answers are non-valid, suggesting that users perceive emotional content
in the proposed paintings.

In Fig. 8, we provide an overview of the accuracy of users in recognizing the
emotions in the paintings. In Fig. 8a, the percentages are computed on each
vote separately. A vote is considered right when the emotion that has received
the highest mark is the same as the emotion of the corresponding EEG signal.
For happiness, fear and sadness we have a rather satisfying sensitivity (around
58%), that is much lower for anger (around 22%). However, anger is the least
perceived emotion across all the votes and, in fact, only rather small percent-
ages of other votes are for this class (with high specificity). On the contrary,
the emotions of sadness and fear are perceived more commonly across these
votes. Figure8 generally shows a partial overlapping between fear and anger.

3 https://pierariccio.pythonanywhere.com/.
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(d) Some of the generated paintings in the fear class.

Fig. 7. Details of hand-picked results from the different classes.

Such overlapping seems to be asymmetric: fear is confused with anger, but the
opposite does not seem to happen so often. Interestingly, for all classes, the
majority of paintings that are perceived as belonging to emotion do belong to
the perceived emotion. In Fig. 8b, the votes are grouped and summed according
to the painting they refer to. In this way, we show how many paintings in each
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Fig. 8. Confusion matrices regarding the answers obtained from the online survey.

class are, on average, correctly classified by users. It is outstanding that all the
paintings (100%) belonging to the class sadness are perceived as such, followed
by fear with a percentage of 91.7% and happiness with almost 79.2%. In the
case of anger, only 29.2% of the paintings are classified correctly. Although this
emotion is the least perceived by users, the totality (100%) of the paintings that
are classified as anger do belong to this class.

As further analysis of these results, in Fig.9, we provide a ranking of 10
paintings for each class, based on the percentage of users that have voted the
images as belonging to that class (the misplaced paintings are highlighted in
red). The majority of the paintings in this ranking are in the correct class and
with generally high percentages of votes. The first and the ninth paintings in
fear, as well as the sixth one in sadness, actually belong to class anger. These
three examples reiterate that, when the conveyed feeling is perceived as negative,
it is easier to associate it with sadness or fear, especially when the painting lacks
strong red shades. In addition, the sixth painting in anger presents strong red
tones, but it originally belongs to class happiness. The voting percentages for
this painting are: 19.4% in class happiness, 34.7% in class anger, 36.7% in fear
and 9.2% in sadness. The wide distribution of these votes suggests a perceived
ambiguity.
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Fig. 9. Ranking of paintings in each class, according to the percentage of users that
have voted them. The paintings highlighted in red belong to a different class. (Color
figure online)

Overall, the results of this survey are satisfying and relevant for the scope of
this research. Considering that the accuracy of the EEG encoder model was not
100%, some of the EEG signals are misclassified before being inputted into the
generative model. As a natural consequence, some paintings convey a different
emotion than the intended one. Despite this, this survey shows a general align-
ment between the emotion in the original EEG signal and the emotion that is
perceived by users.

7 Discussion

The existence of an effective and recognizable emotional content in these paint-
ings is a significant result, which can stimulate further reflections spanning a
broad spectrum of research disciplines, which depart from the purely technical
level.

From an aesthetic point of view, the proposed paintings are generated by
a GAN trained on WikiArt Emotions, a dataset mainly containing works from
Western artists. As a future work idea, we suggest merging the utilized paintings
with other sources. In particular, it would be interesting to experiment with
the utilization of a broader dataset, generating images devoid of artistic biases
intrinsic in the utilized dataset.

Despite this cultural limitation, the present work can be placed in the context
of critical disabilities studies from two perspectives. First, this pipeline is a tool
that can be used for art therapy, detaching emotional and artistic expression



from the body and technical skills. Furthermore, the shapes of the characters
in these paintings are far from the aesthetic canons that have often stigmatized
imperfections within works of art. In this sense, it is interesting to question the
role of AT in establishing new artistic canons, or reinforcing those incorporated
into the art world starting from the modern art era.

From an anthropological and philosophical perspective, the paintings we pro-
pose in this paper represent individual emotions, but they do not correlate with
the specific intentions of the people providing the EEG signals. In this sense,
it is interesting to speculate on one of the most common questions in classical
philosophy concerning the existence of rationality external to the human, which
follows a logic above individuals. This work proposes a pipeline that attempts
to simulate an artistic expression external to the human one, and it can be food
for thought on the complexity of the interaction between Al and humans in our
cultural system.

For a further deepening on these topics, we refer readers to our paper [31], in
which we have discussed our results from a philosophical perspective, focusing
on fairness, inclusion, and aesthetics.

8 Conclusions

In this work, we have designed a brain-computer interface (BCI) that generates
paintings according to the emotions detected in EEG signals. We have based our
design choices on the rationale that, often, a single word (or label) is not enough
to describe a feeling. Our pipeline consists of two different components, and the
training needs a dataset made of paintings and one made of EEG signals, both
labeled with emotions. The signals are processed by an encoder model that pro-
duces latent vectors inputted to another model generating the paintings. We have
studied one of the most popular EEG datasets for emotion recognition (SEED-
IV) and trained one of the state-of-the-art deep learning models (RGNN) on this
dataset, also providing experimental training and results on recordings that we
took with an OpenBCI device. We have pre-processed and analyzed a dataset
made of paintings with emotional labels (WikiArt Emotions), performing out-
liers detection and elimination, and data augmentation to fight class imbalance.
We have successfully integrated StyleGAN2ADA into our pipeline. Finally, we
have provided a quantitative and qualitative evaluation of our results. To assess
the expressive properties of these paintings, we have set up an online survey,
which has confirmed the success of our experiments.
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