SUiaSgoly

From the Edge to the Cloud: Exploring Al Inference

Across the Computing Continuum
(yes, including Generative Al)

Roberto Morabito
Assistant Professor @ EURECOM

https://www.linkedin.com/in/robertomorabito

Aalto University — CS-E4740 Federated Learning Course 02/April/2025


https://www.linkedin.com/in/robertomorabito

SUiaSgoly

From the Edge to the Cloud: Exploring Al Inference

Across the Computing Continuum

(yes, including Generative Al)
Let’s start from the edge
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EURE=_COM oud Computing Is Great But...

Sophia Antipolis

Something went wrong
Sorry, we're having trouble with your request. Please try again later.

Network Error

Google Translate was unable to establish a
network connection to fulfill your request.

) Connection error

Your device could not connect to the network.

Please check your network connection and try

again.
Please try again later.
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EURECOM Cloud Computing Is Great But...

Antipol is

Something went wrong

ast. Please try again later.

AA Can you tell me a story about a tech entrepreneur?

Network Errd @

Google Transla
network conne
Please check y|
again.

network error

ChatGPT is at capacity right now

Get notified when we're back

Write a screenplay about the status of ChatGPT.

INT. CHATGPT SERVER ROOM - DAY

Chelsea and Chester stand in front of a large computer serve |}
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Cloud layer

EDGE computing architecture

Cloud server
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Edge Computing

« Big data processing Internet
« Data warehousing
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* |deais to push applications, data and
computing power to the edge of the Internet,
near mobile devices, sensors, and end users

Aalto University — CS-E4740 Federated Learning Course

Main Drivers

Latency

* Data processing close to where it
originates avoids round-trip time to the
cloud

Bandwidth

e Optimization of communication to and
from the cloud

Privacy / Security

* Sensitive data stays local

Connectivity

e Continued processing (in some cases)
despite lack of connectivity to the cloud

02/April/2025



EUREGOM Edge Al

Edge Artificial

Computing Intelligence
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= Edge Al Chips MARKET

EURECOM

Sophia Antipolis

The edge Al chip industry is poised for growth
Edge Al chips by device, 2020 and 2024 (millions of units)

W Smartphone @ Tablet i Speaker ® Wearable Enterprise edge
2020
500 75 E
2024

1000100 |80 100

0 200 400 600 800 1,000 1,200 1,400 1,600 1,800

Sourcés: MarketsandMarkets, Edge Al hardwaré maorket by device (smartphones, cameras, robots, automobiles,
smart speakers, wearables, and smart mirrors), processor (CPU, GPU, ASIC, and others); power consumption, process,

end user industry, and region—global forecast to 2024, April 4, 2019; Deloitte analysis.

“Bringing Al to the device: Edge Al chips come into their own “ Source: https://bit.ly/3r31lJv
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EUREGOM Edge Al Chips — Al Acceleration

Sophia Antipolis

Source: https://www.thinkautonomous.ai/blog/vision-processing-units-vpus/
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cun==on  Allnference At The Edge 2019 Vs. 2024

Sophi a Antipolis

Samsung bets heavily on Al tricks to

; boost Galaxy S24 appeal
Low-end Mid-end High-end
61 South Korean firm will hope generative Al text, voice, image and
'8 5. video tools can help it regain top spot in phone market
N
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Figure 8: Inference time performance compari-
son between CPU and DSP.
(Source: Wu, CJ., Brooks, D., Chen, K., Chen, D., Choudhury, S., Dukhan, M., Hazelwood, K.,
Isaac, E., Jia, Y., Jia, B.and Leyvand, T., 2019, February. Machine learning at facebook: ) ] ) o
. . . . . (Source: https://www.theguardian.com/technology/2024/jan/18/samsung-bets-heavily-on-ai-tricks-
Understanding inference at the edge. In 2019 IEEE international symposium on high ] ) 24 and -/ /mobi 12024/01/17/ 24-series-ai-
performance computer architecture (HPCA) (pp. 331-344). IEEE.) features/
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EURECOM
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Al Inference In Distributed
Edge Computing Systems

Models' repository

T From the perspective of distributed edge Al systems,
odo related studies had primarily focused on theoretical
models and simple scenarios involving interactions

between a single device or edge and the cloud.

Inference
Edge * Not many scenarios where multiple edge nodes are involved
I Inference
nferonce ‘ | Eosth * Hardware heterogeneity and networking aspects are often not
eque .
‘ considered
End-device

G g =
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EURECOM Al Inference In Distributed
. Edge Computing Systems

Models’ repository

Model 1
Model 2
Model 3
Model 4

Inference Inference
Execution Execution
Edge Ed

e
Inference T Inference Inference Inference Inference
Request * Result Request * Result Request * Result
End-

End- End- End- End-

e e Sy
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EURECOM Al Inference In Distributed
°°°°°°°° Edge Computing Systems

Models' repository

Model 1
Model 2
Model 3
Model 4

How can we optimize resource allocation for Al inference
across heterogeneous distributed edge nodes?

Inference
Request

Inference Inference Inference
Result Request Result Request

Inference
Result

s N s E End-
dg;g:e @‘ divni(::e dznvic::e @ dilng:e dic%e @_ device
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EURECOM Challenges And Requirements: Latency

Latency Components

 Composed of communication latency (data exchange) and computing latency
(model training/inference execution).

Latency Significance
e Crucial for Inference: Requires near real-time execution for prompt
responses.
Examples:
* Voice assistants need predictions within 200ms.

e Tactile Internet and autonomous driving operations demand below 10ms
latency.

Source: Campolo, C., lera, A. and Molinaro, A., 2023. Network for Distributed Intelligence: a Survey and Future Perspectives. IEEE Access.
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eurecon  Challenges And Requirements: Reliability

Reliability Components

* The ability of the network to consistently perform its intended function
accurately and dependably.

» Key Aspects: Includes error rates, uptime, and fault tolerance.

Reliability Significance
* Crucial for Consistent Al Performance: Ensures that Al systems can function

correctly and deliver accurate results over time, regardless of network
conditions.

* Impact on Al Applications: High reliability is essential for mission-critical Al
applications where errors or downtime can have severe consequences.

Source: Campolo, C., lera, A. and Molinaro, A., 2023. Network for Distributed Intelligence: a Survey and Future Perspectives. IEEE Access.
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EURECOM Challenges And Requirements:
. Practical Development

Realistic and more complex Edge Al/loT deployment scenarios
demand additional requirements to be fulfilled.

— Plug and Play interoperability among edge devices embedding different

Al accelerators (e.g., GPU, VPU, TPU). E‘
— Agnostic Al inference services discovery and provisioning. o
— Combined computing- and networking- aware orchestration 000
mechanisms, suitable for satisfying the Quality of Service (QoS) AL
requirements 1+ %

of Al-enabled applications

Aalto University — CS-E4740 Federated Learning Course 02/April/2025



EUREGOM (Resource Constrained)
o Heterogeneous Edge Al Nodes

Coral Dev Board

CPU NXP i.MX 8M SoC (quad
Chipset Cortex-A53, Cortex-M4F)

Al Accelerator Google Edge TPU
Chipset coprocessor: 4 TOPS (int8)

Memory RAM 1GB LPDDR4

S 8GB eMMC
e MicroSD card slot

Ethernet (1 x GbLAN)
Connectivity WIiFi
Bluetooth

Aalto University — CS-E4740 Federated Learning Course

Jetson Nano

Quad-core ARM Cortex-A57
MPCore processor

GPU NVIDIA Maxwell architecture
with 128 NVIDIA CUDA® cores

4GB LPDDR4

MicroSD card slot

Ethernet (1 x GbLAN)
WiFi

Up Squared Al Edge X

Intel® Apollo Lake SoC ATOM x7-
E3950

Movidius Myriad X VPU
integrated

8GB LPDDR4
64GB eMMC

WiFi 802.11 AC 2T2R + Bluetooth
4.2 (BLE)+ *LTE + Gigabit Ethernet

02/April/2025



EURECOM Hardware And Software
Heterogeneity Major Implications

[ Impossible full ‘out of the box’
devices' interoperability

]\

[AI Inference Latency may vary
from board to board

]

[ Lack of seamless Al Inference
provisioning offloading

).

Aalto University — CS-E4740 Federated Learning Course
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EURECOM Al Inference Provisioning
- In Distributed Edge Systems

Edge Nodes Resources _ ,[’ -
/7 szodeZ :

* Computation Capabilities / P
Network Performance

e Latency .‘ / !

4 /
. v » /
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. M ) Toad3e% J,
q End-device _ ...+ _ W _ - -~
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EURECOM Al Inference Provisioning
In Distributed Edge Systems
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Which Edge Al node can best provide a specific Al inference service while
meeting the requesting device's QoS requirements?
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EURECOM Al Inference Provisioning
- In Distributed Edge Systems

'
— It ensure an abstraction layer that:

(@** Od:oflower * Enables interoperability between different Al-

; - enabled devices
e amere ) §  Allows platform-agnostic service discovery and
provisioning of Al inference services

e onnny * Supports seamless service orchestration and

-lé ] ] ] bl I . .
§ Model Converter execution mlgratlon Capanl Ities
Y Model Downloader Health Check Monitor
®
o i
g Model Storage AI Service Controller s s ¢-----:->'\-""’ k> 4 End.device
nference Management 3 -
. . | Orchestration Engine /7 N
Services Registry 1. \
 Provisioning Agent - _ 4
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ST

Edge Al Cluster:

* |ntel Movidius Myriad X VPU (UP Squared Al Edge X)

* Google Edge TPU (Coral Dev Board)

* NVIDIA 128-core Maxwell GPU (Jetson Nano)
End-Devices:

* Raspberry Pi 3 Model B (x4)

Network Setup:

e Controlled wireless network for device communication
* Emulation of realistic edge system deployment
Latency Measurement & Emulation:

* Analysis based on 5G to edge server latency

» Best-fit distribution: Stable (Shape: 1.6878, Scale: 0.0980)
* Average network latency: 13.405 ms

e Standard deviation: 16.065 ms, showing high variability

Aalto University — CS-E4740 Federated Learning Course

Edge Al Testbed

\ ] YA
rv‘ =] CPU NXP i.MX 8M SoC (quad Cortex-A53, Cortex-M4F)
‘ Al Accelerator Googe Edge TPU coprooessor: 4 TOPS (int8)
¥ . Memory RAM 1GB LPDDR4
o = Storage 8GB eMMC plus MicroSD

Connedivity Ethernet, Wi-Fi, Bluetooth 4.2

Coral Dev Board
Edge AI Cluster — =

<\ /
\\\7‘ = p
B/

_—

SN

(o2V] Intel® Apollo Lake SoC ATOM x7-E3950
Al Accelerator VPU Intel®M ovidius™Myriad™X (05V] Quad-core ARM Cortex-A57 MPCore processor
Memory RAM 8GB LPDDR4 Al Accelerator GPU NVIDIA Maxwell architecture
Storage 64GB eMMC Memory RAM 4GB LPDDR4
Connedtivity Ethernet, Wi-Fi Storage MicroSD
UP Squared Al Edge X Qonnectivity Ethernet, Wi-Fi (optional)
: SATORRN T 53 Jetson Nano

CPU Chipsst 1.4GHz 64-bit quad-core Arm Cortex-A53
Memory RAM 1GB LPDDR2

Storage MicroSD
Connectivity Ethernet, Wi-Fi, Bluetooth

Raspberry Pi 3

o o] Y ]

™9~ End-devices
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EURECOM

Sophi a Antipolis

£ ’
Coral Dev Jetson Nano UP Squared
Board (TPU) (GPU) (VPU)
T

UAV camera request a service of
object detection with QoS 150ms:
https://objd.inference.service/

The Consul Agent assigns
the request to the healthiest
node of the Edge Al Cluster

Consul Agent

Warning

The UP Squared Board, which is installed
into a base station, starts performing the
requested task. Despite being in “healthy”
status as the Jetson Nano, it is chosen over
the other board because of a better
network latency respect to the end-device
that has forwarded the request.

Aalto University — CS-E4740 Federated Learning Course

AL

Al Inference Provisioning:
Edge Al Node Selection

Algorithm 1 Select node for Al Inference provisioning and
Al Inference execution offload

Require: Set of edge nodes (edgeNodes), end-device (endDevice), NLM (NetworkLa-
tencyMatrix), QoS requirements

Ensure: Selected healthy edge node (selectedNode)

1: Preload AI models in edgeNodes

2: Initialize selectedNode to null

3: function ASSIGNNODE(edgeNodes, endDevice, latencyMatrix)

4: Initialize minLatency to max(NetworkLatencyMatrix)
5: Initialize healthyNode to null
6.
7
8
9

for each edgeNode in edgeNodes do
if edgeNode is healthy and the latency between edgeNode and endDevice
is less than minLatency then
Update minLatency with the latency between edgeNode and endDevice
: Update healthyNode with the current edgeNode

10: end if
11: end for
12: Assign the Al inference task to edgeNode
13: end function
14: selectedNode < ASSIGNNODE(edgeNodes, endDevice, NetworkLatencyMatrix)

02/April/2025



EURECOM

Sophi a Antipolis

m End-device

Al Inference Provisioning:

Service Provisioning Offloading

e

Coral Dev
Board (TPU)
|

Jetson Nano
(GPU)

UP Squared
(VPU)

UP Board health
is set to critical
because the QoS
is not met
anymore

(network latency
Increased). The
device offloads
the detection to
another

(healthier) node.

Algorithm 1 Select node for Al Inference provisioning and
Al Inference execution offload

L R L Y B e~ Rl I B

. while true do

Continuously monitor the health status and QoS requirements for selectedNode
if selectedNode cannot guarantee required QoS for handled applications then
Temporarily make selectedNode unreachable for new requests
Find another healthy node as described in the ASSIGNNODE function
if a new healthy node is found then
Perform a seamless migration of the affected Al inference task to the
new healthy node
end if
end if
end while
return selectedNode

Additional details about the Health Checks definition can be found in the references

Aalto University — CS-E4740 Federated Learning Course
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curecon Al Inference Service Execution Orchestration

Sophi a Antipolis

Object Detection over real-time video streaming Y

* The application uses an object detection model (MobileNet-SSDv1). |l — 5]

 The ML inference execution is migrated from an edge node to another one as soon
as the device gets too overloaded, or network latency increases.

2

'/N-.
” o,

Node Overload
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EURECOM Demo

Machine Learning Inference @ Network Edge
Cluster and Services Management Overview Inference Services and Edge Devices Performance

Network Latency Heatmap

Object Detection

Services 3wl O

A i A edge2_JetsonNano2GB_WiFi
@ consul - S 2 - A : N

edge3_CoralDevBoard4GB_LAN |

o
)

@ deviceagent

edge3_CoralDevBoard4GB_WiFi

(sw) Aduaje]

@ inferenc

©

'S
3

end_devicel

end_device2

Search

Search node

end_devicel
end_device2

Show the node you
are looking for

edge2_JetsonNano2GB_WiFi

Filter ‘ Hide/Show ‘

edge3_CoralDevBoard4GB_LAN
edge3_CoralDevBoard4GB_Wifi

Color ‘ Hide/Show ‘

®
edge3_CoralDevBoaid4GB_Wifly device1

Color nodes by

QoS reguirement QoS requirement

edge3_CoralDev
gorical

Time (ms)
Time (ms)

perty to color
nodes by end_device2
Ericsson_Cloud1

Color edges by

Ericsson_Cloud2 edge2_JetsonNano2GB_WiFi Preprocessing Inference Network  Total Provisioning Preprocessing Inference Network  Total Provisioning

Select the categorical
edge property to color

edges by

Size | ide/Show

Size nodes by

Select the numerical

node property to size
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Inference Services and Edge Devices Performance

Object Detection

edge3_CoralDevBoard4GB | Embedded Al accelerator is TPU

2 -

QoS requirement

g e —

Preprocessing

Aalto University — CS-E4740 Federated Learning Course

Inference

Network  Total Provisio

Infarence time: 125,602 ms

Rendearing time: 4.585080081596971 ms

S

person

qunwmﬁ#ﬂm? 535.9

Ing streaming from

identified person. Score
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QoS requirement

25SING

Inference

Network
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Inference Execution Migration
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EURECOM Hardware And Software Heterogeneity
Impact On The Al Inference Performance

Al Inference Processor ML model loading Load processed Pass processed input Inference
(GPU, TPU, VPU, CPU) (e.g., neural network) 0 input o to the ML model e computation 0

CpPU

Process input data
(e.g., resize, normalize,
color-space conversion, etc.)

mUP BOARD (VPU)
= JETSON NANO (GPU)
m CORAL DEV BOARD (TPU)

N
o
o

QoS requirement

-
)]
o

122299999994 299994

100

Average Inference Latency (ms)
[
o

#1 OD Instance #2 OD Instance #3 OD Instance |#1 OD Instance #2 OD Instance #3 OD Instance
Input Frame Size 600x600 Input Frame Size 1200x1200

Aalto University — CS-E4740 Federated Learning Course

Transform output data

Insights:
 CPU more affected by frame size increase than

Al Accelerator

Overall system latency inflates by 45-60% with
larger frame size

Al application parameters significantly affect
inference latency, with different devices
showing varied responses to the same
workload

Device responsiveness to computational
demands varies

02/April/2025



EURECOM Need For Newer Allocation Strategies

Balancing Load and Network Latency in Al-Enabled
Heterogeneous Edge Networks: Proposes allocation based
on device-specific CPU and Al accelerator performance,
with a Performance Profiler assigning weights to reflect
each node's capabilities for task distribution.

I""1""'7rcombined = X ""1""rcpu + 3 X Hral + v X H?n] =)

Aalto University — CS-E4740 Federated Learning Course
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Dynamic Adaptation to Workload:
Framework allocates tasks by assessing
workload features and dynamically updates
node weights to optimize task execution in
response to changing system demands and
resource availability.

02/April/2025



EURECOM Need For Newer Allocation Strategies

Balancing Load and Network Latency in Al-Enabled
Heterogeneous Edge Networks: Proposes allocation based
on device-specific CPU and Al accelerator performance,
with a Performance Profiler assigning weights to reflect
each node's capabilities for task distribution.

Weombined = @ X Wepy + 8 x Wy + 4 x Wy, | mmp

FL angle? What if a, 3, y were learned in a
federated way across nodes to reflect evolving
conditions, while preserving privacy?

Aalto University — CS-E4740 Federated Learning Course
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Dynamic Adaptation to Workload:
Framework allocates tasks by assessing
workload features and dynamically updates
node weights to optimize task execution in
response to changing system demands and
resource availability.
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Sources:

* Morabito R., and Chiang M., 2021, July. “Discover, Provision, and Orchestration of Machine Learning Inference
Services in Heterogeneous Edge: A Demonstration”. In 2021 41st IEEE International Conference on Distributed
Computing Systems (ICDCS 2021). IEEE. (Best Demo Award)

* Morabito R., Tatipamula M., Tarkoma S., and Chiang M., 2023. “Edge Al Inference in Heterogeneous Constrained
Computing: Feasibility and Opportunities”. In 2023 IEEE International Workshop on Computer-Aided Modeling
Analysis and Design of Communication Links and Networks (IEEE CAMAD).

 Morabito, R. and Chiang, M., 2024. Exploring Edge Al Inference in Heterogeneous Environments: Requirements,
Challenges, and Solutions. In 1oT Edge Intelligence (pp. 37-66). Cham: Springer Nature Switzerland.
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From the Edge to the Cloud: Exploring Al Inference

Across the Computing Continuum

(yes, including Generative Al)
The Generative Al Wave: Is There Any Opportunity for the Edge?
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How To Run Large AI Models On
An Edge Device

Karl Freund Contributor
Founder and Principal Analy

It can be done, but it requires the edge device vendor to work

be the best way to go.

The Rise of Small Language Models

As language models evolve to become more versatile and powerful, it seems that going small may

Feb 16th, 2024 3:00am by Kimberley Mok

THENEWSTACK

PODCASTS EBOOKS EVENTS NEWSLETTER

ARCHITECTURE ENGINEERING OPERATIONS

Generative Al on the Edge for Connected
Vehicles & Mobility

Alok Ranjan, Guru Prasad A S

The Generative Al Wave
A Great Opportunity for the Edge

Large Language Models Empowered Autonomous
Edge Al for Connected Intelligence

Yifei Shen, Jiawei Shao, Xinjie Zhang, Zehong Lin, Hao Pan, Dongsheng Li, Jun Zhang, Khaled B. Letaief

BGSW, India
Abstract—The evol

wards connected intel

Visual Language Models

for Edge Al 2.0

\ ‘ Song Han

o4 Associate Professor, MIT
Distinguished Scientist, NVIDIA

MobileLLM: Optimizing Sub-billion Parameter
Language Models for On-Device Use Cases

Zechun Liu, Changsheng Zhao, Forrest landola, Chen Lai, Yuandong Tian, Igor Fedorov, Yunyang
Xiong, Ernie Chang, Yangyang Shi, Raghuraman Krishnamoorthi, Liangzhen Lai, Vikas Chandra

Aalto University — CS-E4740 Federated Learning Course

Sources:
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INSIDE THE APPLE CORE —

Apple releases eight small Al language
models aimed at on-device use

OpenELM mirrors efforts by Microsoft to make useful small Al language models that run locally.

BEN) EDWARDS - 4/25/2024, 11:55 PM

https://www.forbes.com/sites/karlfreund/2023/07/10/how-to-run-large-ai-models-on-an-edge-device/

https://arxiv.org/pdf/2307.02779
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Source:
https://infohub.delltechnologies.com/en-us/p/investigating-the-memory-access-bottlenecks-of-running-lims/
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FUREGOM The Generative Al Wave

R A Great Opportunity for the Edge
Large Language Model Evolution pocs .
G B ~ Small Language Models (SLMs) Explosion
R -ﬁq guag ( ) Exp
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EURE=_COM Large Language Models Inference Cost

Sophi a Antipolis

Inference Monthly Cost
$80k
$70k
w360k $60k
B7
g $50k $ask
Costs of inference as an application scales 2 $40k
. . p $30k
from 1k daily active users (DAUs) to 20k DAUs E $30k
()]
* Each user sends an average of 15 requests & | $20k =% STk e Siak
$10k S74 . L
per day e $3K IS I szg 1k I $45 $2k $3k $5k $6K
1k 3k 5k 10k 15k 20k
Number of DAU
& OpenAl Hugging Face+AWS @ Hugging Face+Inferless
(Source:
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EUREGOM Current Activities In This Area

ppppppppppppppp

Streamlining TinyML
Lifecycle with Large
Language Models

Benchmarking SLMs in SLM/LLM Query Routing
Constrained Devices via Edge Collaboration
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EUREGOM Current Activities In This Area

Sophi a Antipolis

Benchmarking SLMs in
Constrained Devices
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EURECOM Benchmarking SLMs In
Constrained Devices

ppppppppppppppp

Small Language Models (SLMs) for

resource constrained devices:

* Recent work shows the possibility
to adopt LLMs at the constrained
edge

 Still some way to go regarding the
resource consumption when
executed on MCU devices

* Potential to run on more capable
but still lightweight edge devices
(e.g., Single-Board Computers) Source: https //github.com/maxbbraun/llamadmicro!

Aalto University — CS-E4740 Federated Learning Course
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EURECOM

Antipol is

Benchmarking SLMs In

Current Focus: developing a benchmark suite for evaluating the

capabilities of LLMs on edge to constrained edge devices.
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EURECOM Read the Paper about this
Benchmarking Work!

Sometimes Painful but Certainly Promising: Feasibility and Trade-offs of
Language Model Inference at the Edge

MAXIMILIAN ABSTREITER, University of Helsinki, Finland

SASU TARKOMA, University of Helsinki, Finland

ROBERTO MORABITO, EURECOM, France and University of Helsinki, Finland

The rapid rise of Language Models (LMs) has expanded the capabilities of natural language processing, powering
applications from text generation to complex decision-making. While state-of-the-art LMs often boast hundreds of

billions of parameters and are primarily deployed in data centers, recent trends show a growing focus on compact

models—typically under 10 billion parameters-—enabled by techniques such as quantization and other model compres-

P, ey e Fevi. e LR 0w == afll _ - L. .. TAER - _ =l W 8 B0 o, xR . B =% - o

https://arxiv.org/pdf/2503.09114
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EURECOM Read the Paper about this
Benchmarking Work!

Sometimes Painful but Certainly Promising: Feasibility and Trade-offs of
Language Model Inference at the Edge

(C1) Addressing (RQ1-3), we benchmark 11 generative LMs on two widely used SBCs, analyzing key
performance indicators such as memory usage, inference speed, and energy efficiency to quantify the
feasibility of edge inference.

(C2) Answering (RQ2), we evaluate the effect of quantization and model scaling on inference efficiency,
resource utilization, and model performance, highlighting the trade-offs between accuracy and compu-
tational cost.

(C3) Directly addressing (RQ3), we compare CPU-based inference against GPU acceleration, investigating

their impact on execution speed, energy consumption, and practical deployment feasibility on edge [
devices.

(C4) Responding to (RQ4), we analyze the impact of power modes, threading configurations, and system
settings, while also evaluating micro-architectural metrics, such as cache misses and context switches,
to uncover bottlenecks and efficiency gaps in edge-based LM execution.

(C5) Informed by (RQ5), we assess the practical challenges of running LMs at the edge, including inference

cost analysis, qualitative benchmarking of the models, and aspects such as usability related to real-world

applicability, providing a broader perspective beyond raw performance metrics.
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EUREGOM Current Activities In This Area

ssssssssssssssss

Streamlining TinyML
Lifecycle with Large
Language Models
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EURE__COM LLMs for Edge Al: Any Possibility?

Edge Al P LLMs
(TinyML) e
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Platform
Compute
Memory

Storage

Power
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Hardware — Key Differences

Microprocessor > Microcontroller
1GHz-4GHz ~10X 1MHz—-400MHz
512MB-64GB ~10000X 2KB—512KB
64GB-4TB ~100000X 32KB-2MB
30W-100W ~1000X 150pW-23.5mW

Source: Content on these slides is sourced from https://github.com/edgeimpulse/courseware-embedded-
machine-learning and https://github.com/tinyMLx/courseware/tree/master/edX
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MICROPROCESSOR

MICROCONTROLLER
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Portability Trade-offs

Universal Code Portability/Compatibility v
Cost ($) B
Power Consumption (W) B

Engineering Effort JJ

’ &

Cost ($) IRY4
Power (W) IKY4
v

Eng. Effort

Source: Content on these slides is sourced from https://github.com/edgeimpulse/courseware-embedded-
machine-learning and https://github.com/tinyMLx/courseware/tree/master/edX
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EURECOM ML Software

Software

import numpy as np

np . SaveTheWorld ()
N

Operating System

Applications for x in range (10):

Able to execute the same
code on different
microprocessor hardware
and architectures.

Hardware

Source: Content on these slides is sourced from https://github.com/edgeimpulse/courseware-embedded-
machine-learning and https://github.com/tinyMLx/courseware/tree/master/edX
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EURECOM

Sophi a Antipolis

ML Software For Constrained Devices

‘ 1@) Inference Learning ~
oo,
Machine Learning Models

=0
TensorFlow Lite ==
il Ahitformat Real Time Data
Conversion Array Modelling
TensorFlow g
Machine Learning Runtimes > Mode! RN s
. Deplo Make
o . Train a model Ll mo:el Zt inferences at
Machine Learning Hardware model Edge Edge

Linux

Microcontroller

[ K¢

il

Source: Content on these slides is sourced from https://github.com/edgeimpulse/courseware-embedded-
machine-learning and https://github.com/tinyMLx/courseware/tree/master/edX
Aalto University — CS-E4740 Federated Learning Course
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Sop hi a

LLMs for Edge Al: Any Possibil

that you can be notified when certais

Je of how you might set up a webhook in Python

Task + Language + Software

Data Collection
Data Collection

Data Processing

Model Design
& Training

Quantization aware training

Development

St
Model Evaluation age

1 - Post-training quantization

Hardware Optimization &
Compression

Conversion &
Compilation

e e mmmmmm e ST emmm e T

Edge Al Lifecycle
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else you would like to add or clarify about the ‘board" before |

@@) ! think | have allthe nacessary information to implement the
start working on it?

\L "board’ data structure for the lic-tac-toe game. Is there anything

Chat History

Components

Prompt

m
[ No, that's all. F -

@@ < Alright then. | wil begin working on implementing the ‘board’ data
4 L structure for the tic-tac-toe game in Python.

class Bowd

_ine_sen;
i board = [ for_in ange(3for _ in range(d)
sef curtos_payer = X

6t dgtay_bosrdisety
e row 1 30 b

« st curvent_playee
S cument_piayer = O f s cuftort,_player = X s X"

Generated Code

Generator

Code Components
(Functions)

Prompt
Generator

Code Generation Capabilities

Edge Al ? LLMs

Sources:

neep N ) nsn

llm-based-code-generation-ff776b9e902f

h J//medium.com i i i i i f129b4
https://openai.com/api/pricing/

Model

gpt-4o0

gpt-40-2024-08-06

gpt-40-2024-05-13

Pricing

$2.50 / 1M input tokens

$1.25 / 1M cached** input tokens

$10.00 / 1M output tokens

$2.50 /1M input tokens

$1.25 / 1M cached** input tokens

$10.00 / 1M output tokens

$5.00 / 1M input tokens

$15.00 / 1M output tokens

Pricing with Batch API*

$1.25 /1M input tokens

$5.00 / 1M output tokens

$1.25/ 1M input tokens

$5.00 / 1M output tokens

$2.50 / 1M input tokens

$7.50 / 1M output tokens

API Cost
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https://medium.com/@saeedshamshiri_94060/looking-inside-gpt-synthesizer-and-the-idea-of-llm-based-code-generation-ff776b9e902f
https://medium.com/@saeedshamshiri_94060/looking-inside-gpt-synthesizer-and-the-idea-of-llm-based-code-generation-ff776b9e902f
https://medium.com/@diegodursel/coding-with-chat-gpt-real-intelligence-b5e6e6f129b4
https://openai.com/api/pricing/

curecoy LLMs for Edge Al Lifecycle Automation

Son hi a Antiobnolis

Trational ML

Edge AI Lifecycle

Model Evaluation Compression Knowledge Distillation |

Conversion &
Compilation

Lifecycle
bataColloction : DataCollection Data Collection E
Data Collection i Stage |
St : : :
HAE ' Data Processing i
Data Processing E— -------------------- -E
: Model Design Quantization aware training |
. : & Training ! /'

= = : Development :

Model Design =l o]= : : Stage : Edge Al LLMs
& Traini I ' Model Evaluation i
Development raming A . .
Stage Constrained ! Post-training quantization |
Ha:'\dware E Optimization & —_Pruning | E

ETE &

Deployment
Deployment & Device
Management

Deployment &
Monitoring Stage

Deployment &
Monitoring Stage

Monitoring &

Monitoring &

Model Update Model Update

Aalto University — CS-E4740 Federated Learning Course 02/April/2025



EURECOM What Is Then This Work About?

/////////////

Edge AI Lifecycle

Three main questions we would like to answer:

1. What aspects of the Edge Al lifecycle can be

Model Design Quantization aware training

processed and automated using LLMs? | & Training .
= = : Development ‘
o ° :"“..: E ode aluation Stage E
2. How can LLMs be effectively tailored to  constrained ; r )
optimize Edge Al lifecycle stages? Han T T

3. What are the trade-offs, challenges, and real- §
world considerations when integrating LLMs peployment s pevic=:

Management

with EdgeAlOps?

Edge Al /@ LLMs

Aalto University — CS-E4740 Federated Learning Course 02/April/2025



SIS o

:Input: Context info , requirements...

This dataset contains...
The purpose of this model...

The target board is...
- I want x-bit quantization...

The human in the loop

End-Device

Handles model conversion
and quantization.

Lifecycle Middleware

e pynon b

Additional Python functions
and methods tailored for
middleware components

integration.

LLM Inference

Provides answers
/generate code
for various tasks

1
Ll [HTTPS; Negotlatlon,
(OpenAl-compatible
AP|

decision making,==

‘ error handling...
LLM Tracing

Manages monitoring, tracing,
and storage of LLM
queries. E.g., LangSmith

Implements ML model code
for low-power microcontrollers

1 TFLM C++ Lib

Sketch compiler. To compile
.ino file for Arduino devices

E.g., numpy and pandas
for data processing

1

Utility Libraries

]
Python
Environment

LLM Prompt Templates

Pre-defined templates to
customize prompts for various
tasks.

Prompt Management
and LLM Interaction

Manages prompt templates
and LLM interactions.

E.g., LangChain

The Large Language

1
1
\
1
TinyML Device !
Arduino Nano 33 BLE
TinyML Runtime

®

| TFLite: TensorFlow Lite / TFLM: TensorFlow Lite Micro

Aalto University — CS-E4740 Federated Learning Course

Output: Artefacts

processed converted Arduino
dataset model sketch

~N

Output

The Overall View of Our Framework

del API

02/April/2025



EURECOM The Core of Our Framework

' Input: Context info , requirements...

TFLite Python Lib

'
'
' m‘ NSWers
This dataset contains. .. ' P’ov "
The purpose of this model - /generate code
'
]

The target board is. for vanous lasks
‘ I want x-bit quantization.,

LLM Inference \

Functions and methods
for model conversion and
quantization

Functions and methods for
implementing sketch code

AP decision maklng
Lifecycle Middleware * error handling...

TFLite Python Lib [l Custom Code Modules ML Software Libraries

Additional Python functions Hori ;

Handles model conversion and methods tailored for Manag(zs monltonnfgL,Eﬁcmg,

and quantization. middleware components and storage o .
integration. queries. E.g., LangSmith

LangChain is a framework designed to build applications powered by

'mm T | LLM Prompt Templates LLMs that can connect to external data sources and perform dynamic
decision-making based on those interactions.

Pre-defined templates to

E.g., numpy and pandas C (
customize prompts for various

Implements ML model code ;
for data processing

for low-power microcontrollers

e S LangSmith is a tool for debugging, testing, and monitoring LLM
Environment and LLM Interaction applications.

O® arduino-cli

S_kc-':tcfhI cc;mpAiI%L To %ompile m Manages prompt templates
—— o eoaor LLMs Supporting Tools L V9 —

[S
@
¢
5

Predefined structure or format used to guide the LLMs'
responses by embedding variables or placeholders within a
fixed text — It helps ensuring consistent and targeted
outputs for specific tasks.

Output: Artefacts

processed converted Arduino
Cataset moded sketch

[ TFLRe: TensorFiow Lite / TFLM: TensorFlow Lite Mcro | e —
L Prompt Templates R
CGED
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EURE=_COM What About Prompts Templates?

Sophi a Antipolis
12 Prompt Engineering Techniques
Predefined structure or format used to guide the LLMs' i
responses by embedding variables or placeholders within a Self-Ask

(-0 Meta-Prompt

_o Chain-Of-Thought
‘o) ReAct

Symbolic Reasoning
O PAL
Iterative Prompting

> _ G =
Prom . t Tem ¢ Iates o {{o }} TeChanues Sequential Prompting
c—————— Self-Consistency Forbes
Automatic Reasoning and Tool-use (ART)
Generated Knowledge FORBES > INN

The Best Prompt
Prompt Engineering piivrmrmerryr e I-'ngineering Techniques

(Effective communication & collaboration with AI)

Prompt Engineering is art and science of crafting inputs(prompts) to Al models to get the desired output F ~ . 2
or Getting The Most Out

Prompt Components Techniques Use Cases A Systematic Survey of Prompt Engineering in Large Language Models:

fixed text — It helps ensuring consistent and targeted
outputs for specific tasks.

Prompt
Engineering

TION > Al

. . . =X .,
~—- Context f;:':::: Text Summarization Techniques and Applications Of (] ener atlve Al
(O e 2 Question Answering 4 ; s ’
Instruction Few-shot ol Careraion Pranab Sahoo!, Ayush Kumar Singh’, Sriparna Saha!, Vinija Jain®*, Samrat
Input data chal of T.hOUQM Role Playing Mondal' and Aman Chadha®? Lance Eliot Contributor ©
: Output Indicator Self Consistency Text Classification !Department of Computer Science And Engineering, Indian Institute of Technology Patna Dr. Lance B. Eliot is a world-renowned expert on
: enefal Nnomecoe Reasoning 2Stanford University, * Amazon Al Artificial Intellioence (A) and Machine Lear
| : Automatic Prompt Engineering Art Generation {pranab_2021cs25, ayush_2211ai27, sriparna, samrat}@iitp.ac.in, hi@vinija.ai, Artificial Intelligence (AI) and Machine Learning...
: g‘-You are an expert sentiment ana’yzer H o3 A“:V’ ‘:’:’I"p‘| Grammar correction hi@aman.ai
| |% Classifygiven textinto positive, negative & neutral. Irectional Stimulus Bug finding May 9, 2024, 11:15am EDT
: 13 Text:Tenjoy prompt enginessing ReAct Language Translation Abstract
[__,_ S 5 Multimodal CoT Idea Generation .
Graph Prompting & many more Prompt eng g has ged as an i
s Sookiodelo able technique for cxlcndmg the capabxlmcs of Iargc Source:
language models (LLMs) and vision-language mod- . .
B ) clsg(Vst) ms(,,ppm,),ch leverages L,ik fpcc,ﬁc https://www.forbes.com/sites/lanceeliot/2024/05/09/the-best-
Best Understand the model's capabilities and limitations  Explain the context in as much detail as possible : known as p to eoh model - ~ : o H _far- o . - _of-
. Use clear and specific language Experiment with different formats and styles b~ e ey ooty (et prompt -engineering techniques-for-getting-the-most-out-of:
Practices Provide examples and feed Evaluate and refine eters. Rather than updating the model parameters, ) generative-ai/
Figure 1: Visual of prompt eng

prompts allow \! of pre-t d
models into downstream tasks by chcnung desired
model behaviors solely based on the given prompt.

LLMs trained on extensive data, instruction and context as pnvo!al
elements shaping the prompt, and a user input interface.

Source: https://www.linkedin.com/pulse/importance-prompt-

- Source: https://arxiv.org/pdf/2402.07927
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EURECOM What About Prompts Templates?

Predefined structure or format used to guide the LLMs'
responses by embedding variables or placeholders within a
fixed text — It helps ensuring consistent and targeted
outputs for specific tasks.

Prompt Templates >'— {{ o1}

Modular prompt templates developed for different TinyML lifecycle

stages include:

1. Context: Define LLM’s role and expertise.

2. Task-Specific Instructions: Tailored for Edge Al tasks.

3. Error Handling: Help correct execution errors.

4. Specification: Provides a template for application specifications,
such as hardware, sensors, software, and their configurations.

5. Sketch Guideline Templates: Provides code generation guidelines.

Aalto University — CS-E4740 Federated Learning Course 02/April/2025



EURECOM What About Prompts Templates?

Sophi a Antipolis

Predefined str
responses by e
fixed text — |
outputs for spe

# Context template for TinyML expert role
context_pro_tem: str = (
"""You are an expert in Edge AI, highly skilled in the workflow, tools, \
techniques, and best practices of Edge AI operations. Your expertise extends to hardware, including microcontrollers. \
You will be asked questions regarding various tasks of Edge AI, for example, data engineering, model designing, \
model evaluation, model conversion, deployment sketch developing, etc, of Edge AI and may need \
to generate code to execute corresponding tasks, for example, data cleaning, model training code, etc."""

# Format template for specification filling responses

format_spec_filling_pro_tem: str = r"""

### RESPONSE FORMAT ###

- Qutput only one code block

-~ In the code block, only put the updated \"application_specifications\":{{}}, remove everything outside of it.

- The response should be clear, accurate and strictly following the target_goal. Instead of assuming things, skip anything you are unsure about the detail.

o

# Template for filling application specifications

# placeholders: board_fullname, dataset_summary, app_spec_pro_tem

# count_placeholders: 3

spec_filling_pro_tem: str = r"""

### OBIECTIVE ###

- %kTASKsk: Fill in the requested fields in application_specifications.

~ %kTASK INSTRUCTIONSsck:

Read the value of \"board_fullname\" under \'"hardware\" in \"application_specifications\", \

based on the board info, application description, and sensors that will be used in the application, \

fill in proper parameters into the placeholder fields decide_when_generating_code_based_on_given_board_and_application_description \
and decide_when_generating_code_based_on_given_data_sample_and_application_description. Keep \"guideline\" as it is originally. \
Make sure the libraries imported are all compatible with the board {board_fullname}, instead of using the library \"Qualcomm_TensorFlowLite.h\", \
directly use the library \"TensorFlowLite.h\"."

Aalto University — CS-E4740 Federated Learning Course 02/April/2025




Framework Workflow

0] ALMAgen

]
I
EURECOM
/ Raw Data
Dataset Processor ('Q'_)
i Output
Processed Other Lifecycle
Dataset Stages
i Output
{ Trained Model }-
E — Components of Our Framework
Iterative Loop with Feedback and
@ J Continuous Improvement
\ Workflow Stages

&

Model
Converter

| Output

HeEE

LLM Inference

Provides answers
/generate code
For various tasks

¥
TFLite Model
with/without
quantization

i

]

|

i Output
Code Sketch 1
ready for device

@ y
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EUREGOM Test Case — CNN-based vision model
Sophi a Antipolis
Fruit identification using Arduino and TensorFlow
Data [ 2
Processor _@ Pgevideslansw:rs Posted by: ARDUINO TEAM — November 7th, 2019
~» - o variols tasks
| Output : s By Dominic Pajak and Sandeep Mistry
v
Processed Other Lifecycle
‘ Dataset }_’ Stages BRGBAColor sensor %
: Output g orFlow Lite Micro
v
. Model
| Trained Model |—> Converter
1
;Output d
TFLite Model
Components of Our Framework ‘ with/without ’—»
quantization

1
Iterative Loop with Feedback and i Output
@. Continuous Improvement

.ino sketch ready ]
for device
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https://blog.arduino.cc/2019/11/07/fruit-identification-using-arduino-and-tensorflow/

SIS

Test Case — CNN-based vision model
Sketch Generation Lifecycle

4 0 3\
Data N
@  ALMAgen
Processor S22
. J
! Output
A4
Processed 1
Select Board
compile_exp.ino  compiling_valid.ino  compiling_valid_0.ino  compiling_valid_2)]
1 #include <Arduino_APDS9960.h>
2 #include <TensorFlowLite.h> Model
3 #include "model.h"
4 Converter
5 #define SERIAL_BAUD 9600 H
6 1 Output
7  APDS9960 rgbSensor; _¥ - NZ
8  tflite::MicroInterpreterx interpreter; TFLite Model
9 tflite::ErrorReporterk error_reporter; with/without
10 tflite::MicroMutableOpResolver<3> resolver; quantization L
11 tflite::MicroInterpreterx interpreter; T
12 tflite::ErrorReporterx error_reporter; I Output
13 \4
14 const tflite::Modelx model = ::tflite::GetModel(model_data); -
15 uint8_t tensor_arena[2048]; .Ino SKetCh_ ready ] -~
16 float input([3]; for device %

17

18 void setup() {

19 Serial.begin(SERIAL_BAUD);

20

21 if (!rgbSensor.begin()) {

22 Serial.println("Error initializing APDS9960@ sensor!");
23 while (1);

24 }

25

26 resolver.AddFullvConnected():

Provides answears
fgenerate code
For various tasks

@ LLM Inference
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User

I LLM l I Compiler | |Target Device
: : v v
: 5 Previous Stages L : L
: ! Deplotyment Stage ! : i
' Provide deployment/ | . . .
. model specs . Query for sketch code generation X X .
. application > ' '
E requirements :< Return code for .ino sketch . . .
: : Try compiling sketch ' ' :
A’@I."Ea.ﬁ.vij e Successful compilation : : '
=5 D T : Deploy compiled sketch! ' '
1 i ' ' ]
. ! . . - ) ) 1.
else] e — — _ _ Cseeniompekd _ : _ _ 5
X i log error i ; :
Run Loop ) [for attempt in MaxAttepmts...] ’ : :
4 | Sends error info, query for sketch re-generation i : 1
: ( Return re-generated code ' : :
: ‘ Try compiling re-generated sketch | ' '
| Alternative | | o ? 1 3
] J Successful re-compilation ! ' 1
[If success within e — — —_— e = === — - = = :
V‘:‘mx»\tt(znmls’ . Deploy compiled sketch ! : |
\;“ Ise] :<_ e Report cor_npila_ti ONCITOT, e e |
! Display error | g y '
<_Progamends _ E E E
! DExit ' " .
i ] LLM | | Compiler | ITarget Device
User

02/April/2025




User
—— i Framework [ LLM | l Compiler | [Target Device]
I - : X , [ : : :
EC | : g * — 1 moae
EURECOM : = = I
4- 1 | L A |
Sophi a Antipolis 1 ) : | Deplotymentstage T T =
1 Provide deployment/ ! X X X
1
: model sp . Query for sketch code generation X X X
. application > ' '
' requirements | . X X X
: e X Return code for .ino sketch X X X
; : N : : :
' ' Try compiling sketch ' < !
: 1 1 “y 1
= 1 ] ] 1
Alternative :< Successful compilation ! : :
Lo e e w— w— w— w— w— w— w— w— w— w— w— w— w— w—
[If compilation . - . . .
Data is SUCCESSFUL] : Deploy compiled sketch: : >
1
Processor N \~oo/~umm | I S fremmessemsssensmessssansasssssssssens S ——————————— —— S— -
H [else] ' Unsuccessful compilation ' ' '
1 Output i << - - - - - = = = = = = -- - = :
¥ 1
1 1 |} 1
Processed 1 ! ' Log eror ; I ;
Select Board Run Loop | [for attempt in MaxAttepmts...] : : :
compile_exp.ino  compiling_valid.ino  compiling_valid_0.ino  cor] : : Sends error info, query for sketch re-generation : i :
L .
1 #include <Arduino_APDS9960.h> : 1 ’: : :
2 #include <TensorFlowLite.h> 1 ' ! ' '
3 #include "model.h" : S — _REtEn 'E_geierat_ed Cﬁde_ — e o ; ¢
4 ' 1 ] ' 1
3 ecing SERTALBAUY Sote ; f Try compiling re-generated sketch | o :
7 APDS9960 rgbSensor; : 'r : ,: !
8  tflite::Microlnterpreterx interpreter; Alternative : : : :
9 tflite::ErrorReporterx error_reporter; - o ' Successful re.comp“atjon 1 1 1
10 tflite::MicroMutableOpResolver<3> resolver; [If success within ‘< ————— — — — — — — — -Ih —_— — ﬁl :
11 tflite::MicroInterpreterx interpreter; y N o
12 tflite::ErrorReporterkx error_reporter; MaxAttepmtsJ [ Dep|OY COI'npl|Ed SketCh : : >:
13 1 ) | | |
14 const tflite::Modelx model = ::tflite::GetModel(m 5 : ilati : : :
15  uint8_t tensor_arena[2048]; else] ' Report compilation error ' ' '
16 float input(3]; [‘ J ,< ____________ JI_ e _: :
17 . 1 1 1 1
18 void setup() { :, Dlsplay €error : : : :
19 Serial.begin(SERIAL_BAUD) ; B2 ; " X ‘
20 . L . s s
21 if (!rgbSensor.begin()) { ! : ' ; I
22 Serial.println("Error initializing APDS9960 s :<_P|’0_g|'anlend_5 _: : : :
23 while (1); 1 : Exit : : :
24 } : ' ) 1 ' '
25 ' 1 [ [ 1
26 resolver.AddFullvConnected(): : ' !
i Framework l LLM l Compiler | | Target Device
User
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Sophi a Antipolis
Dat (]
ata
Processor (‘0'_)
]
! Output
¥
Processed Other Lifecycle
Dataset Stages
! Output
v

[ Trained Model }

Components of Our Framework

@ Iterative Loop with Feedback and
J Continuous Improvement

compile_exp.ino  compiling_valid.ino  compiling_valid_0.ino  compiling_valid_2

O 00O NO UL WN -

VNN NNNNRRPRRRRRBRRRR
o LD WN P O OWONOOU DS WNRS

#include <Arduino_APDS9960.h>
#include <TensorFlowLite.h>
#include "model.h"

#define SERIAL_BAUD 9600

APDS9960 rgbSensor;
tflite::Microlnterpreterx interpreter;
tflite::ErrorReporterx error_reporter;
tflite::MicroMutableOpResolver<3> resolver;
tflite::Microlnterpreterx interpreter;
tflite::ErrorReporterx error_reporter;

const tflite::Modelx model = ::tflite::GetModel(model_data);
uint8_t tensor_arenal[2048];
float inputl[3];

void setup() {
Serial.begin(SERIAL_BAUD);

if (!rgbSensor.begin()) {
Serial.println("Error initializing APDS9960 sensor!");
while (1);

}

resolver.AddFullvConnected():

I LLM l ICompilerl |Target Device

Previous Stages

L
Deplotyment Stage p
1

I sketch code generation

code for .ino sketch .

Try compiling sketch

Successful compilation

query for sketch re-generation

h re-generated code

T e —

Iry compiling re-generated sketch

Successful re-compilation

Deploy compiled sketch |

Report compilation error
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EURECOM Demos

- FR
= YouTube Cerca

= EVoulube "

Model Quantization

and Conversion

Sketch Generation

Automating Model Quantization and Conversion for TinyML with LLMs

= Non in elenco

G ?ob:lrto Mo... Modifica video o GF ~> Condividi
Iscritu

https://www.youtube.com/watch?v=KnJ5m78x_X8

P Pl o o0o01/134

Automated Sketch Code Generation for TinyML on Arduino with LLMs

= Non in elenco

https://www.voutube.com/watch?v=0jpsb5Wnnl8
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EUREGOM What is The Cost of This?
N (@) 101 AMAgen |

~ F'ogue‘;:rizl«.ubscl:g:s
| Output
v
Processed Other Lifecycle
Dataset Stages
! Output
Trained Model Model
Converter
1 Output
i <
TFLite Model
Components of Our Framework with/without
quantization

T
Iterative Loop with Feedback and i Output
@. Continuous Improvement -
.ino sketch ready
for device 9‘4

The data presented in this empirical evaluation is subject
A to change as OpenAl models are frequently updated,
which may impact results over time.

DISCLAIMER
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EURECOM What is The Cost of This?
Tokens and Time Perspective

A token is a unit of text (e.g., word, subword, or character) that the model
processes.

* Input tokens are the tokens derived from the text provided to the model for
analysis or generation.

* Output tokens are the tokens generated by the model in response to the input,
forming the predicted or generated text.

Both input and output tokens impact processing time and computational resources.
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EC hat is Th f This?
EURECOM What is The Cost of This:
Tokens and Time Perspective
30
@ Data Processing (DP)
o Sketch Generation (SG)
@ Model Conversion (MC)
o | + <o Stages Success Rate
SG Error :
Data Processing 0.900
"-’;20 ¥ X . ‘r 1
8 Model INT8 Quantization| 0.933
5 & conversion
3 A .
£ 15 X % Sketch Generation 0.300
» ." x
§ ® ¢
10 f * Staces Ave. Time (s) Ave. Total Tokens
. o g Passed | Failed | Passed | Failed
— — — Data Processing 36.00 69.79 | 15284.30 | 28654.00
9 xecuton Time (s) oken Consumplion © on - -
5 L e B e e o =T i & Model INT8 Quantization
® or | 4/; ;e. | 3288 | u‘sut u?,stn: u\_:m _ ,‘::m- _ \::n» & conversion 16.63 46.58 384943 16622.00
@ MC | 609 |365 | 1021 | 689 | S45 | 3949 1 000 Sketch Generation 113.86 | 119.58 | 10094.89 | 14286.14
0 _g . - SG 6055 | 7.73 8792 13,321 | 1,840 17,181 0.367
0 20 40 60 80 100 120 140 160 180

Time (Seconds)
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EURECOM What is The Cost of This?
pppppppp Tokens and Time Perspective

30
@ Data Processing (DP) I
o Sketch Generation (SG)
o5 <antacir | Stages | | Success Rate

Ave. Time (s) Ave. Total Tokens

Stages Passed | Failed | Passed Failed

Data Processing 36.00 69.79 | 15284.30 | 28654.00

Model INTS Quantization
11z ceL NTSQ 16.63 | 46.58 | 3849.43 | 16622.00

Sketch Generation 113.86 | 119.58 | 10094.89 | 14286.14

# Tokens (Thousands)
o

5 o Avg | M M Ave fin | M Succes:
DI 7.76 10,83 S60 ms 0%
& M( o9 2 89 s | 394
o lamm . ['sG |e0ss | 773 8792 | 13321 1840 | 17181 | 0.367
0 20 40 60 80 100 120 140 160 180

Time (Seconds)
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EURECOM What is The Cost of This?
. Monetary Cost Perspective

120 0.4
| oExecution Time  ¢Operational Cost |
0.35
100
0.3
— 80 —_
z I 0252
o
£ = S
= 60 l 02 T
S 9
8 -~ §
3 O 015 8
40 o
® 0.1
& .
20 <
0.05
0 &> 0
Successful |Unsuccessful Successful |Unsuccessfu| Successful |Unsuccessful
DP MC SG
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EURECOM Reality, lllusion, or Opportunity?

i S 1] e == e
Potential for expanded automation in the w‘““' 4 j* o
TinyML lifecycle. bt Resonig wax

e LLM fine-tuning can improve code
generation reliability we can enhance T TR G
versatility. C@

* Integrating LLMs with external tools for

. . . Source: https://arxiv.org/pdf/2401.17464
enhanced reasoning can unlock additional
level of reasoning (and so improvements).

Small Language Models

4
" phi3
I think Representation I write 5 Uama 2™, Gomini-Nare
= BLOOM AWKV 5SS
3 | TimyBERT~ 5 s
i Op

* Involving the end-device may enable LIM r T e e v ion
abstraction of device-specific info and real- opupromp - Oup ke
. . . . . . Source: https: //aniv.org/pdf/2402.16844 13 s ¥
time optimization for more efficient |

. as "
lifecycle management - .
[ 0 MebinBERT Mobie LiMs
2018 019 020 021 Farrd 2023 2ma 202
Year
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https://towardsdatascience.com/rag-vs-finetuning-which-is-the-best-tool-to-boost-your-llm-application-94654b1eaba7
https://towardsdatascience.com/rag-vs-finetuning-which-is-the-best-tool-to-boost-your-llm-application-94654b1eaba7
https://arxiv.org/pdf/2402.16844

EURECOM Read the Paper about this Work!

Consolidating TinyML Lifecycle with Large
Language Models: Reality, Illusion, or Opportunity?

Guanghan Wu?, Sasu Tarkoma*, Roberto Morabito*
*Department of Communication Systems, EURECOM, France.
tDepartment of Computer Science, University of Helsinki, Finland.

https://arxiv.org/pdf/2501.12420

To appear in IEEE loT Magazine!
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Current Activities In This Area

SLM/LLM Query Routing

via Edge Collaboration

G
M
DDDDDD
B : I
, LM
L 3 DOMAIN A
o & .
o |
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' DOMA
== |
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EUREGOM Towards An Efficient LLM Query Routing
Via Edge Collaboration

Problem: Mobile or edge devices cannot support large LLMs due to
their resource limitations, while cloud-based LLMs are expensive and
raise privacy concerns.

Research Question: How can we improve user query responses by T e
collaboratively utilizing smaller local LMs and larger cloud-based

LLMS? QUERY E q Dob%NA
Challenge »

* How do we determine which queries should be processed locally
and which should be sent to the cloud?

* How can we balance the trade-offs between cost, performance,
and privacy?

NO<IA
Work done in collaboration with L,EE!;ESI}_L Cambridge (Pervasive Systems group)
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curecom  Towards An Efficient LLM Query Routing
Via Edge Collaboration

oo Tiny LLM
User Middleware User Equipment

»| Large LLM

Cloud

2

The key concept is ‘query split and routing.

I

If the query complexity is high, it is
logical to route it to the back-end cloud
model.

If the query complexity is low, it makes
sense to process it with the front-end
local model.

However, if the query falls into a gray
area between local and back-end
processing...

...a collaborative approach is ideal. In this case, the local model can handle preliminary processing,
filtering, or understanding the context, while the cloud-based LLM provides deeper analysis or

complex reasoning.
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EURECOM

Sophi a Antipolis

Aalto University — CS-E4740 Federated Learning Course

| am feeling soar in my
stomach lately. What
could be the cause?

Based on the combination
of recent sensor readings
of your biometrics, vital
stats and your diet
habits...

| will write daily report on
the vital stats and
symptoms and find
recommendations.

(a) Sequential collaboration

————— e e e e e e e e e e e e e e e e e e

(b) Parallel collaboration

I am new to this
area/town. Is this a
safe area to live with
my kids?

| will check if there
were any unusual
activities in the past
month.

| will check the web for
crime rates and
identify pollution levels
in the area though the
Sensors.

Towards An Efficient LLM Query Routing
Via Edge Collaboration
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EURECOM Towards An Efficient LLM Query Routing
Via Edge Collaboration

800 0.3
709 0.25 > Era
600
a 0.2
4 8500 @
Us 3 400 0.15 +
] 8
4 J00 0.1
200 » Requests Processed
100 » Requests Rejected 0.05
xCloud GPT Costs
(g L — 0
Random Welghted Load Aware
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EURECOM Federated Learning Directions

Federated Prompt Fine-Tuning
What if prompt templates or instruction tuning for LLM-based Edge Al workflows

were collaboratively adapted using FL?
. E;p])t?;::aslley r\:(erevant when privacy prevents uploading prompt examples to a

FL for Model Routing Policies
Could routing policies for SLM/LLM (i.e., when to run locally or send to the cloud) be ,
learned in a federated fashion, adapting to each device's workload and usage

pafterns?
« Leverages FL to train routing classifiers without leaking device usage data.

FL for Lifecycle Feedback Loops

Could lifecycle automation (e.g., code sketch generation) benefit from federated

feedback loops, where each device refines LLM usage strategies based on local

success/failure logs?

« Could be posed as a federated reinforcement learning or federated policy
optimization challenge.
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From the Edge to the Cloud: Exploring Al Inference

Across the Computing Continuum
(yes, including Generative Al)

Roberto Morabito
Assistant Professor @ EURECOM

https://www.linkedin.com/in/robertomorabito

Kudos to Maximilian Abstreiter, Guanghan Wu (University of Helsinki), and SiYoung Jang (Nokia Bell Labs)
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