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Abstract

In interactive voice applications, FEC allows to recover from losses. FEC schemes need to be simple in order to
allow interactivity. We study a simple scheme implemented in FreePhone audio tool [High Speed Networking Group,
INRIA, Sophia Antipolis, http://www-sop.inria.fr/rodeo/fphone] and RAT: Robust Audio Tool [Multimedia Inte-
grated Conferencing for European Researchers, University College, London], where for every packet n, redundant
information is added in packet n + ¢. The quality of a reconstructed copy depends on the amount of redundancy. Using
queuing analysis we obtain simple expressions for the audio quality as a function of the amount of redundancy. We
show that the expected amount of useful information deteriorates for any amount of FEC and any ¢. We find con-
ditions under which FEC leads to quality improvement. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Real-time audio transmission is now widely
used over the Internet and has become a very

“This paper is largely based on research results reported in
the proceedings of IEEE Infocom 2001 (where we analyzed the
usefulness of FEC in terms of useful information) and reported
in the proceedings of the Second International Workshop on
Quality of future Internet services (QofIS 2001) (where we
studied the impact of FEC on the utility functions of voice over
IP).
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important application. Audio quality is still how-
ever an open problem due to the loss of audio
packets and the variation of end-to-end delay
(jitter). These two factors are a natural result of the
simple best effort service provided by the current
Internet. Indeed, the Internet provides a simple
packet delivery service without any guarantee
on bandwidth, delay or drop probability. The
audio quality deteriorates (noise, poor interactiv-
ity) when packets cross a loaded part of the In-
ternet. In the wait for some QoS facilities from the
network like resource reservation, call admission
control, etc., the problem of audio quality must be
studied and solved on an end-to-end basis. Some
mechanisms must be introduced at the sender and/
or at the receiver to compensate for packet losses
and jitter. The jitter is often solved by some
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Fig. 1. The simple FEC mechanism where packet n + 1 carries redundant information of packet n.

adaptive playout algorithms at the receiver. Adap-
tive playout mechanisms are treated in detail in
[18], and more recently in [19]. In this paper we
focus on the problem of recovery from audio
packet losses.

Mechanisms for recovering from packet losses
can be classified as open loop mechanisms, or
closed loop mechanisms [14]. Closed loop end-
to-end mechanisms like automatic repeat reQuest
(ARQ) are not adequate for real-time interactive
applications since they increase considerably the
end-to-end delay due to packet retransmission. >
Open loop mechanisms like forward error correc-
tion (FEC) are better adapted to real-time appli-
cations given that packet losses are recovered
without the need of a retransmission. Some re-
dundant information is transmitted with the basic
audio flow. Once a packet is lost, the receiver uses
(if possible) the redundant information to recon-
struct the lost information. FEC schemes are re-
commended whenever the end-to-end delay is large
so that a retransmission deteriorates the end-
to-end quality.

An audio conversation is considered to be inter-
active if the two-way end-to-end delay is less than
250 ms, including media coding and decoding,
network transit and playout buffering [13]. More-
over, an end-to-end delay less than 250 ms does
not have any negative impact on the quality. We
shall assume that this limit on end-to-end delay is
respected, and that the loss of packets is the only
source of deterioration of audio quality.

FEC has been often used for loss recovery in
audio communication tools. It is a sender-based

2 Note however, that ARQ could perform well as part of a
link level protocol for some short links.

repair mechanism. An efficient FEC scheme is one
that is able to repair most of packet losses. Now,
when FEC fails to recover from a loss, appli-
cations can resort to other receiver-based repair
mechanisms like insertion, interpolation, or regen-
eration, using well known methods [14].

The FEC schemes proposed in the literature are
often simple, so that the coding and the decoding
of the redundancy can be quickly done without
impacting the interactivity. In particular, the re-
dundancy is computed over small blocks of audio
packets. Well known audio tools as Rat [17], and
Freephone [9], generally work by adding some
redundant information of (i.e., a copy of) packet
n to the next packet n+ 1, so that if packet n is
dropped in the network, it could be recovered and
played out in case packet n+ 1 is correctly re-
ceived. The redundant information carried by a
packet is generally obtained by coding the previ-
ous packet with a code of lower rate than that of
the code used for coding the basic audio flow. For
example, a basic audio packet can be coded with
PCM and its copy with GSM [21] or LPC [24]. Thus,
if the reconstruction succeeds, the lost packet is
played out with a copy coded at a lower rate. This
has been shown to give better quality than playing
nothing at the receiver. Fig. 1 depicts this simple
FEC scheme.

In this paper we address the problem of audio
quality under this FEC scheme. In all the paper,
when we talk about FEC in general, it is this
particular scheme that we mean. We evaluate ana-
lytically the audio quality at the destination as a
function of the parameters of the FEC scheme, of
the basic audio flow and of the network. The per-
formance of this FEC scheme has been evaluated
via simulations [15,16], and tools like Freephone
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and Rat have implemented it. In [12], the authors
propose to increase the offset between the original
packet and its redundancy. They claim that the loss
process in the Internet is bursty and thus, increas-
ing the offset could give better performance than
having the redundancy placed in the packet fol-
lowing immediately the original one. However, the
authors in [12] did not propose any analytical ex-
pression that permits to study the impact of this
spacing on the audio quality.

The paper is organized in two parts. In the first
part, we use probabilistic methods and a Ballot
theorem [23] to find an explicit expression for the
audio quality in the case of a general offset not
necessarily equal to one. The audio quality is sup-
posed to be proportional to the volume of data
received. We consider a single bottleneck node for
the network and we focus on the case when the
buffer size in the bottleneck router is only dedi-
cated to the audio flow (or to an aggregate of
audio flows implementing the same FEC scheme
and sharing the same bottleneck). These assump-
tions hold when all flows in the network imple-
ment FEC, or when a round-robin scheduler with
per-flow queuing is used. Under these assump-
tions, our analysis shows that even for the infinite-
offset case (¢ — oo) which forms an upper bound
on the audio quality, adding FEC according to
this simple scheme leads always to a deteriora-
tion of quality caused by an important increase
in network load. Similar negative results have
been already obtained using analytical tools for
more sophisticated FEC schemes, see [1,7,10]. We
consider in this paper both the case in which
adding redundant information does not change the
amount of useful information in the packet, and
thus the total size of the packet increases with re-
dundancy (along with appropriate scaling of loss
probabilities and buffering capabilities), as well
as the case in which the total size of the packet
does not change, so that adding redundancy results
in decreasing the transmitted rate of useful infor-
mation.

In the second part of the paper, we address the
questions of how and where this simple FEC
scheme, which we recall is implemented in many
audio tools as Freephone and Rat, leads to an im-
provement in quality. We consider two aspects that

may contribute to quality improvement: multi-
plexing with other flows and using quality func-
tions which are not proportional to the volume of
well received data (goodput). The expected quality
is computed by using a utility function that indi-
cates the audio quality at the receiver as a func-
tion of the transmission rate. In the previously used
linear utility function we supposed that the more
the user receives data, the better is the quality and
that the increase in quality for a certain amount
of redundancy is the same for any value of the
transmission rate. In fact, the quality of an audio
transmission is quite a subjective measure and
depends on a large number of parameters. Yet
some simplified non-linear utility functions have
been proposed [22] to allow to asses voice quality
as a function of the transmission rate (see also [5]).
Our findings in this second part can be summa-
rized as follows:

e With a linear utility function, the addition of
FEC leads to an improvement in quality if the
(total) rate of the flow(s) adding FEC is small
compared to the total rate of the other flows
sharing the same bottleneck and not adding FEC.
The addition of FEC in this case does not lead
to an important increase in the loss rate which
explains this improvement. We start to lose in
quality when the (total) rate of the flow(s) using
FEC increases.

e In the case when all flows add FEC, which is the
worst case where the addition of FEC has the
biggest impact on the load of the network, it is
possible to obtain a gain in quality for some par-
ticular utility functions. The utility function must
increase with the amount of FEC faster than the
linear one, and higher increase rates are required
for small amounts of FEC.

In Section 2, we present the analysis and results
for the first part. The analysis and results for the
second part come in Section 3. We conclude the
paper in Section 4 where we also briefly mention
the case of general network topology and dis-
tributions of packet sizes and interarrival times.
Note that although we are focusing on audio flows,
our results on FEC are valid for any other kind of
multimedia application.
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2. Analysis of expected goodput

This part is organized as follows. In Section 2.1,
we describe our general model for applications
using FEC, and we define a quality function which
we will use in the rest of this part. We then present
the scenario of fixed amount of useful information
per packet, and fixed packet size, in Sections 2.2
and 2.3, respectively. In Section 2.4, we study the
simple case when packet n carries redundant in-
formation of packet n — 1 assuming an M /M /1/K
queuing model. In Section 2.5, we solve the prob-
lem for the general case when packet n carries re-
dundant information of packet n — ¢, with ¢ > 1.
Finally, we look in Section 2.7 at the quality in the
case of infinite spacing ¢ — oco. We use this result
to infer about multiplexing between several flows
in Section 2.8.

2.1. Analysis

In a large network as the Internet, a flow of
packets crosses several routers before reaching the
other end. Most of the losses from a flow occur in
the router having the smallest available bandwidth
in the chain of routers, so that one may model the
whole chain by one single router called “the bot-
tleneck”. This assumption has both theoretical
and experimental justification [2,6]. We shall use
the simple M /M /1/K queue to model the network
and thus the loss process of audio packets. In other
words, we assume that audio packets arrive at
the bottleneck according to a Poisson process of
intensity 4, and we assume that the time required
to process an audio packet at the bottleneck is
exponentially distributed with parameter p. The
Poisson assumption on inter-arrival times could
be justified by the random delay added to packets
by routers located upstream the bottleneck. The
service time represents the time between the begin-
ning of the transmission of an audio packet on the
bottleneck interface leading to the destination until
the beginning of the transmission of the next
packet from the same audio flow. Since the two
packets may be spaced apart by a random number
of packets from other applications, one may use
the exponential distribution as a candidate for
modeling the service time of audio packets at the

bottleneck. The reason for choosing this simplistic
model for the network is to be able to obtain
simple mathematical formulas that give us some
insights on the gain from using FEC.

Let p = 4/u be the intensity of audio traffic.
Assume that audio packets share alone the buffer K.
This can be the case of a bottleneck crossed only
by audio packets, or the case of a bottleneck router
implementing a per-flow or a per-class queuing.
Thus, for p < 1, the loss probability of an audio
packet in steady state is given by [11]:

l-p &
”(P):l_—pmlp ) (1)

and for p =1 it is equal to

1
o) = ¢ +1°
Now, we add redundancy to each packet in a
way that if a packet is lost, it can be still “par-
tially” retrieved if the packet containing its re-
dundancy is not lost. The redundancy is located ¢
packets apart from the original packet. It consists
in a low quality copy of the original packet. Let «
be the ratio of the volume of the redundant in-
formation and the volume of the original packet.
o is generally less than one. Along with the possi-
bility to retrieve the lost information in the net-
work, we should consider the negative impact of
the addition of FEC. Two scenarios should be
considered.

e The first, in which the amount of useful infor-
mation in a packet does not change when add-
ing FEC. In that case, the FEC has a negative
impact on the loss probability. Indeed, addi-
tional redundant information has an impact on
the service times since packets require now more
time to be retransmitted at the output of the
bottleneck. It may also have an impact on the
buffering capacity at the bottleneck since each
packet now contains more bits.

¢ In the second scenario, the packet size does not
depend on the amount of added FEC. This
means that the amount of useful information
in a packet reduces in order to leave space for re-
dundant information of a previous packet.
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2.2. Constant amount of useful information in a
packet

We shall propose the following two possible
negative impacts of FEC, in order to study later
the tradeoff between the positive and negative
impacts:

Impact of FEC on service time: We assume that
audio packets including redundancy require a
longer service time which is exponentially dis-
tributed with parameter p/(1 + o). This can be the
case when our audio flow has an important share
of the bottleneck bandwidth. If it is not the case,
this assumption can hold when the exogenous
traffic at the bottleneck (or at least an important
part of it) is formed of audio flows that imple-
ment the same FEC scheme. Our assumption also
holds when the bottleneck router implements a
per-flow scheduling that accounts for the size of
packets.

Impact of FEC on buffering: The buffering ca-
pacity in the bottleneck router will be affected by
the addition of FEC in one of two ways: (1) since
packets are now longer by a factor (1 + «), we can
consider that the amount of buffering is dimin-
ished by this quantity, or (2) we can assume that
the queue capacity is not function of packet length,
but rather of the number of packets. Hence, the
queue capacity is not affected by the use of FEC.
Let K, denote the buffer size after the addition of
FEC in terms of packets. It is equal to K/(1 + o)
if the buffer capacity is changed, and it is equal to
K otherwise. Thus, the loss probability in the pres-
ence of FEC takes the following form:

- 1—p(l+a) K
o) = T o1 ) @)

Before we define the quality of audio received at
the destination, we introduce a random variable ¥,
that indicates a successful arrival of a packet at the
destination or not. Then,

Y, =0,
Y, =1,

if packet n is lost, and
if packet n is correctly received.

Let ¢ > 1 be the variable indicating the distance,
or the offset, between the original packet and its
redundancy. We make the simple assumption that

the audio quality is proportional to the amount
of information we receive. A quality equal to 1
indicates that we are receiving all the informa-
tion (the basic audio flow). The quality we get
after the reconstruction of an original packet
from the redundancy is taken equal to «, where o
is the ratio of redundancy volume and original
packet volume. We thus define the quality func-
tion as,

(%) = P(Y, = 1) + aP(Y, = 0)P(¥,,y = 1], = 0)
— 1=y (@)(1 = aP(Yy = 11, = 0)).  (3)

This equation gives us the audio quality at the
destination under a FEC scheme of rate (1 + o) ',
and of distance ¢ between an original packet and
its redundancy. For the case o = 0, our definition
for the quality coincides with the probability that
a packet is correctly received. For the case o = 1,
it coincides with the probability that the informa-
tion in an original packet is correctly received,
either because it was not lost, or because it was
fully retrieved from the redundancy. One may
imagine to use another quality function than the
one we chose. In particular, one can use a quality
function that is not only a function of the amount
of data correctly received but also of the coding
algorithm used. Different algorithms have been
used in [9,17] for coding the original data and the
redundancy. Table 1 resumes the notation we will
use in the rest of the paper.

2.3. The case of constant packet size

We assume that the total packet size does not
depend on the amount of FEC. A packet is con-
stituted of a fraction o of redundant information,
and a fraction of 1 — a of useful information.

Since the packet size is constant here, the FEC
has no impact on the loss probabilities nor on the
buffer size (in units of packets). In particular, the
probability m,(«) does not depend on «, and p
neither does not change with o. So we do not need
to include o and p in the notation.

The quality we get after the reconstruction of
an original packet from the redundancy is taken
equal to a. But if we do not lose the original packet,
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Table 1
Notation used in this paper
Expression Definition
O(a) The audio quality
¢ The offset between the original packet and the packet including its redundancy
K, The size of the queue
X; The random variable which represents the number of packets in the queue just before the arrival of the jth audio
packet
Z; The random variable which represents the number of services between the arrivals of the j — 1th and the jth

audio packets®

# As is frequently done, we include in Z; not only real services but also “potential services”: these are services that occur while the

system is empty; thus at the end of such a service no packet leaves.

its quality is 1 — «, instead of 1 unit, as before. We
thus define the quality function as,

0(x) = (1 —%)P(Y, = 1)
(Y, = 0)P(Y,,y = 1]Y, = 0)
=(1-n)(1—-o)+onP(Y,p = 1Y, =0).
(4)

For both scenarios (where useful information
or where total information in a packet are con-
stant), we ask the following question: “How does
the audio quality vary as a function of «?” That
would permit us to evaluate the benefits from such
a recovery mechanism and to find the appropriate
amount of redundancy o that must be added to
each packet. In the next sections we find the audio
quality for different values of ¢. The only missing
parameter is the probability that the redundant
information on a packet is correctly received given
that the packet itself is lost. This is the function
P(Y,:o =1|Y,=0) in Eq. (3). In the following
sections we put ourselves in the stationary regime
and we compute this probability.

2.4. Spacing by ¢ =1

In this section we analyze the case when the re-
dundant information of packet n is carried by
packet n + 1, i.e., ¢ = 1. This mechanism is imple-
mented in well known audio tools as Freephone
[9] and Rat [17]. Let R be the event that the re-
dundancy is correctly received given that the orig-
inal packet is lost. This represents the case where
the next event after the loss of the original packet
is a departure and not an arrival.

2.4.1. Fixed amount of useful information per
packet

Consider first the scenario in which the useful
information in a packet is fixed. Then the proba-
bility of event R is given by

1

Py =1Y, =0) = ——— .

(5)
Substituting Eq. (5) in Eq. (3), we obtain

o

0ua(o) = 1= my(n) (1~ ).

To study the impact of FEC on the audio quality,
we plot Q,(2) as a function of o for different
values of K, and p. In Fig. 2 we show the results
when the buffering capacity at the bottleneck is
assumed to change with the amount of FEC
(K, =K/(1+a)), and in Fig. 3 we show the re-
sults for the case where the buffering capacity is
not changed (K, = K). We see that, for both cases,
audio quality deteriorates when o increases (when
we add more redundancy), and this deterioration
becomes more important when the traffic intensity
increases and when the buffer size decreases. The
main interpretation of such behavior is that the
loss probability of an original packet increases
with « faster than the gain in quality we got from
retrieving the redundant information. This should
not be surprising. Indeed, even in more sophisti-
cated schemes in which a single redundant packet
is added to protect a whole block of M packets, it
is known that FEC often has an overall negative
effect, see [1,7,10]. Yet in such schemes the negative
effect of adding the redundancy is smaller than in
our scheme, since the amount of added informa-
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tion per packet is smaller (i.e., a single packet know that for such schemes and in case of light
protects a whole group of M packets). But, we traffic, the overall contribution of FEC is positive
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[1,10]. This motivates us to analyze more precisely
the impact of FEC in our simplistic scheme in case
of light traffic.

Define the function A(p) = O(1) — Q(0) and
consider the case when the buffering capacity at
the bottleneck is not affected by the amount of
FEC. This is an optimistic scenario where it is very
probable to see the gain brought by FEC, of
course if this gain exists. We have

20+1)\ 1~ (2p)%"

l—p o
o _pKﬁlp : (6)

Alp) =

Finding lim,_ A(p) would permit us to evaluate
the audio quality for a very low traffic intensity.
We took K, =2M in Eq. (6) and we expanded
A(p) in a Taylor series. We found that all the first
coefficients of the series ¢, ci,...,cy_1 are equal
to zero, and that the coefficient ¢;, is negative and
equal to —2(2p)". ¢; is the coefficient of p’ in the
Taylor series of A(p) and can be computed by

d
¢

= d_ij/<p)‘p:0

Thus, for small p, A(p) can be written as
—2(2p)" + o(pM) and the gain from the addition
of FEC can be seen to be negative. With this
simple FEC scheme, we lose in audio quality when
adding FEC even for a very low traffic intensity.
This loss in quality decreases with the increase in
buffer size.

2.4.2. Fixed packet size
Substituting Eq. (5) in Eq. (4), we obtain
omn
()= (1—-o)(l —7) + ———.
In Section 2.7 we shall show that we loose in that
case, as well as for any general spacing ¢ > 1. This

will be done by considering an optimistic bound
obtained by an infinite spacing.

2.5. General case: spacing by ¢ = 1

Now, we consider the more general case when
the spacing between the original packet and its

redundancy is greater than 1. The idea behind this
type of spacing is that losses in real networks tend
to appear in bursts, and thus spacing the redun-
dancy from the original packet by more than one
improves the probability to retrieve the redun-
dancy in case the original packet is lost. Indeed,
a packet loss means that the queue is full and
thus the probability of losing the next packet is
higher than the steady state probability of losing
a packet. The spacing gives the redundancy of a
packet more chance to find a non full buffer at
the bottleneck, and thus to be correctly received.
We note that the phenomenon of the correlation
between losses of packets was already modeled
and studied in other papers: [1,7,10]. Measure-
ments have also shown that most of the losses are
correlated [3,4,20].

Here, we are interested in finding the proba-
bility that packet n + ¢ is lost given that packet
n is also lost. This will give us P(Y,.4 = 1|¥, =0)
which in turn gives us the expression for the audio
quality (as expressed in Eq. (3)). Since we assume
that the system is in its steady state, we can omit
the index n and substitute it by zero. We have
Y, = 0 which means X, = K,. We are interested in
the probability that X; = K,. For the ease of com-
putation, we consider the case ¢ < K,. We believe
that this is quite enough given that a large spacing
between the original packet and the redundancy
leads to an important jitter and a poor interac-
tivity.

In order to obtain an explicit expression for the
probability P(X, = K,|X, = K,), we first provide
an explicit sample-path expression for the event of
loss of the packet carrying the redundancy, given
that the original packet itself was lost.

Theorem 1. Let Xy = K, and 1 < ¢ <K, then:
packet ¢ is not lost if and only if

Zy—120
or
Zop+Zy1 =220

Xy <K, <= 0r (7
or
Z¢+Z,/,,1+"'+Zlf¢>0
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or equivalently, packet ¢ is lost if and only if

Z¢ —-1<0

and

Z¢ + Z(f,,] —-2<0

Xy =K, < { and (8)
and

Zy+Zy 1+ -+ 27 —¢$<0

Proof. We can express the number of packets that
the 7 + Ith audio packet will find in the queue
upon arrival as follows:

X = ((Xi+ ) AK, —Z) VO Viz0, 9)

where A and V are respectively the minimum and
maximum operators. The rest of the proof goes
in three steps that are summarized in Lemma 1,
Lemma 2 and Corollary 1 below.

Now, we define
Xa2X + ) AK, — Zi. (10)

This new variable corresponds to the number of
packets that would be found in the queue upon
the arrival of packet i + 1 if the queue size could
become negative. We next show that it can be used
as a lower bound for X; ;. O

Lemma 1. Ion <X then X; <X, Vi>0.

Proof. We proceed for the proof by induction. This
relation is valid for i = 0. Suppose that it is valid
for i > 0. We show that it is valid for i + 1,

X <((X+1)AK, —Zy) VO
(Xi +1)AK, —Zi11) VO

=X U

<
<

Lemma 2. Let Xo=K,, then X, = K, — max; <;<;

S (Z-1)—1 Yizo.
Proof.

X, =K,

X, =K, — 7

=K, —Zi+ 1) AK,— 7,
XN= (K~ Zi+ ) AK, — Zs + ) AK, — Zs
=Ky =21 —Z+2) N Ky — Zo + 1) AK, — Z3
=K, —(Zi+Z-2)V (L —1)V0—Z

i—1
X, = K, — max {0, (Z, — 1)} -7

1<I<i

i1
= K, — max {0, (Zj—l)}—Z,-

1<i<i

J

1<I<i

Corollary 1. Expression (8) holds if Xy = K, and
¢ <K,.

Proof. The right hand side in Eq. (8) is no other
than:

Suppose first that max; <<y {Zf:l (Z; = 1)} <0.
Using Lemma 2 then Lemma 1, we have X; > K,
which gives X, > K,. Thus, X, = K,. Now, we
need to show that if Xy = K, we get

[
lgﬁg¢{Z(Z/ - 1)} <0.

=1
We define:
¢ = min {i|)?,- <X1}. (11)

According to Eq. (11), we distinguish between the
two following cases:

e ¢" > ¢, and
* ¢"< 9.

Consider the first case. Using the definition of ¢
and Lemma 2, we write: ¢" > ¢ = Xy =X, =
Xy =K, = maxlglw{Zj’:, (z,-1)}=-1<0.
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Now, suppose that ¢* < ¢, thus X]f,* <0 and
Xy = 0. We write,

T(p-9")=(¢p—¢) <P<K,

if there were no service. Thus, we get in this case
X, < K, which is in contradiction with our as-
sumption that Xy = K,. The case ¢* < ¢ does not
appear if ¢ is chosen less or equal to the buffering
capacity. Thus, for Xy = K, we have max;¢;<y
{Ef ,(Z; — 1)} < 0. This concludes the proof of
Theorem 1. O

Xy < Xy

According to Ballot’s Theorem [23] (sece the Ap-
pendix A in Section 4 for details), we have for
k< ¢:

Lemma 3.

[
o] o

Let A be the event that X, = K, given that X, =
K,. We sometimes write 4 to stress the depen-
dence on ¢. We conclude from Theorem 1 that if
packet O is lost, i.e. if packet 0 finds K, packets in

the system, then
-1 } < 0}

¢
= max

Then, we can represent the probability that packet
n + ¢ is lost given that packet n is lost as

P(Y,4 = 0]Y, = 0) = P(4)

o1
=Y PAZi+--+Zy=k)
k=0
PZi+---+Zy=k). (13)

Once this probability is computed, the audio
quality can be directly derived using Eq. (3).

Theorem 2. Define p, = p(1 + o) and for the sce-
nario in which the useful amount of information in a
packet is constant in o; define p, = p and K, = K in
the scenario in which the packet size does not depend
of a. Consider 1< ¢ < K,. Given that packet n is

lost, the probability that packet n + ¢ is also lost is
given by

-5 (-9 )
k=0 d) Pu + 1 Pa + 1
o+k—1
X ( b1 ) (14)
where (}) = n!/(n — k)k! denotes the binomial co-
efficient. The quality function can be computed by

substituting P(4) in Eq. (3). Note that P(Y,,s = 1|
Y,=0)=1-P(4).

Proof. The second right hand term of Eq. (13)
must be solved by combinatorial reasoning. For
that purpose, we define the vector Z to be:

Z

" 24>

z=1 .1, (15)
Zy

where S0, Z, =k, and we define S be the set of

the different sets that Z may acquire: § = {Z}. We
must sum over all the possible trajectories:

P(iz, = k) => P(Zi =z)

XP(ZQ :Zz)...P(Zd) :Z(p)

A ¢ u, k
:ZS:(iﬂta) (iﬂla)
i) G
B /1—"_:“& )"+:uoc

x(¢+k_1). (16)

¢—1

We define here p, as being equal to u/(1 + «) for
the scenario in which the amount of useful infor-
mation per packet does not depend on o, and p, =
u in the case of fixed packet size. It’s easy to see
that the combinatorial part of Eq. (16) holds. To
do that, we can see the problem to be the num-
ber of distinguishable arrangements of k indistin-
guishable objects (the packet audio departures from
the bottleneck) in ¢ inter-arrival intervals, just as
it’s depicted in Fig. 4.
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k departures

0 I LI
1 2 3 4 0
¢ inter-arrival intervals

Fig. 4. Model to solve the combinatorial part.

Using Eq. (16) we get finally,

=503 ) (%)
(%5 v

which yields Eq. (14) in terms of p, = p(1 + ) =
A/u,. The quality function can be obtained by
substituting Eq. (14) in Eq. (3). The value of 7, (p)
is given in Eq. (2). O

We trace now plots of the audio quality as given
by Egs. (3) and (14) for different values of K,, ¢
and p. Fig. 5 depicts the behavior of Q(a) when the
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buffering capacity at the bottleneck is assumed to
be divided by a factor (1 + «), and Fig. 6 depicts
this behavior when the buffering capacity is not
changed.

We notice that, just as in the case of ¢ =1,
we always lose in quality when we increase the
amount of FEC even if we consider a large spac-
ing. But, we also notice that for a given amount
of FEC, the quality improves when spacing the
redundancy from the original packet. This is the
result of an improvement in the probability to re-
trieve the redundancy given that the original packet
is lost. This monotonicity property holds, in fact,
for any value of ¢ (not just for ¢ < K,). We show
this theoretically in the next section.

2.6. Monotone increase of the quality with the
spacing

The steady state probability of loss of a packet
n does not depend on ¢. It thus remains to check
the behavior of P(X,.4 = K,|X, = K,) as a func-
tion of ¢ in order to decide on the quality vari-
ation (Eq. (3)). The quality is a decreasing
function of this probability. For ¢ < K, the latter
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Fig. 5. Quality behavior in the presence of FEC and spacing 1 < ¢ < K, assuming that queue size is changed.
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Fig. 6. Quality behavior in the presence of FEC and spacing 1 < ¢ < K, assuming that queue size is not changed.

probability is equal to P(4%), and the monoto-
nicity property can be seen directly from the fact
that 4% is a monotone decreasing set (since it
requires for more summands to be smaller than
zero, as ¢ increases, see Eq. (8)).

Now, to see that P(X,.4 =K, X, =K,) 1is
monotone decreasing for any ¢, we observe Eq.
(9), which holds for any i > 0, and note that X;,; is
monotone increasing in X;. Thus by iteration, we
get that X, is monotone increasing in X;. Now
using this monotonicity, we have

Py = KXo = K,) = P(X, = KX, = K,)

Ky

=Y PXy=K,|X =i X =K,)
i=0
X P(XO = l'|X,1 = Kx)
Ky

=Y P(Xy = K,|X = ))P(Xo = i|X_; = K,)
i=0
Ky

< Z:P()g5 =K,|Xy =K,)P(Xy = i|lX_, =K,)
i=0

= P(X,; = K,|Xo = K,).

2.7. Limiting case: spacing ¢ — 0o

The case of large ¢ is not of interest in interac-
tive applications, since it means unacceptable de-
lay. However, since we have found that the quality
of the audio with FEC improves as the spacing
grows, it is natural to study the limit (¢ — o0) in
order to get an upper bound. Indeed, if we see that
in this limiting case we do not improve the quality,
it means that we lose by adding FEC according
to our simple scheme for any finite offset ¢.

When ¢ — oo, the probability that the redun-
dancy is dropped becomes equal to the steady state
drop probability of a packet.

Consider the scenario of fixed amount of use-
ful information per packet. Then, Eq. (3) can be
written as,

Oy (@) = 1 = my(00) + omy (o) (1 — 7, (a)). (18)

We plot Eq. (18) in Fig. 7 as a function of the
amount of FEC for different values of K, and p.
We see well how, although we are in the most
optimistic case, we lose in quality when adding
FEC. That suggests that this class of FEC mech-
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Fig. 7. Quality behavior in the presence of FEC and spacing ¢ — oo.

anisms are not efficient for real time transmission
because it never improves the goodput of the con-
nection.

Next we show that this conclusion also holds
for the scenario of fixed packet size. In the case of
very large spacing, Eq. (4) can be written as

04 e(2) = (1 = m)(1 — o) + om(1 — )
=(1=n)(1 —a(l —mx)).

We see that this is strictly smaller than 1 — 7 which
is the quality with zero redundancy!

(19)

2.8. Multiplexing between traffic

We analyze the case when several input flows
arrive to the bottleneck, an audio flow and an
exogenous flow which represent the superposition
of all other flows. We further consider here the
case of general independent service time distribu-
tion. We use the results of the previous subsection
to show that we do not gain in goodput by mul-
tiplexing (under both FEC scenarios) provided
that the packet size of all multiplexed streams has
the same distribution. This covers both the first

scenario (in which packet size increases with FEC)
where all streams add FEC, as well as the second
scenario in which it does not matter any more how
many streams add FEC (since the packet size is not
affected by FEC).

We model the multiplexing by the arrival of
two independent Poisson input flows, A; and /,,
representing the audio flow and the exogenous
traffic (which represents all other flows) respec-
tively.

In order to compute the goodput of a flow that
adds FEC, we can use the fact that the spacing
between a packet and its redundancy is now ran-
dom, with a geometric distribution with parameter
A1/%2. We note that we cannot use anymore the
exact expressions for loss probabilities derived in
Section 2.5, since the spacing can now be larger
than the buffer size. However, we can still use the
fact that the quality is increasing with the spacing.
Thus, since we saw that we lose by adding FEC
for ¢ — oo, we conclude that we lose in goodput
by adding FEC when multiplexing flows under the
above assumptions. Nevertheless, we shall show
in the next section that we may gain in goodput
under different assumptions.
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3. Cases where FEC improves audio quality

As we explained in the Introduction, the nega-
tive result in the first part of the paper holds in the
case when all the flows in the network add FEC,
or when the audio flow has its own buffer in net-
work routers. It also holds with the particular
linear utility function we considered. In this part,
we consider other cases where we prove that FEC
may improve the audio quality. In Section 3.1, we
investigate the case of a single audio flow sharing
the bottleneck with an exogenous traffic not im-
plementing FEC. In Section 3.2, we study the
performance of FEC for other non-linear utility
functions. The results of this part serve as guide-
lines for an efficient use of FEC in audio applica-
tions. They will give us an explanation of the gain
in audio quality we may perceive in some real
scenarios. Queuing models similar to those used in
the first part of the paper will be used through the
second part.

3.1. Multiplexing and FEC performance

3.1.1. The model

Consider the case of an audio flow implement-
ing FEC and sharing a bottleneck router with
some other flows not implementing FEC. We look
at the other flows as a single exogenous flow of
constant rate and of packet size exponentially
distributed. The latter choice can be justified by
the mixture of a large number of flows from dif-
ferent sources and of different packet sizes. Let 1/u
denote the average transmission time at the bot-
tleneck of a packet from the exogenous flow. This
time is independent of the amount of FEC added
to the audio flow. We consider that the original
audio packets have a fixed length and we denote
by 1/p, their average transmission time at the
output interface of the bottleneck router.

Let us suppose that packets (audio+exogenous)
arrive at the bottleneck router according to a
Poisson process of constant rate 4. Suppose also
that audio packets arrive at the bottleneck ac-
cording to a Poisson process. This latter assump-
tion can be justified by the fact that audio packets
cross multiple routers before arriving at the bot-
tleneck, so that their inter-arrival times can be

approximated by an exponential distribution. Let
p € 1[0,1] denote the fraction of arriving packets
belonging to the audio flow; this quantity repre-
sents the probability that a packet arriving at the
bottleneck is of audio type. Suppose finally that the
bottleneck router implements the classical Drop
Tail policy and has a buffer of size K packets
(packet in service included). Packets from different
flows share the K places of the buffer and are served
in a first-in first-out (FIFO) fashion. The system
can be then considered as an M/G/1/K queuing
system where packets arrive according to a Poisson
process and where service times (or transmission
times in our settings) are independent and identi-
cally distributed. This system can be then solved
using some known results from queuing theory
[11,8]. Our main objective is to find an expression
for the audio quality at the destination as a func-
tion of the different system parameters as well as
the amount of FEC added to the original packets
by the audio source.

3.1.2. The analysis

Suppose first that the audio flow does not im-
plement FEC. We look at the audio quality at the
moments at which packets would arrive at the des-
tination. We take a value equal to 1 as the quality
obtained when the audio packet is correctly re-
ceived, and 0 as the quality when the packet is
lost in the network. The average audio quality
during the conversation is equal to Q=1—m,
where 7 denotes the stationary probability that a
packet is dropped in an M/G/1/K system. This
probability is equal to n= (14 (p—1)f)/(1+
pf), where p is the total system load (or the total
traffic intensity) given by p = A((8/w,) + (1 — B)/
w), and f'is the K — 2th coefficient of the Taylor
series of a complex function G(s) defined as G(s) =
(B*(A(1 —s)) —s)~". B*(s) is the Laplace Stieltjes
transform of the service time distribution [8]. In
our case,

B(s) = /0 " b()ed
= pe" + (1= P)u/(u+s), for Re(s) = 0.

The coefficient f'can be computed by developing
the Taylor series of the function G(s) with some
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mathematical symbolic software. It can also be
computed using the theorem of residues as follows:

K—2
o) 1 g
o 2mi Jp, sK-

/= (K —2)! dsk-2
where D, is any circle in the complex plane with
center 0 and with radius chosen small enough so
that the circle does not contain any pole of the
function G(s).

Now, the addition of FEC to the audio flow
increases the transmission time of audio packets
at the output interface of the bottleneck router.
This increases the load of the system which chan-
ges the stationary probabilities. Let o € [0, 1] de-
note the ratio of the volume of FEC at the tail of a
packet and the volume of the original packet. The
new transmission time of audio packets becomes
(1 4 o)/u, and the new system load becomes

_ L (Bl+o) (1-5)
p“_i( W w ) @0

In the same way we can compute the new trans-
form of the transmission time, the new coefficient
£, and the new drop probability of an audio packet
(it is the same for exogenous packets given that the
arrival processes of both flows are Poisson). For
simplicity, we assume in this part that the size of
the bottleneck buffer in terms of packets does not
change with the addition of FEC. Henceforth,
when we add an index « to a function, we mean the
new value of the function after the addition of an
amount o of FEC. The quality after the addition of
FEC becomes

0y = (I = m) + U()my(1 — mf). (21)

The first term corresponds to the quality ob-
tained when the original audio packet is correctly
received. The second term corresponds to the
quality obtained when the redundant copy is cor-
rectly received and the original packet is lost. U(x)
indicates how much quality we get from an
amount o of FEC. The quantity n? indicates the
probability that the packet carrying the redun-
dancy is dropped given that the original packet is
also dropped. ¢ represents the offset (in number of
audio packets) between the original packet and the
one containing its copy. In this section, and as in
the first part, we will only consider the case of a

linear utility function U(a) = a. We keep the study
of the impact of other utility functions until Sec-
tion 3.2.

The exact computation of Q? requires the
computation of n?. This latter function is quite
difficult to compute given the multiplexing of
packets from both flows at the bottleneck. We
must sum over all the possible numbers of non-
audio packets inserted between audio packets.
What we can do instead is to find bounds on this
probability and thus bounds on the quality. From
Section 2.6, the probability that a packet is lost
given that the nth previous packet is lost is a de-
creasing function of »n and it converges to n, when
n — oo. We can write 7, <n¢ <n, with 7) being
the probability that a packet (from any flow) is lost
given that the previous packet is also lost. This
gives us the following two bounds on the quality:
00 < 0¢ < Q,, where

QS =(1—-mn,) +oam,(l — ng), (22)
0, =1 —-mn,)(l + an,). (23)

We use these two bounds to study how the
audio quality varies for different amounts of FEC
and for different intensities of audio traffic. We are
sure that if we gain in QY (lose in Q,), we will gain
(lose) in quality for any offset. Our main objective
here is to show how the quality varies with FEC
for different values of . The analysis in the first
part has shown that we always lose in quality for
f =1 (i.e., when the audio flow occupies 100% of
the bandwidth at the bottleneck). All that we still
need to do is to find the expression for the lower
bound on the quality which can be found from the
expression of n°.

Theorem 3. ¥ is given by 1 + %, with

By(2) = pe Mo 1 (1= B/ (u+ 2),

and p, given by Eq. (20).

Proof. Consider a general M/G/1/K queuing sys-
tem. We have to compute the probability that a
packet (say 1) is dropped given that the previous
packet (say 0) is also dropped. Let a(f) = e~ be
the distribution of time intervals between arrivals
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(of packets from both flows), and let b(¢) be the
distribution of service times. Let r(¢) be the dis-
tribution of the residual time for the packet in
service when packet 0 arrives (there is certainly a
packet in service since packet 0 is supposed to
be dropped). Using the results in [11], we write
r(t) =1—B(t)/o. B(t) is the cumulative distribu-
tion function of the service time and o is the av-
erage service time. In our case,

B(t) = ﬁl{t = (1 + O()/‘uo} + (1 — ﬁ)(l _ e*#[%
and ¢ = p,//. The probability 7’ is no other than

= /OC l7—B(I)(1 —e )dt.

* o

This is the probability that the inter-arrival time
between packet 0 and packet 1 is less than the
residual time of the packet in service, and we
summarize over all the possible values of the re-
sidual service time. With a simple computation on
this expression and by using the new values of the
load intensity and the Laplace Stieltjes Transform
of the service time distribution after the addition
of FEC, we can prove the theorem. [

3.1.3. Numerical results

We solve numerically the model for the two
bounds on the audio quality (Egs. (22) and (23)).
We set K = 10 packets and 4 = 10000 packets/s.
Without loss of generality, we set p, = u. We
consider four values of p: 0.5, 0.8, 1, and 1.5. For
every value of p, we plot the audio quality as a
function of § and «. Recall that f§ is the fraction of
audio packets and o is the amount of FEC. Fig. 8
shows the results.

We conclude from the above figures that it is
possible to obtain a gain with the simple FEC
scheme we are studying. This requires that the
intensity of the audio flow is small compared to the
intensity of the other flows not implementing FEC.
The gain diminishes as long as the intensity of the
flows implementing FEC increases. It disappears
when most of the flows start to implement FEC.
This means that a FEC scheme with a simple linear
utility function is not a viable mechanism. The
gain that we may obtain in some cases is the result
of the fact that the exogenous flows are not adding

FEC and then they are not so aggressive as audio
flows.

3.2. Utility functions and FEC performance

We seek now for a FEC mechanism able to
improve the quality in the worst case when all
flows in the network implement FEC. Suppose
that the audio flow (or an aggregate of audio
flows) uses alone the bottleneck resources (f = 1).
The negative results obtained in the first part can
be caused by the linear utility function adopted
in the analysis. Adding an amount of FEC o in-
creases the drop probability of an audio packet,
which reduces the first term in the right-hand side
of Eq. (21) more than it increases the second term.
To get a gain, the second term must increase faster
than the decrease in the first term. This can be
achieved if the utility function increases faster than
linearly as a function of a.

Indeed, it has been shown in [22] that multi-
media applications have different utility functions
than a simple linear one. These functions are typ-
ically non-linear. They are convex around zero and
concave after a certain rate (between 0 and 1, with
1 being the rate that gives a utility function equal
to one). Multimedia applications, and audio ap-
plications in particular, have strong delay con-
straints so that the quality deteriorates sharply
when the transmission rate falls below a certain
value. This kind of utility functions can be very
useful for FEC mechanisms since the reconstruc-
tion of a packet from a copy of volume « < 1 may
give a quality close to the that of the original
packet.

For the scenario of fixed amount of useful in-
formation per packet, we obtain a gain in quality
when the redundant information we add to the
original packet is small so that it does not con-
tribute to a big increase in loss probability 7, and
at the same time, if reconstructed in case of the
loss of the original packet, it gives a quality close
to 1. Such behavior can be also obtained by
coding FEC with a lower-rate codec as GSM
[21]. Analytically speaking, a utility function leads
to an improvement of quality if for o <1, we
have
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Fig. 8. Audio quality for an M/G/1/K queue with two flows: the audio flow and the exogenous flow. f§ represents the probability that
an arriving packet belongs to the audio flow. We see clearly how when f — 0, O? starts having an increasing behavior, and this gain

becomes more important as p increases.

0! =(1-m,)+ U@)n,(1 — ) > 1 — m,

with 7 being the stationary drop probability before
the addition of FEC.

In the scenario of fixed packet size (which does
not depend on the amount of FEC), we gain by
adding FEC if
0 =U(l-o)(l —m) +U@)n,(l-7)>1-n
(where we assumed U(0) =0, U(1) = 1).

In the sequel we shall show how FEC can im-
prove the quality for the scenario of fixed amount
of useful information per packet. Similar im-
provement can be shown to occur also in the sce-
nario of fixed packet size.

3.2.1. Some bounds on quality improvement

We already showed that we do not gain by
multiplexing if the distribution of the sizes of all
packets does not depend on the amount of FEC.

We thus consider only the scenario in which the
useful information is fixed per packet in the flow
that adds FEC, and thus the packet size of this
flow increases with FEC; we assume that other
flows do not use FEC.

Again, we use here the bounds on the quality
00 < 0? < Q,, with

O =(1-m)+U()m,(1 —n)),
0,= (1 —m,)(1 + U(a)my).

A utility function that improves the lower
bound improves the quality for any value of ¢. A
utility function that does not improve the upper
bound will not lead to an improvement of quality
whatever is the value of ¢. Using the upper bound,
we can find the maximum quality that this sim-
ple FEC scheme can give and this is for the best
utility function. Indeed, the best utility function is
one that jumps directly to one just after 0. This
could be subjectively justified by using redundant
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Fig. 9. Possible utility functions for rate adaptive applications.

packets coded at very small rates, as LPC or GSM.
A very small amount of FEC (« ~ 0) that does not
change the load of the network (i.e., that does not
change 7), will then lead to the same quality as the
original audio packet. The question that one may
ask here is: “why to send large original packets in
this case, given that we are able to obtain the same
quality with small packets?”” The important pro-
cessing time required by low-rate codes could be
the answer to this question. We are not addressing
this issue here, and we will only focus on the
computation of an upper bound for the FEC
scheme we are studying. Let Q™** be the maximum
quality that we could obtain, thus 0™ ~ (1 — n)+
1(l-n)=1-n°

This O™ has to be compared to the quality
(I — m) we get in the absence of FEC. Given that
o™ i larger than (1 — n), we conclude that we
can always find a utility function and an offset
between original packets and redundancies so as
to gain in quality. Note that we are not consid-
ering the impact of the coding and decoding de-
lays on the audio quality. The impact of these
delays will be the subject of a future work. We
also conclude from our analysis here that the
FEC scheme we are studying cannot improve the
quality by more than a factor of n. This means
that the maximum gain in quality we could obtain
is 100% and this gain is an increasing function of
the network load. For example, for a network
that drops 1% of packets, we cannot improve the
quality by more than 1%, and for a network that
drops 10% of packets we can get an improvement
up to 10%.

Without loss of generality, we consider the
family of utility functions that jump from zero to

one at a value ay. We denote such functions by
U,, (). These are the utility functions of the so
called hard real-time applications. We also con-
sider the upper bound on the quality (an infinite
offset). When increasing the amount of FEC with
such applications from 0 to oy, the quality deteri-
orates since its equal to (1 — 7,). When we cross a,
the quality jumps from (1 — ) to (1 — #} ) and it
resumes then its decrease with o. For such appli-
cations, the FEC scheme improves the quality if
72 < m and the maximum gain that we could ob-
tain is a factor of (m —m,)/(1 —x). This maxi-
mum gain corresponds to an amount of FEC
slightly larger than «y. It is not clear how the gain
varies as a function of network load. But, what we
can say here is that the FEC scheme behaves better
with functions having a small oy. After a certain
threshold on o, the above condition becomes
unsatisfied and it becomes impossible to gain in

quality.

3.2.2. Some numerical results

We give in Fig. 9 some possible utility func-
tions > that could serve to our needs, and that are
similar in their form to the utility functions pro-
posed in [22]. In Fig. 9, U;(x) is plotted with
Oy = 0.1.

We solve the model numerically for the two
bounds on the quality. We compute first the sta-
tionary distribution of the model for different
values of « and p. We set K to 20 and 4 to 10000

3 The function U(«) is the step unit function. It is equal to 1
if & > 0, and is equal to zero otherwise. o represents the initial
value giving a significant quality.



E. Altman et al. | Computer Networks 39 (2002) 185-206 203

p=0.9 0y=01
1 : . -
With Ug
T 095 With Uy
g With U,
> 09F With Ug
T 085 [
(o
o 08}
el
2 075}
0.7 L L L \ . d
0 02 04 06 08 1
The amount of FEC o
p=1.509=0.1
0.75
Tx, " WithU, ——
3 [oEX With U IV
g °7[ B With Uy -
g ol With Uy e
2 065 Py ]
©
>
S 06 ]
o
S o055 i
2o
0.5 L !
0 02 04 06 08 1
The amount of FEC o
p= 0.9, g = 0.8
1 : : - :
With Uy~ ——
B 095 With Uy ——x---
<] With Uy -
> 09F With U oo
S 085 [
o
o 08}
el
2 075}
0.7 1 1 o] H A
0 02 04 06 08 4
The amount of FEC o
p=1-51ao=0.8
0.75
I Twinu,
R S Wi e
] With U2 g
Z 065 o s
©
=)
S 06
o
S o0s5
20
0.5

0 02 0.4 0.6 0.8 1
The amount of FEC «.

Fig. 10. Lower bound for audio quality with K

packets/s. Then, for the the different utility func-
tions in Fig. 9, we plot the upper and lower bounds
on the quality (Q, and Q°). Fig. 10 shows plots for
the lower bound and Fig. 11 shows plots for the
upper bound. The top four plots were obtained
with oy = 0.1 and the four bottom plots with
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oo = 0.8 in both figures. We see clearly how the
jump in the utility function results in a jump in
quality and how this jump leads sometimes to
better quality than that at ¢y and sometimes not.
We also see how the case U(x) = « does not pre-
sent any improvement in quality.
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Fig. 11. Upper bound for audio quality with K = 20, oy = 0.1 (top) and ¢y = 0.8 (bottom).

4. Conclusions

We studied in this paper the effect on audio
quality of a FEC scheme similar to the one used in
[9,17]. This FEC scheme consists in adding a copy
of an audio packet to a subsequent packet so that

the copy can be used when the original packet is
lost. First, we considered the case when all flows in
the network implement such a FEC scheme. With
a simple queuing analysis and assuming linear
utility functions, we found an explicit expression
for the audio quality (corresponding to the good-
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put) for a general offset between an audio packet
and its copy. This expression as well as some op-
timistic bound showed that the addition of FEC
deteriorates the goodput instead of improving it.

One might wonder whether the conclusions de-
pend on the probabilistic assumptions. However,
one can note that the form of the optimistic bound
(19) does not depend on the exponential assump-
tions: it would be the same for any service time and
interarrival distributions, and even for topologies
much more complex than a single queue. The pre-
cise values of m will of course depend on the dis-
tribution, and the form of the network, but the
conclusion that we draw from the general form of
Eq. (19) will remain the same.

We then studied cases where the FEC scheme
may be helpful. The first case is when the audio
flow has a small rate compared to an exogenous
traffic that does not implement FEC. The second
case is when the utility function of the audio
application presents an important jump at small
transmission rates. We gave conditions on where
the FEC scheme can improve the audio quality.
We also gave an upper bound on the gain in audio
quality we could obtain.

Although we found some regions where the
FEC scheme can behave well, we believe that this
scheme is not the appropriate solution for im-
proving the quality of audio applications. In the
current Internet, this scheme profits from the fact
that most of the other flows do not implement
FEC. This will not be the case when a large
number of flows start to add FEC to their packets.
There is also a problem with the mechanism in
case of applications with different utility functions
than linear. We found that we get a gain especially
when a small amount of redundancy gives the
same performance as the big original packet. But
it then seems intuitive to reduce the volume of
original packets to reduce the drop probability and
to gain even more in quality instead of adding
FEC that does not improve the performance by
more than 100%. There is no need to send long
packets if we are able to get good quality with
small ones.

We believe that the main problem with this kind
of mechanisms is that the redundant information
is constructed at the source using one packet and

so the destination has only two choices: either re-
ceive the original packet or receive its copy. Better
performance could be obtained if we gave the re-
ceiver more choices by constructing at the source
the redundancy carried by a packet from a block
of audio packets. This will the topic of our future
research in this direction.

Appendix A. Ballot theorems

In this appendix, we cite the Ballot theorem that
we have used to solve the problem for case
1 < ¢ <K,. The reader is referred to [23] for de-
tails.

Theorem 4. Suppose that an urn contains n cards
marked with nonnegative integers ki, ky, . .., k,, re-
spectively, where ky +ky + -+ + k, = k<n. All the
n cards are drawn without replacement from the urn.
Denote by v, r = 1,2, ..., n, the number of the card
drawn at the rth drawing. Then,

k
Pvi+---+v,<r forr=1,...,n} =1——,
n

(A1)

provided that all possible results are equally prob-
able.
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