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Abstract

The rapid advancement of time-sensitive applications, such as holographic communication, the tactile
Internet, autonomous systems, and the metaverse, has placed unprecedented demands on network infras-
tructures. These applications require ultra-low latency, high reliability, and predictable performance to
ensure seamless user experiences. Meeting these demands necessitates deterministic network behaviors,
where latency, jitter, and reliability are predictable and bounded. However, traditional network architec-
tures struggle to meet these requirements, particularly in dynamic, large-scale environments characterized
by fluctuating traffic patterns and resource availability.

The transition from 5th Generation (5G) to 6th Generation (6G) introduces a paradigm shift, emphasizing
deterministic networking to guarantee bounded latency, jitter, and reliability. A key enabler of this shift is
Software-Defined Networking (SDN), which provides programmability, centralized control, and real-time
adaptability. Despite its potential, SDN’s capabilities for optimizing the Data Plane (DP) to support
time-sensitive applications remain underexplored. This thesis addresses this gap by proposing SDN-based
frameworks and solutions to ensure deterministic End-To-End (E2E) latency and Quality of Service (QoS)
in next-generation networks.

The primary contributions of this thesis include the development of innovative mechanisms for dynamic
queuing, intelligent path selection, predictive traffic management using Graph Neural Network (GNN),
advanced congestion control leveraging Low-Latency, Low-Loss, Scalable Throughput (L4S) protocols,
and kernel-level packet processing with Extended Berkeley Packet Filtering (eBPF). These contributions
collectively enhance the SDN-enabled DP to meet the stringent requirements of Ultra-Reliable Low
Latency Communications (URLLC) in 6G networks. These contributions are described as follows:

1. SDN-based Path Selection for Time-Sensitive Applications Using Dynamic Queuing: To ad-
dress limitations in Transport Network (TN) scalability and adaptability, this contribution introduces
the Software-Defined Low Latency (SDLL) framework. SDLL leverages SDN principles to achieve
deterministic E2E latency through: (i) dynamic Queue Management (QM) mechanism that prioritize
delay-sensitive flows while preventing interference from lower-priority traffic; (ii) Traffic Engineering
(TE) algorithms for adaptive path selection and Resource Allocation (RA), ensuring optimal utilization
of network resources while avoiding congestion; and (iii) integration of 5G QoS Flow Identifier (QFI)
for precise QoS provisioning across TN traffic classes. These mechanisms collectively address the static
nature of traditional solutions by introducing flexibility and scalability.

2. SDN-based Admission Control (AC) for Time-Sensitive Applications Leveraging GNNs: This
thesis proposes a novel Graph Neural Network-Admission Control (GNN-AC) mechanism , which uses
the RouteNet-Fermi (RouteNet-F) model to predict latency across dynamic network topologies and traffic
conditions. GNN-AC incorporates a two-layer architecture: (i) the Network Delay Predictor (NetDelP)
layer predicts network latency with high accuracy in real-time, enabling proactive traffic regulation; and
(ii) the Admission Control Agent (AdConAgt) layer integrates latency predictions with SDN controller to
dynamically regulate flow admission and ensure QoS guarantees while avoiding congestion. The proposed
solution addresses scalability challenges and traffic variability in large-scale networks.

3. SDN-based Congestion Control for Time-Sensitive Applications Adopting L4S Transport Layer:
Traditional congestion control protocols such as Transmission Control Protocol (TCP) struggle to achieve
low-latency and high-throughput in Beyond 5G (B5G) environments. This thesis introduces an SDN-based
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congestion control framework that integrates L4S mechanisms (i.e., Software-Defined Networking-Low-
Latency, Low-Loss, Scalable Throughput (SDN-L4S)). The proposed framework leverages : (i) Explicit
Congestion Notification (ECN) for proactive congestion marking; (ii) a dual-queue structure for isolating
L4S traffic; and (iii) adaptive transmission rate to ensure that critical, time-sensitive flows maintain
ultra-low latency and high throughput. These innovations enable robust congestion avoidance while
dynamically adapting to fluctuating traffic loads.

4. SDN for Cloud Edge Continuum (CEC) Computing Nodes Interconnection Utilizing eBPF: To
optimize the interconnection of cloud, edge, and far-edge nodes, this thesis introduces an eBPF-based
SDN framework, High-Efficiency Layered Infrastructure with eBPF for Optimized SD-WAN (HELIOS).
HELIOS includes: (i) eBPF-based packet processing at the edges; and (ii) an SDN-based framework that
updates the user-space flow rules in real time, which are used by the eBPF code (i.e., eBPF maps) via
Google Remote Procedure Calls (gRPC). By implementing custom packet processing directly in the kernel,
eBPF significantly reduces processing overhead compared to user-space solutions. The Software-defined
Wide Area Network (SD-WAN) edge nodes are centrally managed by an SDN controller, which enforces
QoS policies and enables dynamic traffic steering. This approach ensures efficient resource utilization and
low-latency interconnection of cloud, edge, and far-edge nodes within the CEC.

The proposed solutions were rigorously evaluated using both virtual and physical prototypes, primarily
focusing on the context of 5G DP, specifically the TN, particularly the backhaul and midhaul. Results
demonstrate significant reductions in latency, improvements in resource efficiency, and scalability under
dynamic traffic loads. The contributions of this thesis are validated through multiple publications in leading
Institute of Electrical and Electronics Engineers (IEEE) conferences. This work lays the foundation for
SDN-enabled deterministic, low-latency communication in 6G networks, addressing the critical challenges
of dynamic traffic management, AC, congestion control, and edge processing. By bridging the gap between
application demands and network capabilities, it lays the foundation for supporting the diverse and stringent
requirements of next-generation services.
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Résumé

L’avancement rapide des applications sensibles au temps, telles que la communication holographique,
l’Internet tactile, les systèmes autonomes et le métavers, a créé des exigences sans précédent pour les
infrastructures réseau. Ces applications nécessitent une latence ultra-faible, une grande fiabilité et des
performances prévisibles pour garantir une expérience utilisateur sans faille. Répondre à ces exigences
nécessite un comportement déterministe du réseau, où la latence, le jitter et la fiabilité sont prévisibles
et bornés. Cependant, les architectures réseau traditionnelles peinent à répondre à ces exigences, en
particulier dans des environnements dynamiques à grande échelle caractérisés par des modèles de trafic
fluctuants et une disponibilité variable des ressources.

La transition de la 5th Generation (5G) vers la 6th Generation (6G) introduit un changement de para-
digme, mettant l’accent sur la mise en réseau déterministe pour garantir des latences, des jitters et une
fiabilité bornés. Un facteur clé de ce changement est le Software-Defined Networking (SDN), qui offre
une programmabilité, un contrôle centralisé et une adaptabilité en temps réel. Malgré son potentiel, les
capacités du SDN pour optimiser le Data Plane (DP) afin de soutenir les applications sensibles au temps
restent sous-explorées. Cette thèse aborde cette lacune en proposant des cadres et des solutions basés sur
le SDN pour garantir une latence End-To-End (E2E) déterministe et une Quality of Service (QoS) dans
les réseaux de prochaine génération.

Les principales contributions de cette thèse incluent le développement de mécanismes innovants pour la
gestion dynamique des files d’attente, la sélection intelligente de chemins, la gestion prédictive du trafic
utilisant des Graph Neural Networks (GNNs), le contrôle avancé de la congestion en s’appuyant sur les
protocoles Low-Latency, Low-Loss, Scalable Throughput (L4S), et le traitement des paquets au niveau du
noyau avec Extended Berkeley Packet Filtering (eBPF). Ces contributions améliorent collectivement le
DP activé par SDN pour répondre aux exigences strictes des Ultra-Reliable Low Latency Communications
(URLLC) dans les réseaux 6G. Ces contributions sont décrites comme suit :

1. Sélection de chemin basée sur SDN pour les applications sensibles au temps en utilisant la gestion
dynamique des files d’attente : Pour répondre aux limitations de scalabilité et d’adaptabilité du Trans-
port Network (TN), cette contribution introduit le cadre Software-Defined Low Latency (SDLL). SDLL
exploite les principes du SDN pour atteindre une latence déterministe E2E grâce à : (i) des mécanismes de
Queue Management (QM) dynamiques qui priorisent les flux sensibles à la latence tout en empêchant les
interférences provenant de trafic de moindre priorité ; (ii) des algorithmes de Traffic Engineering (TE) pour
une sélection adaptative des chemins et de Resource Allocation (RA), assurant une utilisation optimale
des ressources du réseau tout en évitant la congestion ; et (iii) l’intégration des QoS Flow Identifier (QFI)
de la 5G pour un approvisionnement précis en QoS à travers les classes de trafic TN. Ces mécanismes
répondent collectivement à la nature statique des solutions traditionnelles en introduisant flexibilité et
scalabilité.

2. Admission Control (AC) basée sur SDN pour les applications sensibles au temps en exploitant les
GNNs : Cette thèse propose un nouveau mécanisme Graph Neural Network-Admission Control (GNN-
AC), qui utilise le modèle RouteNet-Fermi (RouteNet-F) pour prédire la latence à travers des topologies
de réseaux dynamiques et des conditions de trafic variables. Le GNN-AC intègre une architecture à deux
couches : (i) la couche Network Delay Predictor (NetDelP) qui prédit la latence du réseau avec une
grande précision en temps réel, permettant une régulation proactive du trafic ; et (ii) la couche Admission
Control Agent (AdConAgt) qui intègre les prédictions de latence avec le contrôleur SDN pour réguler
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dynamiquement l’admission des flux et garantir la QoS tout en évitant la congestion. La solution proposée
aborde les défis de scalabilité et de variabilité du trafic dans les réseaux à grande échelle.

3. Contrôle de la congestion basé sur SDN pour les applications sensibles au temps en adoptant la
couche de transport L4S : Les protocoles traditionnels de contrôle de la congestion tels que Transmission
Control Protocol (TCP) peinent à atteindre une faible latence et un haut débit dans les environnements
Beyond 5G (B5G). Cette thèse introduit un cadre de contrôle de la congestion basé sur SDN qui in-
tègre les mécanismes L4S (c’est-à-dire Software-Defined Networking-Low-Latency, Low-Loss, Scalable
Throughput (SDN-L4S)). Le cadre proposé repose sur : (i) Explicit Congestion Notification (ECN) pour
le marquage proactif de la congestion ; (ii) une structure de file d’attente double pour isoler le trafic
L4S ; et (iii) un taux de transmission adaptatif pour garantir que les flux critiques et sensibles au temps
maintiennent une latence ultra-faible et un débit élevé. Ces innovations permettent une évitabilité robuste
de la congestion tout en s’adaptant dynamiquement aux variations des charges de trafic.

4. SDN pour l’interconnexion des nœuds de calcul Cloud Edge Continuum (CEC) en utilisant eBPF :
Afin d’optimiser l’interconnexion des nœuds cloud, edge et far-edge, cette thèse introduit un cadre SDN
basé sur eBPF, High-Efficiency Layered Infrastructure with eBPF for Optimized SD-WAN (HELIOS).
HELIOS comprend : (i) un traitement des paquets basé sur eBPF aux bords ; et (ii) un cadre SDN qui
met à jour en temps réel les règles de flux en espace utilisateur, utilisées par le code eBPF (c’est-à-dire,
les tables de correspondance eBPF) via Google Remote Procedure Calls (gRPC). En implémentant un
traitement personnalisé des paquets directement dans le noyau, eBPF réduit considérablement la surcharge
de traitement par rapport aux solutions en espace utilisateur. Les nœuds de bord Software-defined Wide
Area Network (SD-WAN) sont gérés de manière centralisée par un contrôleur SDN, qui applique des
politiques de QoS et permet un acheminement dynamique du trafic. Cette approche garantit une utilisation
efficace des ressources et une interconnexion à faible latence des nœuds cloud, edge et far-edge au sein du
CEC.

Les solutions proposées ont été évaluées de manière rigoureuse à l’aide de prototypes virtuels et physiques,
principalement dans le contexte du DP 5G, spécifiquement le TN, notamment le backhaul et le midhaul.
Les résultats démontrent des réductions significatives de la latence, des améliorations de l’efficacité des
ressources et de la scalabilité sous des charges de trafic dynamiques. Les contributions de cette thèse
sont validées par plusieurs publications dans des conférences de premier plan de l’Institute of Electrical
and Electronics Engineers (IEEE). Ce travail jette les bases de la communication déterministe à faible
latence activée par SDN dans les réseaux 6G, en répondant aux défis critiques de la gestion dynamique du
trafic, de l’AC, du contrôle de la congestion et du traitement en périphérie. En comblant le fossé entre
les exigences des applications et les capacités des réseaux, il pose les bases du soutien aux exigences
diversifiées et strictes des services de prochaine génération.
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Chapter 1

General Introduction

1.1 Context

The rise of time-sensitive applications, such as holographic communication, tactile Internet, autonomous
systems, and the metaverse, has driven stringent requirements for ultra-low latency, ultra-reliable com-
munication, and high throughput [1]. These applications demand not only high performance but also
predictability in network behavior to meet their requirements and ensure a seamless user experience.
Traditional network architectures, struggle to meet these demands, particularly in dynamic and large-scale
environments where the variability of traffic and resource availability can introduce significant perfor-
mance challenges.

The transition from 5th Generation (5G) to 6th Generation (6G) introduces a paradigm shift in how
networks are designed and managed. With a focus on deterministic networking, where latency, jitter,
and reliability are predictable and bounded, 6G aims to overcome the limitations of prior generations.
This shift is essential to support the growing diversity of applications, ranging from mission-critical
systems like autonomous vehicles to immersive technologies like virtual and Augmented Reality (AR).
Deterministic networking ensures that the network can meet application-specific requirements without
compromising scalability or efficiency.

A critical enabler for supporting these requirements is Software-Defined Networking (SDN), which offers
network programmability, global visibility, and dynamic adaptability. SDN principles can address key
challenges in the Data Plane (DP), particularly for supporting time-sensitive applications. By decoupling
the Control Plane (CP) from the DP, SDN enables centralized management and real-time decision-making,
allowing it to optimize network resources dynamically and ensure predictable performance.

This thesis explores how SDN can optimize the DP to guarantee End-To-End (E2E) latency and Quality
of Service (QoS) for diverse application requirements. The proposed solutions leverage state-of-the-art
technologies, including dynamic queuing, Machine Learning (ML) models such as Graph Neural Network
(GNN) [2], and advanced congestion control protocols like the Internet Engineering Task Force (IETF)
Low-Latency, Low-Loss, Scalable Throughput (L4S) [3], which are applied to the 5G backbone (i.e.,
the DP), and more precisely at the Transport Network (TN) level, including the backhaul. Additionally,
Extended Berkeley Packet Filtering (eBPF) [4] capabilities are utilized within the interconnection of
Cloud Edge Continuum (CEC) nodes. By integrating these technologies, this thesis aims to bridge the
gap between the requirements of time-sensitive applications and the capabilities of current and emerging
network infrastructures.
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1.2 Motivation

The motivation for this thesis stems from the limitations of existing network frameworks in meeting
the stringent requirements of time-sensitive applications [5]. While 5G introduced SDN as a critical
component for network monitoring and programmability, its potential to optimize the DP for ultra-low
latency has not been fully explored. Key challenges include the inability of static configurations to adapt
to varying traffic patterns, leading to inefficiencies in resource utilization and degraded QoS for critical
flows; the difficulty of scaling traditional deterministic networking approaches across large and dynamic
networks; the lack of predictive traffic management mechanisms to anticipate and address emerging
congestion patterns; and the challenge of ensuring QoS and high-performance in the CEC.

This thesis addresses these limitations by proposing SDN-based frameworks for dynamic queuing, GNN-
driven prediction, advanced congestion control using L4S, and eBPF-powered edge processing in CEC
environments. These contributions collectively enable deterministic and scalable support for time-sensitive
applications in the DP.

1.3 Thesis Challenges and Contributions

This thesis contributes to the transition from 5G to 6G by focusing on optimizing current SDN-enabled DP
features to enhance TN functionality. These enhancements aim to enable more efficient traffic management
in Beyond 5G (B5G) networks, paving the way toward 6G. The primary challenge addressed in this thesis
involves achieving deterministic low-latency communications to support time-sensitive applications, with
a particular emphasis on TN. The TN, comprising the backhaul, midhaul, and fronthaul links that connect
the Radio Access Network (RAN) and Core Network (CN), is a critical component in enabling ultra-low
E2E latency.

Existing SDN approaches rely on static queue configurations, which lack real-time and Classes of Traffic
(CoTs)-aware adaptation of Resource Allocation (RA). These limitations result in challenges related to
scalability, flexibility, and resource efficiency, making them insufficient to meet the stringent requirements
of next-generation services. To address these limitations, this thesis explores the potential of dynamic
queuing and intelligent path selection mechanisms. By integrating scalable Traffic Engineering (TE)
techniques with real-time adaptability, the proposed solutions ensure efficient resource utilization and
prioritize traffic flows based on their criticality.

Furthermore, the SDN paradigm is inherently stateless, meaning it does not implement feedback control
mechanisms. Transitioning to a stateful SDN requires the development of mechanisms to maintain the
current state and context of network devices and flows. This allows for more granular control and man-
agement of network resources. To enable this, a network model is required to predict Key Performance
Indicators (KPIs), such as latency, which serve as inputs to SDN frameworks to take further actions. In
this thesis, a GNN-based model is leveraged to predict E2E latency, enhancing the Admission Control
(AC) decisions for multiple flows. These methods represent a significant step forward in addressing the
limitations of stateless SDN and improving the performance of time-sensitive applications.

Additionally, this thesis tackles key challenges related to DP congestion control in B5G networks. Another
critical dimension of this work involves leveraging advanced transport layer protocols, such as L4S, to
optimize congestion control mechanisms in SDN. By adopting dual-queue management and Explicit Con-
gestion Notification (ECN)-based signaling, this research ensures seamless support for low-latency and
high-throughput requirements. These innovations bridge the gap between current congestion management
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practices and the demands of next-generation applications.

Finally, this thesis seeks to enhance the efficiency of CEC edge nodes by enabling kernel-level packet
processing, which offers substantial performance improvements over traditional user-space processing
approaches. Figure 1.1 summarizes the journey of this Doctor of Philosophy (PhD) work using a mind
map.

Figure 1.1: Thesis story map

In the following, we outline, in detail, the key challenges tackled in this thesis and the solutions proposed
to address them:

1. SDN-based Path Selection for Time-Sensitive Applications Using Dynamic Queuing:

(a) Challenge description: Ultra-Reliable Low Latency Communications (URLLC) services in
B5G demand an E2E latency guarantee of less than 5 milliseconds for critical applications
such as autonomous systems. The TN often acts as a bottleneck, significantly contributing to
the E2E delay. The main challenges in the TN include:

• Lack of E2E latency visibility: Many existing solutions focus on hop-by-hop bounded
latency without considering overall E2E latency, limiting their effectiveness in multi-path
networks or scenarios requiring rerouting during congestion.

• Static queue configurations: Fixed priority-based queuing mechanisms cannot adapt
dynamically to changing traffic patterns and load conditions, leading to suboptimal
resource utilization.

• Scalability limitations: The challenge of maintaining consistent and deterministic traffic
handling grows significantly in large-scale and dynamic network environments, especially
under the diverse demands of 6G.
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• Inefficiency in handling diverse service requirements: Existing methods lack the
ability to dynamically prioritize multiple URLLC flows with varying criticality levels,
resulting in degraded performance for the most delay-sensitive services during congestion.

(b) Proposed solutions: To address these challenges, this thesis proposes the Software-Defined
Low Latency (SDLL) framework, an innovative solution that leverages the flexibility and
programmability of SDN. The SDLL framework includes the following key components:

i. Dynamic Queue Management (QM): A real-time queuing mechanism that dynamically
adjusts the number of queues based on traffic load and service criticality. This ensures
prioritization of delay-sensitive traffic and prevents interference from less critical flows.

ii. Traffic Engineering (TE) Algorithm: A scalable TE mechanism for adaptive path
selection and RA. This algorithm actively monitors network conditions and reconfigures
paths to avoid congestion while ensuring deterministic E2E latency.

iii. Integration of QoS Flow Identifier (QFI): SDLL uses 5G’s QFI [6] information to map
services to traffic classes within the TN. This allows precise QoS provisioning, ensuring
that each service is handled according to its specific latency and reliability requirements.

These components collectively address the challenges of scalability, adaptability, and dynamic
traffic management, offering an effective solution for achieving deterministic low-latency
communication in 6G TN.

(c) Publications:

• SDN Framework for QoS Provisioning and Latency Guarantee in 5G and Beyond
Authors: Sofiane Messaoudi, Adlen Ksentini, Christian Bonnet Published in: IEEE 20th
Consumer Communications & Networking Conference (CCNC) 2023, Las Vegas, USA

2. SDN-based AC for Time-Sensitive Applications Leveraging GNNs:

(a) Challenge description: The growing complexity and scale of B5G networks, which support
diverse services such as autonomous vehicles, e-health, and the metaverse, pose signifi-
cant challenges in managing traffic flows with different latency, bandwidth, and reliability
requirements. Key difficulties include:

• Ensuring QoS: Traffic flows in B5G networks have varying requirements, and a robust
AC mechanism is needed to ensure that only flows that can meet these QoS parameters
are admitted. This is critical for preventing congestion and maintaining low latency for
time-sensitive services.

• Scalability of AC Mechanisms: Traditional AC mechanisms, which often rely on static
rules or heuristic-based approaches, are insufficient for large-scale and dynamic networks.
The fluctuating nature of network conditions, such as varying traffic loads and congestion
levels, requires a flexible and adaptive AC strategy capable of real-time optimization.

• Inaccurate Network Models: Existing network models, including queuing theory-based
and packet-level simulations, are either computationally intensive or overly simplistic,
leading to inaccuracies in latency and congestion predictions, especially in large-scale,
dynamic environments.

(b) Proposed solutions: This thesis proposes a novel SDN-based AC mechanism that leverages
GNNs to predict network latency in real-time and optimize AC decisions. This complements
the first contribution by enabling predictive traffic management for large-scale, dynamic
networks.The proposed solution, called Graph Neural Network-Admission Control (GNN-
AC), consists of two main layers:
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i. Network Delay Predictor (NetDelP): The NetDelP layer employs the RouteNet-Fermi
(RouteNet-F) model [7], a GNN-based framework, to predict network latency for various
topologies and traffic patterns. This layer provides accurate, real-time latency predictions
that are crucial for effective traffic management in B5G networks.

ii. Admission Control Agent (AdConAgt): The AdConAgt layer operates within the SDN
framework to regulate traffic flows based on the latency predictions generated by the
NetDelP layer. By integrating dynamic network state information and GNN-based latency
predictions, AdConAgt can make adaptive decisions that guarantee QoS for accepted
traffic flows while preventing congestion.

Together, these components optimize the AC process by ensuring efficient allocation of
network resources and meeting the latency and reliability requirements of various service
types. Additionally, the solution leverages 5G DP specifications and QFI to map 5G services
to TN traffic classes, allowing for scalable and resource-aware handling of diverse service
requirements.

(c) Publications:

• GNN-based SDN Admission Control in Beyond 5G Networks Authors: Sofiane
Messaoudi, Adlen Ksentini, Franck Messaoudi, Christian Bonnet Published in: IEEE
Global Communications Conference 2023, Kuala Lumpur, Malaysia

3. SDN-based Congestion Control for Time-Sensitive Applications Adopting L4S Transport
Layer:

(a) Challenge description: The increasing demand for real-time, immersive applications like
Virtual Reality (VR), AR, and high-quality video streaming in 5G and Beyond (5G&B)
networks imposes stringent requirements for low latency, minimal packet loss, and high
throughput. Addressing these requirements entails overcoming several key challenges:

• Limitations of Traditional Transmission Control Protocol (TCP) Congestion Control:
TCP’s slow-start mechanism and aggressive rate reduction in response to congestion
result in high E2E latency and inefficient bandwidth usage, making it unsuitable for
time-sensitive applications [8].

• Handling High Traffic Loads: Immersive applications generate high traffic loads,
necessitating mechanisms that can dynamically adapt to varying network conditions
while maintaining low latency and high throughput.

• Congestion Prediction and Prevention: Accurate detection and proactive avoidance of
congestion are essential to minimize packet loss, avoid unnecessary retransmissions, and
ensure smooth traffic flow.

• QM in SDN: Optimizing queue management at the switch level is critical for fair RA
and prioritization of time-sensitive traffic over regular traffic.

(b) Proposed solutions: To address these challenges, this thesis introduces Software-Defined
Networking-Low-Latency, Low-Loss, Scalable Throughput (SDN-L4S), an SDN-based
congestion control framework that integrates L4S techniques into 5G&B networks. The
solution includes the following components:

i. Congestion Control Framework: The integration of L4S techniques within the SDN
architecture enhances congestion control by leveraging ECN for packet marking during
congestion. The framework employs a dual-queue mechanism to prioritize L4S traffic
over regular traffic, ensuring improved E2E latency and throughput.
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ii. Adaptive QM: An adaptive QM algorithm dynamically adjusts queue prioritization
based on network load and traffic requirements. This ensures that L4S traffic maintains
low latency and high reliability even under heavy load conditions.

iii. Dynamic Transmission Rate Adjustment: By leveraging ECN feedback, the transmis-
sion rate of L4S traffic is dynamically adjusted according to network congestion levels.
This reduces packet loss, prevents bottlenecks, and optimizes the utilization of available
network resources.

By integrating L4S techniques into the SDN architecture, the proposed solution effectively
manages diverse traffic types while guaranteeing ultra-low latency and high reliability for
critical applications.

(c) Publications:
• SDN-based L4S Congestion Control in Beyond 5G Authors: Sofiane Messaoudi, Adlen

Ksentini, Franck Messaoudi, Christian Bonnet Published in: IEEE 25th International
Conference on High Performance Switching and Routing (HPSR) 2024, Pisa, Italy

4. SDN for CEC Computing Nodes Interconnection Utilizing eBPF:

(a) Challenge description: The evolving landscape of cloud computing towards CEC introduces
significant challenges in interconnecting cloud, edge, and far-edge nodes. These challenges
are further amplified when considering:

• Limited Control Over Network Infrastructure: Cloud and edge nodes are often
connected via third-party Internet Service Provider (ISP), and edge resources have
limited control over the underlying network. This limitation hinders the enforcement of
Service-Level Agreement (SLA) requirements, including low latency, high bandwidth,
and minimal packet loss.

• Programmability and QoS Enforcement: There is a need for network programmability
to allow network orchestrators to specify QoS levels and resiliency for each service,
especially given the diverse nature of workloads and interconnection requirements across
the CEC.

• Resiliency and Route Selection Flexibility: The Software-defined Wide Area Network
(SD-WAN) framework must provide route selection flexibility and ensure resiliency
across different CEC nodes, which are often connected via heterogeneous and unreliable
networks.

(b) Proposed solutions: This thesis proposes a novel SD-WAN framework named High-Efficiency
Layered Infrastructure with eBPF for Optimized SD-WAN (HELIOS), which leverages
eBPF to enable efficient nodes interconnection within a CEC environment. The solution
addresses the identified challenges by integrating key SDN principles and offering several
innovations:

i. eBPF-powered CEC Nodes Interconnection: The solution leverages eBPF in Linux
kernel for packet processing within CEC nodes interconnection. By performing custom
packet handling directly in the kernel, eBPF ensures low-latency, high-performance
processing that surpasses the bottlenecks associated with user-space CEC solutions.

ii. Centralized Control via SDN Controller: The eBPF-based CEC nodes interconnection
are centrally controlled by an SDN controller (i.e., Open Network Operating System
(ONOS)), which provides the programmability (i.e., eBPF maps updates using Google
Remote Procedure Calls (gRPC)) and QoS enforcement for managing microservices
across the CEC. This centralized approach allows for dynamic network optimization
based on SLA requirements and resources availability.
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iii. Traffic Steering, Load Balancing (LB), and QoS Management: The eBPF-based
CEC nodes interconnection allows for flexible traffic steering and LB across different
overlay links, enabling optimal RA and ensuring that traffic prioritization is maintained
according to application needs. The eBPF framework also facilitates the enforcement of
QoS policies to ensure the desired network performance for critical services.

These innovations together provide a robust solution for interconnecting CEC nodes with
enhanced performance and programmability.

(c) Publications:

• When SD-WAN meets eBPF Authors: Sofiane Messaoudi, Franck Messaoudi, Adlen
Ksentini, Christian Bonnet Published in: IEEE International Conference on Communica-
tions (ICC) 2025, Montreal, Canada

1.4 Thesis Structure

The rest of this thesis is organized into six chapters, each focusing on a specific aspect of deterministic
network design and optimization.

Chapter 2 provides a comprehensive exploration of the state of the art on several key concepts critical
to the research presented in this thesis. These include topics such as the 5G-related DP, URLLC, QFI,
and QoS, as well as Time Sensitive Networking (TSN), SDN, and DP programming, including path
selection, traffic AC, and congestion management, among others. This chapter establishes the foundation
for understanding the current technological landscape and highlights the limitations that this thesis seeks
to address.

Chapter 3 delves into SDN-based Path Selection for Time-Sensitive Applications Using Dynamic Queuing.
It introduces the SDLL framework, detailing its dynamic QoS mapping and QM mechanisms. These inno-
vations are aimed at achieving low-latency guarantees in the TNs, a critical component for deterministic
5G&B communication systems.

Chapter 4 focuses on SDN-based AC Leveraging GNNs. It presents the GNN-AC solution, which
combines ML techniques with SDN principles. The chapter emphasizes the optimization of AC and
RA decisions in real-time, ensuring that stringent QoS requirements are met while preventing network
congestion.

Chapter 5 addresses SDN-based Congestion Control Adopting L4S Transport Layer. This chapter dis-
cusses the integration of L4S congestion control techniques within SDN architectures. It introduces novel
algorithms designed to enhance QM and ECN marking. These innovations enable the system to predict
and prevent congestion, ensuring high reliability and ultra-low latency for time-sensitive applications.

Chapter 6 explores SDN for CEC Computing Nodes Interconnection Utilizing eBPF. This chapter high-
lights the application of eBPF in CEC nodes interconnection to enable stateful QoS enforcement for
microservices deployed across the CEC environments. The proposed solution leverages eBPF’s capabili-
ties for high-performance packet processing and efficient network programmability.

Finally, Chapter 7 concludes the thesis by summarizing the contributions made, evaluating their impact,
and identifying potential avenues for future research. This chapter provides a critical reflection on the
outcomes of the research and outlines directions for advancing deterministic, low-latency communications
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in 6G networks.

By addressing these critical challenges, this thesis establishes a foundation for SDN-enabled deterministic
networking to support time-sensitive applications in next-generation networks.
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Chapter 2

State of The Art

2.1 Introduction

The rapid evolution of time-sensitive applications, such as autonomous vehicles, requires network ar-
chitectures capable of meeting stringent latency and reliability demands. These applications impose
significant challenges on existing network infrastructures, necessitating advancements in network design,
RA, and QoS guarantees. In the context of 5G and URLLC, the integration of SDN is essential to meet
the high-performance requirements of these emerging use cases. SDN plays a vital role by decoupling
the CP from the DP, enabling centralized, real-time management of network resources. This approach
optimizes the flow of time-sensitive data and ensures predictable network behavior. Together, SDN and
5G/URLLC form a comprehensive solution to support the next generation of time-sensitive applications.

This chapter begins by providing an overview of 5G networks, which serve as the foundation for the
development of next-generation networks (i.e., 6G), with a particular focus on the DP, URLLC, QFI, and
QoS, as these constitute the primary areas of our contributions. Subsequently, the chapter introduces
the key technologies and approaches, such as TSN, and SDN. Moreover, it presents a comprehensive
review of state-of-the-art solutions and frameworks that address these challenges, by focusing on DP
programming including path selection, traffic AC, and congestion management. By analyzing existing
methodologies, this chapter establishes a reliable foundation for enabling deterministic and low-latency
communication in B5G networks. The insights presented here lay the groundwork for identifying research
gaps and proposing innovative approaches in subsequent chapters.

2.2 5G Networks

5G networks have emerged as a transformative foundation for industrial digitalization and advanced
communication technologies. They promise ultra-reliable services, high mobility, ultra-fast data rates,
and extremely low latency, addressing limitations of previous generations. Unlike earlier technologies,
such as 4th Generation (4G) Long Term Evolution-Advanced (LTE-A), which supported a maximum
Downlink (DL) data rate of up to 3 Gbps, an Uplink (UL) rate of 1.5 Gbps, and latency between 30–50
ms with connectivity for approximately 600 users per cell, 5G enables a broader range of applications.
Applications such as VR, AR, Ultra High Definition (UHD) streaming, video conferencing, and 360◦ video
streaming, which were constrained by 4G capabilities, are now supported through 5G’s advanced features
and technologies. Key enabling technologies include Massive Multiple Input Multiple Output (MIMO),
millimeter wave (mmWave) communication, full-duplex radio, device-to-device (D2D) communication,
Ultra-Dense Networks (UDN), multi-Radio Access Technology (RAT) integration, and cognitive radio.
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Figure 2.1: 5G networks architecture [11]

These innovations collectively address challenges in data rates, connectivity, and latency [9, 10].

As illustrated in Figure 2.1, the 5G network architecture is split into two planes: the CP, which contains
the CN functions except for the User Plane Function (UPF), and the User Plane, which includes the User
Equipment (UE), RAN, and DP. All these components can be categorized into three main segments: the
RAN, the CN, and the TN. Although the TN is not explicitly shown in Figure 2.1, its role is critical in the
DP. For a detailed illustration of the TN architecture, refer to Figure 2.3.

The RAN consists of multiple gNodeBs (gNBs), which replace the evolved Node B (eNB) used in 4G
Long Term Evolution (LTE). These gNBs handle all radio-related functions, including providing wireless
connectivity to UE and supporting advanced technologies like Massive MIMO and mmWave, thereby
enabling high-capacity, low-latency connections.

The CN in 5G adopts a Service-Based Architecture (SBA), dividing Network Functions (NFs) into
modular and interoperable entities, as defined by 3rd Generation Partnership Project (3GPP). This mod-
ularity enables flexibility and supports diverse use cases through network slicing. Key NFs include the
Access and Mobility Management Function (AMF), responsible for UE registration and mobility, and
the Session Management Function (SMF), which manages session creation and Internet Protocol (IP)
address allocation. The UPF serves as a gateway between the RAN and external networks, handling data
forwarding, QoS enforcement, and packet processing. The UPF interacts with the RAN to map QoS flows
to Data Radio Bearer (DRB), ensuring differentiated treatment of traffic (See Table 2.1).

The TN interconnects the RAN, CN and Internet, enabling efficient data routing and synchronization
across the network. The TN is critical for ensuring low-latency and high-throughput communication, par-
ticularly for time-sensitive applications like autonomous vehicles, industrial automation, and telemedicine.
Advanced techniques, including SDN and Network Function Virtualization (NFV), enhance the TN’s
adaptability and scalability, making it a vital component of the 5G architecture.
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Figure 2.2: Key use cases enabled by 5G

To meet the stringent requirements of 5G, a new radio air interface, known as 5G New Radio (5G NR), has
been developed. 5G NR operates across a broad spectrum, from sub-6 GHz frequencies to mmWave bands
(i.e., up to 100 GHz), ensuring both flexibility and scalability. The 3GPP has structured its development,
as of now, into four phases: release 15, release 16, release 17, and release 18 [12, 13]. Each release
has progressively addressed KPIs for 5G including three core use cases: enhanced Mobile Broadband
(eMBB), massive Machine Type Communication (mMTC), and URLLC, while introducing innovations to
meet growing demands for connectivity, efficiency, and flexibility. which enhanced reliability, latency,
and connectivity capabilities.

As depicted in Figure 2.2, these KPIs enable diverse use cases such as high-speed broadband (i.e., eMBB),
massive Internet of Things (IoT) connectivity (i.e., mMTC), and mission-critical communications (i.e.,
URLLC). eMBB ensures consistent user experiences for applications like UHD streaming, AR, and VR.
mMTC supports IoT networks with massive device connectivity, and URLLC extends network reliability
and latency limits, enabling applications like industrial automation and remote surgery.

Although 5G has brought a lot of innovation, it is in its initial phase of commercialization and need to be
improved to meet the next generation of critical applications. The architecture’s scalability, flexibility,
and advanced features provide a robust platform for the migration towards B5G and 6G networks. The
following subsections focuses on critical components of 5G, particularly the DP, URLLC, and QoS mech-
anisms, which form the basis of our contributions. By addressing these areas, we establish a foundation
for achieving deterministic, low-latency communication and exploring innovative solutions for future
networks.

11



Deterministic network design and optimization to support low-latency communications in 6G

2.2.1 5G DP and TN

5G DP: 5G networks rely on a highly flexible DP, which separates user traffic from control functions
as depicted in Figure 2.1. A 5G DP refers to the technical framework that defines how user’s data is
transmitted and managed within a 5G network. It is primarily realized through Packet Data Unit (PDU)
sessions and QoS flows, enabling efficient and flexible data communication. A PDU session establishes
an E2E connection between the UE and a data network, such as the Internet or private enterprise networks.
Each session supports specific data protocols, including IP, Ethernet, or unstructured formats. Multiple
PDU sessions can operate simultaneously for a single UE, each tailored for different applications or
services. Within each PDU session, data traffic is categorized into QoS flows, where each flow is assigned
a QFI and managed based on its latency, reliability, and bandwidth requirements. These QoS flows are
mapped to DRBs in the RAN to ensure optimized handling of diverse service needs. Furthermore, 5G
DPs integrate seamlessly with network slicing, allowing virtualized and isolated network slices to serve
specific applications, industries, or user groups while adhering to unique QoS parameters.

5G TN: The 5G TN is the critical infrastructure that facilitates high-capacity, low-latency data transfer
between various components of the 5G architecture, including the RAN, the CN, and external networks
such as the Internet or cloud services. The TN in 5G is designed to meet the stringent requirements of
emerging use cases like eMBB, URLLC, and mMTC. It employs advanced technologies such as SDN
and NFV to ensure flexible and dynamic RA. Additionally, it supports segment routing, packet-based
transport protocols, and precise synchronization to guarantee deterministic performance. The 5G TN
incorporates optical transport, IP/Multiprotocol Label Switching (MPLS) layers, and Ethernet-based
solutions, enabling it to handle the substantial bandwidth demands of 5G applications while maintaining
high reliability and scalability. This TN acts as a backbone, connecting distributed elements like edge
computing nodes, gNBs, and data centers to provide seamless and efficient connectivity across the 5G
ecosystem.

A key feature of the RAN in the 5G architecture is its functional split into three components: Radio
Unit (RU), Distributed Unit (DU), and Centralized Unit (CU). This division optimizes performance,
scalability, and flexibility.The RU, positioned close to the user, handle Radio Frequency (RF) operations to
minimize signal degradation and latency. The DU manages real-time processing tasks such as scheduling
and Medium Access Control (MAC)-layer functions, while the CU centralizes non-real-time operations,
enabling efficient resource pooling and coordination across multiple sites. This architecture supports
advanced features like network slicing and enables operators to adapt deployments to varying traffic
demands, geographic constraints, and latency requirements, enhancing overall network efficiency.

As shown in Figure 2.3, the architecture of the 5G TN is illustrated. It is composed of three main links
that connect the RAN components (i.e., the RU, DU, and CU), the CN, and the external network:

1. Fronthaul: Connects the gNB’s RU and DU components.

2. Midhaul: Provides connectivity between the DU and CU.

3. Backhaul: Links the RAN’s CU to the CN and facilitates end-user data transport to external
networks, including the Internet and edge services.

2.2.2 URLLC

URLLC is a cornerstone of 5G, enabling latency-sensitive applications with E2E latency below 1 millisec-
ond and reliability above 99.999%. It incorporates advanced features such as Hybrid Automatic Repeat
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Figure 2.3: 5G TN architecture

Request (HARQ), short Transmission Time Interval (sTTI), and preemptive scheduling.

URLLC underpins a new generation of use cases across vertical industries, including:

• Intelligent Transportation: Autonomous driving and Vehicle-to-Everything (V2X) communica-
tion.

• Remote Healthcare: Remote surgery and telemedicine applications.

• Industrial Automation: Cloud robotics, and Industry 4.0 use cases.

In addition, URLLC supports immersive technologies such as Tactile Interaction (TI), AR, VR, and Mixed
Reality (MR). These applications demand stringent performance metrics summarized below [14]:

• E2E latency: Maximum of 1 ms.

• Reliability: Less than 10−5 packet drop rate.

• Availability: Up to 99.999%.

Deploying URLLC in real-world scenarios necessitates enhancements to existing technologies and
the development of new ones. Key enablers such as HARQ, efficient scheduling, and robust network
management must work together to meet the low latency and high reliability targets. These stringent
requirements represent a significant challenge for 5G&B network design [15]. Looking ahead, the 6G
networks are expected to further reduce E2E latency to as low as 0.1 milliseconds, highlighting the
ongoing evolution of URLLC technologies [16].

2.2.3 5G QoS Framework and QFI

The 5G QoS framework provides precise traffic differentiation and management by assigning a QFI to
each flow. Unlike legacy systems, 5G supports both Guaranteed Bit Rate (GBR) and Non-GBR services,
enabling flexible and efficient RA. The QoS model is governed by key parameters, including:

• 5G QoS Identifier (5QI) Value: A unique Identifier (ID) for each CoT.

• Resource Type (RT): Specifies the type of resource as one of the following: GBR, Non-GBR, or
Delay-Critical (DC) GBR.

• Priority Level (PL): Determines the handling order of packets, where lower values correspond to
higher priorities.

• Packet Delay Budget (PDB): Represents the maximum allowable time for a packet to traverse the
network from Sender to Receiver.
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• Packet Error Rate (PER): Denotes the acceptable ratio of lost packets to transmitted packets.

• Maximum Data Burst Volume (MDBV): Specifies the maximum amount of data that can be sent
in a single burst.

• Average Window (AW): Specifies the average time window used for certain QoS measurements.

The QFI mapping process, as illustrated in Equation 2.1, integrates these parameters:

QF I = f (5QI, RT, PL, PDB, PER, MBDV, AW) (2.1)

To establish a communication link, a UE initiates a session that creates dedicated bi-directional bearers.
In the CN, these bearers encapsulate the UE’s IP packets in GPRS Tunneling Protocol (GTP) tunnels
between the gNB and the UPF. The GTP header includes QoS information, which the gNB and UPF apply
to manage the tunnel. This information corresponds to the 5G QFI field, a crucial component of QoS
management.

5G QoS flows use the 5QI mechanism, classifying packets into predefined QoS classes tailored to
application requirements. Each QoS class is characterized by attributes such as PL, PDB, and PER.
Approximately two dozen standardized 5QI values are grouped into three resource types:

1. GBR: Ensures a dedicated rate for critical services.

2. Non-GBR: Provides flexible RA without guaranteeing specific rates.

3. DC GBR: Supports applications with stringent latency and reliability requirements.

In addition, QoS flows are mapped to Differentiated Services Code Point (DSCP) values for consistent
QoS treatment across 5G networks and the Internet [17]. This specifies a set of 5QI to DSCP mappings to
reconcile the marking recommendations offered by the 3GPP with the recommendations offered by the
IETF, respectively. This process involves border switches parsing GTP headers to extract the QFI and
mapping it to IP headers for both UL and DL traffic.

This thesis relies on the new 5G DP specifications as a basis, where the 5QI mechanism is used. In fact,
this QoS mechanism ensures that each flow meets its unique performance requirements across backhaul
and midhaul networks. For instance, traffic classified with higher priority and stricter latency constraints,
such as IP Multimedia Subsystem (IMS) signaling, receives preferential treatment compared to buffered
streaming.

Table 2.1 illustrates a standardized mapping of 5QI values to QoS characteristics, adapted from European
Telecommunications Standards Institute (ETSI) standards [17].

Table 2.1: Standardized 5QI to QoS characteristics mapping

5QI
Value

Resource
Type

Default
Priority
Level

Packet
Delay
Budget

Packet
Error
Rate

Default
Maximum
Data Burst
Volume
(NOTE 2)

Default
Average
Window

Example Services

1
GBR
(NOTE 1)

20 100 ms 10−2 N/A 2000 ms Conversational Voice

2 40 150 ms 10−3 N/A 2000 ms
Conversational Video
(Live Streaming)
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3 30 50 ms 10−3 N/A 2000 ms

Real-Time Gaming, V2X
messages, Electricity dis-
tribution - medium volt-
age, Process automation
- monitoring

4 50 300 ms 10−6 N/A 2000 ms
Non-Conversational
Video (Buffered Stream-
ing)

65 7 75 ms 10−2 N/A 2000 ms

Mission Critical user
plane Push To Talk voice
(e.g., Mission Critical
Push To Talk (MCPTT))

66 20 100 ms 10−2 N/A 2000 ms
Non-Mission-Critical
user plane Push To Talk
voice

67 15 100 ms 10−3 N/A 2000 ms
Mission Critical Video
user plane

75 25 50 ms 10−2 N/A 2000 ms V2X messages
5

Non-GBR
(NOTE 1)

10 100 ms 10−6 N/A N/A IMS Signaling

6 60 300 ms 10−6 N/A N/A

Video (Buffered Stream-
ing) TCP-based (e.g.,
World Wide Web
(WWW), Electronic
Mail (E-Mail), chat, File
Transfer Protocol (FTP),
peer-to-peer (P2P) file
sharing, progressive
video, etc.)

7 70 100 ms 10−3 N/A N/A
Voice, Video (Live
Streaming), Interactive
Gaming

8 80 300 ms 10−6 N/A N/A

Video (Buffered Stream-
ing) TCP-based (e.g.,
WWW, E-MAIL, chat,
FTP, P2P file sharing,
progressive video, etc.)

9 90

69 5 60 ms 10−6 N/A N/A
Mission Critical delay
sensitive signaling (e.g.,
MCPTT signaling)

70 55 200 ms 10−6 N/A N/A

Mission Critical Data
(e.g. example services
are the same as QoS
Class Identifier (QCI)
6/8/9)

79 65 50 ms 10−2 N/A N/A V2X messages

80 68 10 ms 10−6 N/A N/A
Low Latency eMBB ap-
plications, AR
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82

DC GBR

19
10 ms
(NOTE 4)

10−4 255 bytes 2000 ms

Discrete Automation
(see Technical Spec-
ification (TS) 22.261
[18])

83 22
10 ms
(NOTE 4)

10−4 1354 bytes
(NOTE 3)

2000 ms
Discrete Automation
(see TS 22.261 [18])

84 24
30 ms
(NOTE 6)

10−6 1354 bytes 2000 ms
Intelligent Transport Sys-
tems (see TS 22.261
[18])

85 21
5 ms
(NOTE 5)

10−5 255 bytes 2000 ms
Electricity Distribution
- high voltage (see TS
22.261 [18])

NOTES:

1. A packet which is delayed more than PDB is not counted as lost, thus not included in the PER.

2. It is required that default MDBV is supported by a Public Land Mobile Network (PLMN) supporting
the related 5QIs.

3. This MDBV value is set to 1354 bytes to avoid IP fragmentation for the Internet Protocol version 6
(IPv6)-based, Internet Protocol security (IPsec)-protected GTP tunnel to the 5G-Access Network
(AN) node.

4. A delay of 1 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted
from a given PDB to derive the PDB that applies to the radio interface.

5. A delay of 2 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted
from a given PDB to derive the PDB that applies to the radio interface.

6. A delay of 5 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted
from a given PDB to derive the PDB that applies to the radio interface.

2.3 TSN

TSN is a set of Institute of Electrical and Electronics Engineers (IEEE) 802.1 standards developed to
enable deterministic, low-latency communication over Ethernet networks. The majority of projects define
extensions to the IEEE 802.1Q – Bridges and Bridged Networks, which describes Virtual Local Area
Network (VLAN) and network switches [19]. These extensions in particular address transmission with
very low latency and high availability. TSN aims to extend Ethernet capabilities by incorporating features
that ensure predictable, time-bound data delivery, which is crucial for applications requiring real-time
communication, such as industrial automation, autonomous vehicles, and professional audio-video sys-
tems.

Key features of TSN include:

• Time synchronization: TSN relies on precise time synchronization mechanisms, such as IEEE
802.1AS [20], ensuring that all devices in the network share a synchronized clock to guarantee
timely delivery of data.

• Traffic scheduling: The IEEE 802.1Qbv standard [21] defines time-sensitive traffic scheduling,
which ensures that high-priority data flows are sent at specific times, reducing latency and avoiding
packet collisions.
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• Traffic shaping: The IEEE 802.1Qav standard [21] ensures that data traffic is shaped and managed
in a way that prioritizes time-sensitive packets, ensuring minimal delay for critical data.

• Frame preemption: The IEEE 802.1Qbu standard [22] enables preemption of low-priority traffic
to allow for the immediate transmission of higher-priority, time-sensitive data.

These features make TSN particularly well-suited for environments where low latency and reliability are
paramount. However, while TSN significantly improves the predictability of network behavior, several
limitations affect its scalability and effectiveness in large-scale, dynamic environments. Indeed, TSN
provide some level of deterministic behavior but fall short in achieving E2E low latency under varying
network loads and conditions.

2.3.1 Challenges and Limitations of TSN

Although TSN provides essential features for deterministic networking, several challenges hinder its
deployment in large, complex, or dynamic systems [23]. These limitations include:

• Scalability: TSN relies heavily on precise synchronization across all devices in the network. As the
size of the network grows, maintaining synchronization becomes increasingly difficult. Large-scale
deployments, especially in distributed environments, require extensive coordination to ensure all
devices remain time-synchronized, leading to potential overhead and complexity.

• Configuration Complexity: Setting up and configuring a TSN network is a complex process. It
requires detailed knowledge of time synchronization, traffic scheduling, and network topology. As
networks grow, managing and maintaining the configurations becomes increasingly error-prone and
challenging.

• Limited Adaptability: TSN, by design, is focused on deterministic behavior with fixed schedules
for data transmission. In dynamic environments where network traffic patterns or nodes mobility
change frequently, TSN networks struggle to adapt in real-time, resulting in inefficiencies and
potential delays in data delivery.

• Interoperability Issues: Integrating TSN into existing Ethernet-based networks, or with non-TSN
devices, can lead to compatibility issues. Since TSN involves specialized hardware and software
for time synchronization and traffic management, older devices or non-compliant equipment can
interfere with the performance and reliability of the network.

• Resource Management: TSN provides mechanisms for traffic prioritization, but it lacks mecha-
nisms for optimizing resource usage across the network. It doesn’t provide dynamic RA in response
to changing network conditions, which can limit the efficiency of time-sensitive traffic under varying
load or resource constraints.

These challenges indicate a clear need for a more flexible and scalable approach to handle the complexities
of modern network environments, particularly for time-sensitive applications.

2.4 SDN

It is widely recognized that 6G network architecture will heavily rely on SDN and will support URLLC
traffic [24]. An SDN controller provides a global, centralized view of the network, enabling efficient
decision-making and communication with network devices. This makes SDN a key enabler for improving
QoS provisioning for critical applications.
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SDN is an architectural paradigm designed to make networks more agile, programmable, and capable of
supporting multi-tenancy [25]. The fundamental principle of SDN is the decoupling of the DP (responsible
for packet forwarding) from the CP (responsible for decision-making and policy enforcement). SDN
has been extensively promoted by the Open Networking Foundation (ONF) [26], which defines its core
principles and architecture.

The SDN architecture is typically organized into three layers, as shown in Figure 2.4:

• Application Layer: This layer hosts SDN applications, which specify high-level network require-
ments and policies. These applications communicate their demands to the CP via NorthBound
Interfaces (NBIs), which vary depending on the controller and the application (e.g., Java Appli-
cation Programming Interface (API), REpresentational State Transfer (REST) API, gRPC, Open
Services Gateway initiative (OSGi), Network Configuration Protocol (NETCONF), Yet Another
Next Generation (YANG)).

• Control Layer: This layer is represented by the SDN controller (e.g., ONOS, POX, Ryu, OpenDay-
light, Floodlight). The controller acts as an intermediary between the application and infrastructure
layers, translating application-level requirements into low-level commands for network devices.
Additionally, it gathers and provides network state information to applications, enabling intelligent
decision-making. The SDN controller is central to network orchestration, offering mechanisms for
routing, monitoring, scheduling, and QoS management.

• Infrastructure Layer: This layer consists of the underlying network elements (e.g., switches,
routers) that perform data forwarding. These devices expose their capabilities to the controller
via SouthBound Interfaces (SBIs), which are switch- and protocol-specific (e.g., OpenFlow, NET-
CONF, Border Gateway Protocol-Link State (BGP-LS), Programming Protocol-independent Packet
Processors (P4) Runtime, Simple Network Management Protocol (SNMP)). The infrastructure layer
executes the commands issued by the controller, ensuring the enforcement of network policies.

By abstracting and centralizing the control of network elements, SDN enhances network programmability,
simplifies management, and enables the dynamic allocation of resources to meet the stringent demands of
emerging applications.

2.4.1 SD-WAN

SD-WAN leverages SDN principles to optimize Wide Area Network (WAN). It provides centralized
management, intelligent path selection, and improved performance for applications with strict QoS re-
quirements. Figure 2.5 depicts the SD-WAN architecture.

SD-WAN is an evolution of traditional WAN technologies, such as MPLS (Requests For Comments
(RFC) 3031) [27], IPsec (RFC 4301) [28], and Generic Routing Encapsulation (GRE) (RFC 2784) [29],
among others. Unlike WAN, SD-WAN lacks an official standard but is typically built around common
principles and protocols. Organizations such as the Metro Ethernet Forum (MEF) [30] provide best
practices and frameworks to guide SD-WAN implementations. SD-WAN meets the need for scalable,
flexible connectivity across distributed networks by decoupling the CP from the DP. This separation
enables centralized network management while routing traffic over WAN links based on application needs
and network conditions. Figure 2.5 illustrates the SD-WAN architecture, comprising:

• Management Plane (MP): A centralized interface (e.g., dashboard) for managing WAN infrastruc-
ture. Administrators monitor network performance, configure traffic policies, and enforce security,
communicating requirements to the CP via NBIs.
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Figure 2.4: SDN architecture view

• Control Plane (CP): Often cloud-hosted, it defines and distributes routing and traffic policies
to edge devices on the DP via SBIs. This centralization enhances flexibility, allowing real-time
updates without site-specific manual configurations.

• Data Plane (DP): Comprised of edge devices (routers/appliances) at each site (e.g., branches, data
centers), the DP forwards packets, enforces policies, and encrypts traffic over WAN links such as
MPLS, broadband, and LTE.

SD-WAN addresses limitations of traditional WAN, which relied on costly, static MPLS links and manual
configurations. Key features of SD-WAN include:

• Dynamic Path Selection: Routes traffic based on real-time network conditions (e.g., available
bandwidth), optimizing application performance.

• Application-Aware Traffic Steering: Prioritizes traffic for critical applications (e.g., Voice over
Internet Protocol (VoIP), video), ensuring low-latency paths.
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• Bandwidth Aggregation: Combines multiple WAN links (MPLS, broadband, LTE) to increase
efficiency and reduce reliance on MPLS circuits.

• E2E Encryption: Uses secure tunnels (e.g., IPsec) to protect traffic between sites over public
networks.

• Zero-Touch Provisioning: Allows remote deployment of edge devices, reducing setup time and
cost.
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2.4.2 The Role of SDN in Overcoming TSN Limitations

Given the limitations of TSN, particularly in scalability, flexibility, and resource management, SDN offers
a promising solution. While TSN ensures deterministic behavior, SDN provides the necessary dynamic
control and flexibility that TSN lacks. SDN’s ability to decouple CP from the DP allows for centralized,
real-time management of network resources, enabling better optimization and adaptation to changing
network conditions.

Specifically, SDN addresses the limitations of TSN in the following ways:

• Scalability: SDN centralizes network control, enabling real-time adjustments and optimizations
across large-scale networks. By dynamically adjusting paths, SDN allows for more efficient
handling of time-sensitive traffic as the network expands.

• Dynamic Adaptability: Unlike TSN’s static configuration, SDN allows for dynamic reconfiguration
of network resources based on real-time traffic conditions and network load. This adaptability
ensures that time-sensitive traffic can be prioritized without being constrained by fixed schedules.

• Simplified Configuration: SDN provides a programmable, centralized CP that simplifies network
configuration and management. This centralized approach reduces the complexity of configuring a
large-scale TSN network and minimizes the chances of configuration errors.

• Enhanced Resource Management: SDN enables more efficient RA by offering detailed visibility
into network traffic patterns. Through centralized control, SDN can allocate bandwidth, compute,
and storage resources dynamically to optimize the performance of time-sensitive applications.

• Interoperability: SDN’s flexibility allows it to integrate devices more easily. Through its abstrac-
tion layer, SDN can provide a consistent interface for managing different network devices, making
it easier to incorporate and communicate with the network infrastructure elements.

By leveraging SDN’s centralized control and dynamic capabilities, next-generation networks can address
the scalability, adaptability, and resource management challenges faced by TSN. This makes SDN essential,
particularly in environments where real-time adjustments and large-scale deployments are necessary.

2.5 SDN-based DP Programming

SDN-based DP programming provides the flexibility needed to meet the demands of modern networks,
especially in the era of 5G&B. This section highlights key advancements related to this thesis in path
selection, traffic AC, and congestion control, showcasing the state-of-the-art solutions and how SDN
enables dynamic and efficient network management.

2.5.1 Path Selection Algorithms

Efficient path selection is fundamental to ensure optimal resource utilization, LB, and guaranteed low-
latency communication in modern networks, particularly in the context of B5G and 6G systems with the
arrival of time-sensitive applications (e.g., autonomous cars). Traditional approaches, such as those based
on graph theory [31], including shortest path algorithms like Dijkstra [32] and Bellman-Ford [33], provide
foundational methods for routing traffic. However, these static algorithms are designed for networks with
relatively fixed conditions and fail to adapt to the dynamic and heterogeneous nature of traffic in modern
networks. As a result, they struggle to meet the stringent latency and reliability requirements of critical
6G applications.
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To address these limitations, some solutions have modeled the path selection problem as a multi-constraint
optimization problem, solved using heuristic algorithms and exhaustive simulations [34]. While these
methods improve upon traditional approaches by considering multiple constraints such as bandwidth
and delay, they remain largely theoretical and lack adaptability to real-time traffic and network topology
changes.

Recent advancements have introduced more dynamic solutions, particularly in the context of asynchronous
Time Sensitive Networking (TSN). TSN-based solutions, as discussed in [35], provide hop-by-hop
bounded latency guarantees by prioritizing time-sensitive flows. However, TSN frameworks do not
inherently provide E2E latency guarantees, which are crucial for applications requiring deterministic
communication across multi-hop networks.

SDN-based approaches, on the other hand, have filled the TSN gap by leveraging real-time TE and
link monitoring [36] to dynamically adapt routing decisions. These approaches use graph-theoretic
algorithms and/or monitoring systems to route traffic along paths with the smallest number of hops or the
highest available bandwidth with leveraging the SDN programmability and flexibility but specifically the
E2E view of the network. While these methods improve adaptability compared to traditional solutions,
their configurations are often static, failing to account for real-time changes in traffic patterns, network
topology, or load distributions. This lack of adaptability can result in suboptimal routing, especially in
highly dynamic 6G networks where traffic demands and link states evolve rapidly.

For deterministic and low-latency communication in 6G, novel path selection algorithms must be devised
to meet the delay constraints and bandwidth requirements of critical applications. These algorithms
should leverage the enhanced DP capabilities introduced by 5G and extended in 6G. Specifically, they
should utilize the concept of QFI, which replace traditional bearer-based flows with more granular traffic
classifications that reflect the QoS requirements of different services. By associating QFIs with IEEE
802.1Q queues [37], it is possible to ensure that flows are routed according to their specific requirements,
providing deterministic QoS guarantees throughout the backhaul, midhaul, and fronthaul segments of
the TN. Achieving this would imply for path selection, choosing not only the E2E links but also the E2E
queues for each flow.

However, existing solutions often overlook critical factors such as packet priorities, the number of hops,
the dynamic nature of traffic patterns and network topology, and more importantly the state and load of
individual queues. Indeed, they fail to incorporate mechanisms such as advanced QM and real-time queue
monitoring, which are essential for managing congestion and ensuring consistent low-latency performance.

Indeed, path selection algorithms should integrate these overlooked elements into their computation,
dynamically balancing packet priorities, queue loads, and network topology changes. By holistically
considering these factors, such algorithms can achieve guaranteed E2E low-latency communication,
even under high traffic loads. These advancements are particularly critical for enabling deterministic
communication in 6G networks, supporting applications such as autonomous vehicles, holographic
communications, and industrial automation, where any deviation from latency requirements can have
severe consequences.

2.5.2 Traffic AC Mechanisms

Traffic AC ensures that only flows meeting QoS requirements are admitted into the network. Traditional
AC methods, relying on static rules or heuristics, often fail to adapt to the dynamic and large-scale nature
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of modern networks.

Recent research integrates two main components: the Network Model (NM), which predicts network
KPIs like delay and throughput, and the Optimisation Algorithm (OA), which optimizes configurations
based on NM inputs [38]. While TSN provides hop-by-hop QoS guarantees, achieving high E2E visibility
is critical, especially under congestion or with multiple available paths. The accuracy and fidelity of NM
models are therefore pivotal to ensure optimal performance.

Analytic models based on Queuing Theory (QT) [39] are lightweight but rely on unrealistic assumptions
like Poisson traffic distribution. Packet-level simulators offer higher accuracy but are computationally
intensive for large-scale networks. To balance precision, fidelity, and efficiency, state-of-the-art approaches
incorporate Artificial Intelligence (AI)-driven methods. For instance, Deep Learning (D-Learn) models
use architectures like Recurrent Neural Network (RNN) and Variational Autoencoder (VAE) [40, 41,
42], but these struggle with generalizing across network topologies due to their limited ability to handle
graph-structured data.

This thesis addresses these challenges by leveraging GNN as the NM in an SDN environment. GNN
models provide the adaptability, precision, and scalability needed to manage dynamic topologies and traffic
patterns. By combining SDN programmability with the graph-based learning of GNNs, this approach
delivers efficient and scalable AC with robust QoS guarantees.

2.5.3 Congestion Control Algorithms

Congestion control is essential for ensuring low latency and high throughput, especially in time-sensitive
applications like autonomous vehicles, AR, and industrial automation. Traditional algorithms, such as
TCP Cubic and TCP Reno [43], perform well in general-purpose networks but fail to meet the stringent
latency requirements of 6G applications. These algorithms often rely on reactive mechanisms that respond
to congestion only after it has occurred, leading to increased delay and packet loss, which are unacceptable
for latency-sensitive traffic.

More advanced approaches, such as delay-based congestion control algorithms (e.g., TCP Vegas [44]),
attempt to predict congestion by monitoring Round Trip Time (RTT). However, these methods are highly
sensitive to network variability and often misinterpret natural RTT fluctuations as signs of congestion,
leading to underutilization of available bandwidth. Similarly, Active Queue Management (AQM) schemes
like Random Early Detection (RED) and Controlled Delay (CoDel) [45] aim to manage congestion at the
router level by dropping or marking packets before queues overflow. Despite their improvements over
passive methods, these approaches struggle with achieving fairness and maintaining low latency under
heavy traffic conditions.

Emerging frameworks, such as L4S, offer a promising alternative by combining ECN with dual-queue
mechanisms to prioritize time-sensitive traffic [46]. Unlike traditional congestion control schemes, L4S
allows flows to react to congestion signals more quickly, reducing queuing delays while maintaining high
throughput. However, L4S alone does not fully leverage the potential of network programmability for
dynamic traffic management in 6G networks.

In this thesis, we adapt the L4S transport layer for integration within an SDN environment. SDN-based
frameworks enhance L4S capabilities by enabling centralized control and real-time adjustments to flow
priorities and transmission rates. By combining SDN’s global network visibility with L4S’s advanced
congestion signaling, the proposed solution achieves superior performance in managing congestion,
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particularly for time-sensitive applications. This integration ensures that latency requirements are met
even under high traffic loads and dynamic network conditions.

2.6 Conclusion

In this chapter, we have presented a comprehensive analysis of the state-of-the-art technologies and
methodologies underpinning the evolution of 5G networks and their progression towards 6G. We began
by exploring the foundational components of 5G, including the DP, TN, and QoS mechanisms such as
the QFI, which collectively play a crucial role in meeting the stringent requirements of time-sensitive
applications.

Next, we delved into TSN, examining its definition, challenges, and implications in the context of URLLC.
The chapter then transitioned to a discussion of SDN, emphasizing its capabilities and its role in enabling
SD-WAN and overcoming TSN limitations.

Finally, we surveyed advanced SDN-based DP programming approaches, including path selection al-
gorithms, traffic AC mechanisms, and congestion control strategies. These methodologies demonstrate
the potential to optimize RA and guarantee low-latency communication in dynamic network environments.

The insights gathered in this chapter not only highlight existing challenges but also establish a robust
foundation for the development of novel solutions in the subsequent chapters. By addressing research
gaps in latency optimization, DP programmability, and traffic management, this thesis aims to contribute
to the realization of deterministic and efficient B5G networks capable of supporting next-generation
applications.
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Chapter 3

SDN-based Path Selection for
Time-Sensitive Applications Using Dynamic
Queuing

3.1 Introduction

Although 5G is still under deployment, the research community is already establishing the requirements
of 6G systems. Ultra low latency is one of the main requirements that should be natively supported, which
is not been well addressed in 5G. The expected services and applications [47] in 6G such as holograms
and tactile Internet need a highly synchronized communication from the RAN to the network service to
guarantee ultra-low E2E latency.

5G and beyond connectivity involves different network segments, i.e., RAN, CN, and TN. The TN
includes not only the backhaul links connecting the CN to the RAN but also the fronthaul and midhaul,
which result from the functional splits of the RAN that appeared in 5G [48]. Therefore, to guarantee a
very low E2E latency, the three parts need to be optimized, i.e., RAN, CN, and TN. For the RAN, works
need to be done to reduce the slot duration further and improve the HARQ mechanisms [5]. The reduction
of latency at the CN has already been addressed in 5G, where network slicing is used. However, ensuring
very low latency at the TN level is still challenging.

Most of the existing approaches to guarantee low latency in TNs are relying on TSN, which was devised by
the IEEE. TSN specifications define two standards: The first one is based on synchronous communication
(IEEE Std 802.1AS and IEEE 802.1Qbv) [20]. It uses a precise and common time reference shared among
all the TSN devices (i.e., routers). It allows the scheduling of the traffic transmission in a deterministic
way to maintain a lower bound for the latency. However, it needs a network-wide coordinated time, which
hinders the scalability of the network. In addition, using reserved time slots for each flow may lead to
poor utilization of network resources. The second one is based on asynchronous communications (IEEE
802.1Qcr) [21]. In contrast to the synchronised version, no common time reference is needed and shared
between devices. Each device implements advanced scheduling on a two-level queuing hierarchy to shape
the traffic and achieve a bounded latency at each hop.

Although the TSN is an interesting approach, it still has weaknesses in fully sustaining the low latency
expectation of 5G&B services. On one hand, TSN provides hop-by-hop bounded latency and not E2E
latency guarantee; the latter is highly needed when multiple paths are available. Indeed, high E2E
visibility is crucial when the links get congested, and changing the path is necessary to continue ensuring
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low latency. On the other hand, TSN adopts a static configuration of the different queues of the switch,
which has limitations when several URLLC traffics are competing for the same high-priority queue.
Indeed, 5G specifications define more than 10 services as delay critical, with different levels of criticality.
For instance, Electricity Distribution is the highest delay critical service (5ms E2E latency), while V2X
message and real-time gaming can be considered less critical (50ms E2E latency). Accordingly, the
network should be in the capacity to protect the highest DC services, even in the presence of others. This
can be achieved only by using an agile QM system, which is impossible in TSN.

To overcome the above-cited limitations, in this chapter, we embrace an SDN-based approach. SDN
provides all the flexibility and agility to guarantee E2E low latency even when several DC services
are running in parallel. SDN provides the necessary functions, known as Create, Read, Update, and
Delete (CRUD), to program and monitor the network elements. It includes dynamic QM, to ensure a
real-time E2E control of the different flows running in the network. The proposed solution, namely
(SDLL), relies on the new 5G DP specifications. It uses the QFI [6] information to map the 5G services
to TN traffic classes (and queue) to fulfill the needed QoS. Furthermore, SDLL adapts to the network load
by dynamically updating queues (add or remove) which permits segregating among URLLC traffics and
hence protecting the highest priority traffics (strongest DC services). The contributions of this work are
manifolds:

• We introduce a SDN-based novel framework for QoS provisioning in 5G&B, featuring a low latency
guarantee;

• We propose a TE algorithm that ensures efficient resource management while providing a bounded E2E
latency for URLLC services even in a loaded network;

• We present a dynamic QM algorithm to enforce priority among URLLC services.

The rest of the chapter is organized as follows: Section 3.2 introduces the state-of-the-art solutions. Our
solution is shown in Section 3.3 and evaluated in Section 3.4. We conclude the chapter in Section 3.5.

3.2 Related Work

In this section, we review different works that have been done in correlation with QoS provisioning and
latency guarantee in communication networks.

In [36], authors developed an SDN framework named Software-Defined Queuing (SDQ) for QoS provi-
sioning by selecting the right path and queue according to the network bandwidth management. Indeed,
they route the traffic through the path with the smallest available bandwidth weight. However, their
configuration was static and not updated compared to our SDLL solution.

[49] proposed a queuing model to analyze an OpenFlow–based SDN network. They also considered a
classification of the incoming packets. But, the topology was fixed and included only one switch, which
reduced the number of available paths and hence the complexity of the conducted analysis.

[34] delivered a framework that synthesizes paths through the network. To guarantee that flows meet both
the bandwidth and E2E timing requirements, they solved a multi-constraint optimization problem using a
heuristic algorithm and exhaustive emulations and experiments on hardware switches to demonstrate the
techniques and feasibility of their approach based on SDN. Despite that, their solution is theoretical and is
not dynamic in term of queue management comparing to ours.
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In [50], evaluations were done on the performance of LEARNET through simulation in a 5G asynchronous
deterministic backhaul network where incoming flows have characteristics similar to the four critical
5QIs defined in 3GPP Technical Specification [51]. This solution is based on asynchronous TSN which
provides hop-by-hop bounded latency and not E2E latency guarantee (the latter is highly needed when
multiple paths are available).

All the above solutions do not consider the QM part and their monitoring. Instead, our solution considers
several inputs (i.e., packets priority, number of hops, number of queues, and their loads) in the path
computation to route traffic, aiming at achieving a guaranteed E2E low latency for critical applications
even in a loaded network.

3.3 Software-Defined Low Latency (SDLL)

3.3.1 SDLL Concept and Interaction with 5G DP

SDLL is a SDN-based solution that controls, monitors, and manages a 5G TN (backhaul) composed of a
number of programmable switches. SDLL uses the CRUD functions to ensure agility in managing 5G
services traffic to guarantee required QoS, and particularly low-latency for DC services (known as URLLC
services). Figure 3.1 shows the positioning of SDLL in a 5G DP. To recall, to create a communication
link with outside and start sending and receiving traffics, a UE needs to establish a session that creates
dedicated bi-directional tunnels or bearers. At the core network side, the bearer encapsulates UE’s
packets IP in GTP tunnels between the gNB and UPF. The GTP header includes information on the user
traffic, like the QoS that the gNB and UPF should apply to the tunnel. This information in 5G corresponds
to the 5G QFI field. 5QI is a mechanism whereby packets are classified into various QoS classes. Thus,
the QoS can be tailored to specific requirements. Each QoS class has specific QoS characteristics (such
as packet delay and packet loss). There are approximately two dozen standard 5QI values, grouped into
two types of resources: GBR and non-GBR. QoS characteristics include RT, PL (lower number implies
higher priority), PDB, PER, MDBV, etc. The QFI value is assigned by the 5G CN according to the UE
subscription and the service to run. Therefore, QFI is a critical value that needs to be taken into account
when carrying the tunnel traffic over the 5G TN or backhaul.

As depicted in the Figure 3.1, the SDLL is composed of the SDN controller and the SDN applications
that run the TE and QM modules. The SDN CP operates independently of the 5G network infrastructure.
The only interaction between SDLL and 5G data plane is the border switches (i.e., the routers connecting
the gNB and UPFs to the 5G TN) that need to map the QFI to a DSCP value. In SDLL, we use the
mapping proposed in [17], which specifies a set of 3GPP QCI and 5QI to DSCP mappings to reconcile
the marking recommendations offered by the 3GPP with the recommendations offered by the IETF. This
maintains a consistent QoS treatment between 5G networks and the Internet. It is worth noting that
border switches need to parse the GTP header to extract the QFI and modify the IP header (layer 3) with
the corresponding DSCP value to route the packet through the 5G TN according to SDLL control. The
mapping process is done in the two directions of the traffic, i.e., UL and DL.

A more focused representation of SDLL is shown in Figure 3.2. Here, we detail the different elements
interacting SDLL with 5G TN. The solution is represented within the three layers of the SDN. The SDLL
application is located on the first layer. It is installed on top of a SDN controller. In this work, it cor-
responds to a Java-made ONOS controller. The SDLL applications contain two parts, namely Queue
Management (QM) and Traffic Engineering (TE). The former utilizes ONOS REST API and the Open
vSwitch Database Management (OVSDB) Protocol to manage queues at the switches and get their statis-
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Figure 3.1: The 5G SDNized network infrastructure

tics, while the former decides on the flow rules to communicate to switches via the OpenFlow protocol.
Accordingly, each packet entering a switch is routed by designating the right queues along a chosen path.
It is worth mentioning that our solution is applicable to Open vSwitch (OVS) but can be extended to any
other technology (i.e., switch) with integrated Data Base (DB) and NBI that enable the QM and the flow
rules installation.

Figure 3.2: The architecture view of the SDLL framework
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A flow rule ξ is composed of: Match set (µ) to identify a flow; Action set (τ) to define the actions executed
on each packet of the flow; and Priority (ρ) that is used to relatively order rules in the forwarding switch.
In our solution the Match set includes the DSCP value of the packets, the Action set is to route the packets
of each flow through a set of port numbers and queue IDs, while the priority is the same for all the flow
rules. Please refer to the equations 3.1, 3.2, 3.3, and 3.4.

ξ= {[
µ
]

, [τ] ,ρ
}

(3.1)

µ= {0,1,2, ...,56} (3.2)

τ= {
out put (por tnumber , queuei d )

}
(3.3)

ρ = {0,1,2, ...,65535} (3.4)

3.3.2 SDLL Details

In SDLL, for every flow newly coming into the network, a PACKET-IN message is generated by the
respective access node (i.e., border switches of the SDN forwarding plane or backhaul). As a response,
the process shown in Algorithm 3.1 is triggered. In what follows, we describe the two main components
of the SDLL framework along with the workflow they use.

3.3.2.1 Traffic Engineering (TE)

This module is responsible for choosing an E2E path for every incoming packet and hence for the 5G flow.
It operates as follows: (1) Check if there is already an allocated path (i.e., flow rule) for the incoming
packet. (2) If not, list all the available paths between the source and the target destination. (3) Choose
the paths according to the packet priority: - Shortest path (the path with the minimum number of hops π)
for High Priority (HP) packet to satisfy its requirements; - The path with the minimum queue number (the
sum of the queues number in the ports of a given path) (see Eq. 3.5) for Medium Priority (MP) packet
to be sure that the average output rate of the queues in that path is maximum so that it reduce the E2E
transmission delay; - The path with the minimum average queue load (the sum of the average queues loads
in the ports of a given path) (see Eq. 3.7) for Low Priority (LP) packets so that the E2E queuing delay be
minimal. It is worth mentioning that border switches need to parse the GTP header to extract the QFI and
modify the IP header (layer 3) with the corresponding DSCP value to route the packet through the 5G TN.

ψ= mi n

{
π−1∑
i=1

ϱi

}

where


ψ is the minimum queue number in the list of paths,

π is the number of hops between source and destination,

ϱi is the number of queues in a port i

(3.5)

γ= mi n

{
σ j ,i ×100

δ

}

where


γ is the shortest path hop by hop minimum queue load,

σ j ,i is the load of queue j in port i ,

δ is the queue size (100 packet for each)

(3.6)

ϕ= mi n

{
π−1∑
i=1

ϱi∑
j=1

(
σ j ,i ×100

δ

)}

where
{

ϕ is the minimum average queue load in all the paths,

(3.7)
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3.3.2.2 Queue Management (QM)

For each flow, this module enforces the QoS settings received from the SDLL framework on the forwarding
devices along the communication path selected for the flow. This module implements the different
functions: CRUD queues, specifies the scheduling algorithms, and sets the parameters for these queues.
The detailed workflow is described in Algorithm 3.1.

3.3.2.3 SDLL Workflow

The SDLL framework reduces the load imbalances in the network. Also, the chosen path for the specific
traffic priority µ ({0,1,2,3,4,8,10,12,14} for LP, {16,18,20,22,24,26,28,30} for MP and {32,34,36,38}
for HP) is used as a reference for the QM module to install the QoS settings and the required queues
(lines 14, 22 and 24). The TE module translates the chosen path into flow rules, which include data
such as the output port number and queue ID (line 25). Furthermore, a threshold is specified for the HP
packets by γ with a predicate of (80%, 50% and 30%) of δ. Hence, if γ is exceeded (line 15), the LP
packets are diverted to another ϕ path. Also, a new queue with higher priority for HP+ packets (µ in
{40,44,46,48,56}) is created in the switch port where the HP packet is located and the other queues in that
port will be updated by reducing their maximum rate (lines 17, 18). Finally, the flow rules are pushed to
the intermediate nodes involved in the communication (lines 25 and 26).

Algorithm 3.1 SDLL workflow
1: Inputs: {Paths} : {Hosts} : {Links} : {Flow Rules} : {Queues statistics}
2: Outputs: {New Flow Rule with best path and queue}
3: The controller receives a packet with a µ (packet-in message)
4: if it exists a path with a flow rule for this packet with the DSCP µ then:
5: Send the packet via this path and queues
6: else
7: Find all the potential paths to the destination
8: if path list is empty then:
9: The destination is unreachable

10: else
11: Sort the list by (π, ψ, ϕ)
12: Check the packet priority µ
13: if µ≥ 32 then:
14: Chose the path with the minimum π

15: if γ> T hr eshold then:
16: Diverts (µ< 16) packets to other ϕ paths
17: Create a new queue and update the others maximum rate
18: Split the (µ≥ 32) packets and diverts the (µ≥ 40) packets to the new queue
19: else
20: Goto 25
21: elseif (µ< 32) and (µ≥ 16):
22: Chose the path with ψ
23: elseif (µ< 16) and (µ≥ 0):
24: Chose the path with ϕ
25: Install the flow rules on the devices for the path
26: Goto 5
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3.4 Performance Evaluation

3.4.1 Technical Details

In order to evaluate the performance of SDLL framework, we consider a network topology composed
of (8) virtual switches and (24) hosts, including one destination host (i.e., H24). Figure 3.3 depicts that
topology. We use ONOS as an SDN controller, OVS for the SDN switches and Mininet for the network
topology. Table 3.1 includes all technical details of the envisioned setup. In the performance evaluation, a
maximum of 1,2×106 packet (5×104 packet for each host) have been generated for each of the following
two scenarios:

Figure 3.3: Network topology used for the setup

Scenario 1: The 24 hosts are grouped into three sets of 8 hosts. Each group generates the same type of
traffic (αi 1 is HP, αi 2 is MP, and αi 3 is LP). In each group, we choose a host as a reference, while the
others are seen as interferences (i.e., 3 hosts for traffic interests and 21 hosts for traffic interferences). We
varied the number of packets generated by each host (α1 j = 5×104, α2 j = 2.5×104, and α3 j = 5×103;
where j represents the type of the traffic as quoted above), and γ from (80%, 50%, and 30%). Comparison
is made with the default and static configurations SDN Shortest Path (SDNSP) and Software-Defined
QoS (SDQoS). SDNSP is configured with one queue on each port of the network switches while SDQoS
includes three queues on each. Also, there is no QM on the two solutions.

Scenario 2: In this scenario, we focus only on HP traffic. Therefore, 12 hosts generate HP packets and the
12 others HP+ with (5×104 packet for each). Only two hosts are considered for traffic interest. The others
are seen as interference. We also varied γ from (80%, 50%, and 30%) for HP packets. We compared the
results also with SDNSP and SDQoS.

We have put the network under realistic conditions aiming at stressing the switches (especially Switch
1, which is the entry point of the entire hosts) with a large number of packets and ensuring none of the
queues are empty.
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Table 3.1: Technical details of the setup

Operating System Ubuntu 20.04.4 LTS

Software and protocols
ONOS 2.7.0, Mininet 2.2.2, OVS 2.13.5, Ping iputils s20190709, Open-
Flow 1.6

Topology Linear

Packets generated
Maximum of 1.2∗106 packet divided between 24 hosts (5×104 packet
each)

Generation rate 10,000 packet/second
Packet size 65507 bytes
Number of iterations 100
Priority queues High, medium and low
Bandwidth 50 Gb/s for each link
Queuing mechanism Hierarchical Token Bucket (HTB)
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Figure 3.4: Scenario 1 E2E latency results experienced by (HP, MP, LP) packets (α. j ) and handled
by SDNSP and SDQoS static solutions, and SDLL framework with different threshold (γ) and number of

packets (αi .)

3.4.2 Results

In the performance evaluation, we consider the network latency as the main comparison metric.

Figure 3.4 depicts the obtained results in scenario 1 (in ms and µs) regarding γ, and αi j packets type and
number. Indeed, figure 3.4a, 3.4b and (3.4c, 3.4d, 3.4e) shows the (minimum, maximum, and median) E2E
latency experienced on scenario 1 by SDNSP, SDQoS and (SDLL, respectively) for HP, MP, and LP (αi 1

is HP, αi 2 is MP, and αi 3 is LP) packets with different γ relative to HP queue load (80%, 50% and 30%)
and αi j (α1 j = 5×104, α2 j = 2.5×104,and α3 j = 5×103). It is worth mentioning that SDNSP and SDQoS
are traffic type agnostic solutions. We make three main observations here.
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• Low latency is guaranteed by SDLL: As expected in these figures, the latency is bounded under
649.9µs for HP, MP, and LP traffic. As mentioned above, for SDNSP and SDQoS, packets of
all traffic types traverse the shortest path (i.e., from switch 1 to switch 2 to switch 3 as shown in
Figure 3.3) until it gets saturated, so the packets split to other longer paths (such as from switch 1 to
switch 4 to switch 5 to switch 3) which increase the latency. The value is less than 34.4ms, and this
represents a factor of almost ×53 in comparison with SDLL value. We also notice a reduction in
latency on this experience when αi . is getting low which is related to the underload of the system
(queues and links). Furthermore, we can see a difference in the latency between each type of traffic
when using SDQoS compared to SDNSP, and this is related to the prioritization of HP and MP
over LP packet by setting the HP, MP and LP queues maximum rate to (50%, 30%, and 20%) of
the total bandwidth respectively.

• (Almost) similar results were seen for each priority: We observe that the average latency of the
three types of traffic (i.e., HP, MP and LP) is comparable with a small tendency to prioritize the HP
packets over the MP packets and the MP over the LP packets. Indeed, exploiting the same high
bandwidth offered through the different switches, hence providing several paths, the SDLL could
handle incoming packets at each switch faster and without significant queuing delays. It can also
be noticed that when the network is loaded, the latency experienced by packets of the same traffic
category does not fluctuate hugely (0.3ms with SDLL and 32.16ms with SDNSP) and remains
stable below a target value, which is in line with the core spirit of deterministic networking.

• Very low latency is guaranteed by reducing the threshold: Indeed we can see from the pictures
that the latency of HP packets is correlated with the threshold value related to hop-by-hop queue
load. Thus, a low threshold could be used for strict priority traffic to make a ceil on the queues load.
Hence this will reduce the queuing delay and guarantee very low latency for that type of traffic.
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Figure 3.5: Scenario 2 E2E latency results experienced by HP and HP+ packets when
using SDNSP, SDQoS and SDLL with γ= (80%,50%,30%) for HP packets

Figure 3.5 depicts the Cumulative Distribution Function (CDF) of latency (in ms and µs) obtained for HP
and HP+ packets as addressed in scenario 2. It shows as in scenario 1, a bounded latency around 650µs
when SDLL is in use, 19ms for SDQoS and 25ms for SDNSP with more advantage for HP+ traffic
over HP in SDLL related to the threshold value. The results reveal that our solution is well suited for
different numbers and types of traffic. Indeed, in SDLL, the entire HP and HP+ traffic are sent over the
shortest path, which is from switch 1 to switch 2 to switch 3. When the queues in this path are overloaded,
new queues are created on this path, and others are updated as explained previously in the Algorithm 3.1.
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Figure 3.6 shows the latency variation during a period of time when using SDLL. We considered a sample
of 200 packets sent over 50,000 HP and HP+ packets for each host during a period of 1.3 seconds. It
shows the adaptability of the solution regarding the variation of the latency, which increases when the HP
queue is filling up, and when γ is exceeded (t i me = 0.24s), a new queue is created with a high maximum
rate, while other queues are updated to reduce the average E2E latency of HP+ packets.
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Figure 3.6: SDLL latency variation during a period of time

These results can confirm the efficiency of the TE module for guaranteeing a very low E2E latency bound
for different types of traffic. They also show the power and the adaptability of the QM module for the
same purpose, which is the main contribution of SDLL.

3.5 Conclusion

In this chapter, we introduced SDLL solution for QoS provisioning and latency guaranty in 5G&B. The
main purpose was to explore all the E2E paths in the 5G TN and choose the optimal ones in terms of
the number of hops, number of queues, and queues load in a dynamic and seamless way. It allows TE
and QM in real time to guarantee low latency according to traffic load and priority. Results show that our
solution outperforms two reference solutions. Our future focus will be working on a theoretical way to set
the best thresholds and implementing this solution on an open-source hardware target (NetFPGA) [52] to
demonstrate its efficiency in a real and scaled environment.
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Chapter 4

SDN-based Admission Control (AC) for
Time-Sensitive Applications Leveraging
GNNs

4.1 Introduction

The emerging B5G market is expected to bring a variety of services, allowing to meet the requirements of
a highly mobile and connected society. The key enabler for 5G architecture is the support of different
use cases and applications such as e-health, autonomous cars, and metaverse [47]. Their coexistence will
depend on B5G networks’ ability to serve these CoTs, having different needs in terms of QoS that include
latency, bandwidth, reliability, and availability. SDN trends may accommodate these needs and provide
the missing capabilities.

Being deployed in research laboratories, and industry, SDN is emerging as a promising technology to
manage large-scale networks since it has a global view of the network. However, the SDN concept itself
is stateless as it does not implement the feedback control command, so it is harder to ensure consistent
and predictable QoS, such as maintaining low latency and avoiding traffic congestion. Bring up a stateful
SDN involves implementing mechanisms to maintain the current state and context of network devices and
flows, allowing for more granular control and management of network resources.

Enabling statefulness in SDN is not a new topic. Indeed, the research community has introduced var-
ious approaches that combine two main elements: the NM, and the OA [38]. The former predicts
the network KPIs, such as delay and throughput; it features approaches such as Network Prediction
(NP) [53]. The latter explores different configurations until it meets the optimization goals defined in
the NM, which include solutions based on TSN standards [35] such as AC [54]. Although TSN is an
interesting approach, it provides hop-by-hop QoS guarantee; high E2E visibility is crucial when links
get congested and multiple paths are available. Yet, the NM feeds the OA with inputs in order to seek
the optimal configurations. Therefore, the OA accuracy highly depends on the NM correctness and fidelity.

Providing accurate and low-cost NMs has already concentrated a lot of consideration in the research
community. In fact, analytical models based on QT [39] are largely developed. Even though these models
are deterministic solutions, hence low resource consumption, they assume some non-realistic network
properties and use probabilistic rules such as Poisson distribution, which are unsuitable in real networks.
Another example is packet-level network simulators, which bring accuracy and fidelity. Unfortunately,
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such models are time-consuming and need high computational resources in large-scale networks.

To provide a balance between precision, fidelity, and swiftness, D-Learn [40] models are proposed. Exist-
ing solutions such as [41], [42] use the Neural Network (NN) architectures like RNNs or VAEs. However,
computer networks are fundamentally represented as graphs, and NN cannot learn graph-structured
information and generalize over other topologies or routing configurations. Moreover, their accuracy is
limited.

To overcome these limitations, we unveil in this chapter a solution that combines GNN and AC, named
GNN-AC. It leverages the RouteNet-F model [55, 56] as a real-time latency prediction framework for each
path, that is to achieve LB and optimize the AC decisions. The solution is inspired by the SDN-based
AC that provides flexibility and agility to guarantee QoS of several CoTs running in competition mode.
GNN-AC relies on the new 5G DP specifications. It uses the QFI [6] to map the 5G services to TN CoTs.
The solution regulates the traffic and guarantees QoS for the accepted packets by predicting for each
traffic flow if its QoS can be satisfied, particularly traffic with a low latency requirement. In addition to
these contributions, our solution is resource-aware and delay-aware, thanks to the TE module and path
listing algorithm that we developed.

We have evaluated the GNN-AC accuracy with a dataset including various topology flavours (i.e., scales)
generated by the packet-level simulator OMNeT++ [57]. We compared our solution with the ONOS SDN
controller’ default one (i.e., SDNSP).

The rest of the chapter is organized as follows: Section 4.2 provides background on GNNs, RouteNet-F,
and reviews related state of the art. Our solution is presented in Section 4.3 and evaluated in Section 4.4.
Section 4.5 concludes the chapter.

4.2 Background & Related Works

To better understand our contribution, we introduce in what follows the concepts of GNNs, and RouteNet-F
model.

GNNs have shown outstanding applications in communication networks [58]. Indeed, Networking sys-
tems comprise many components represented as a graph (e.g., topology or routing). GNNs represents
a new generation of data-driven models that can accurately learn and reproduce the complex behaviors
behind real-world networks. As a result, these models can be applied to a wide variety of networking use
cases, such as planning. The main advantage of GNNs over traditional NNs lies in their generalization
capabilities when applied to other network topologies and configurations unseen during training.

RouteNet-F is a custom GNN model for network performance prediction. It has a network state descrip-
tion (sample), defined by: a network topology, a routing scheme, a queuing configuration, and a set of
traffic flows characterized by some parameters as input, and flow-level performance predictions as output,
such as delay. This model implements a custom three-stage message-passing algorithm that represents
key elements for the NM mentioned above. RouteNet-F supports a wide variety of features present in
real-world networks, such as complex traffic models. Figure 4.2 includes a black-box representation
of this model communicating with the AC module on the top of an SDN controller. RouteNet-F is
based on two main design principles: (i) finding a good representation of the network components and
(ii) exploiting scale-independent features of networks to encompass larger networks unseen during training.
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In what follows, we review different works in correlation with latency prediction, AC, and QoS guar-
antee. Indeed, in [59], authors introduced RouteNet, a NP model based on GNN that estimates the
per-source/destination packet delay distribution and loss without including queuing configuration as input.
They simulated some use cases where they leverage the KPI predictions of the model to achieve efficient
routing optimization and network planning. However, their solutions did not include the LB mechanism
compared to GNN-AC.

[60], addressed the challenge of accurately predicting E2E delay in SDN to improve network performance
and user experience. The authors propose a GNN-based model, Spatial-Temporal Graph Convolutional
Network (STGCN), which captures spatial and temporal dependencies of traffic data, outperforming
traditional ML techniques.

[61] proposed a GNN architecture for Service Function Chaining (SFC). The proposed model consists
of an encoder and a decoder, where the first finds the network topology representation, and the latter
estimates probabilities of neighborhood nodes to process a Virtual Network Function (VNF). In the
experiments, the architecture outperformed the performances of Deep Neural Network (DNN) based
model. Despite being different from GNN-AC, their solution satisfies QoS requirements as ours.

All the above proposals did not consider LB part, unlike our solution that takes into account several points
(i.e., multiple topology flavours test, guaranteeing low E2E latency, LB, and preventing congestion in
order to maintain the QoS.

4.3 GNN-AC Solution

In this section, we describe the high-level view of our proposal how it fits within the 5G architecture, its
design, and workflow.

4.3.1 Interaction with 5G

It is generally agreed that B5G architectures will rely on the 5G specifications. In what follows, we
summarize the 5G QoS in correlation with GNN-AC and how the latter can be used within the DP.

To recall, in 5G, UE traffic has to pass through dedicated bi-directional tunnels or bearers to interact
with the outside. These tunnels are created by the SMF PDU session establishment request. The bearer
encapsulates UE’ IP packets in GTP tunnels between the gNB and the UPF. The GTP header contains
information on the user traffic, such as QoS that the gNB and the UPF should apply to the tunnel. This
GTP header information corresponds to the 5G QFI field. QoS is tailored to specific requirements using
5QI that classifies packets into different CoTs, each with specific QoS characteristics that include RT, PL,
and PDB. There are approximately two dozen standard 5QI values grouped into two types of resources:
GBR and non-GBR. The QFI value is assigned by the 5G CN based on the UE subscription and the
service to run, making it critical when carrying tunnel’ traffic over 5G TN or backhaul.

Figure 4.1 shows the positioning of GNN-AC on the 5G architecture. The GNN-AC is on top of an SDN
controller. The SDN CP is independent of the 5G network infrastructure. The only interaction between
GNN-AC and 5G DP is the border switches (i.e., routers connecting the gNB and UPFs to the 5G TN)
that needs to map the QFI to IP networks QoS ID values known as DSCP. DSCP specifies a mechanism
for classifying and managing network traffic and providing QoS on IP networks. DSCP uses 6 bits in the
IP header for packet classification purpose. IETF has proposed a mapping of the 3GPP QCI and the 5QI
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to the DSCP, which aligns their marking recommendations, as stated in [17]. This mapping is used by the
border switches when parsing the GTP header and extracting the QFI to modify the IP header with the
corresponding DSCP value. The mapping process is done for both UL and DL directions.
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Figure 4.1: Simplified 5G architecture with SDN perspective

In GNN-AC, for every flow newly coming into the network, a PACKET-IN message is generated by the
respective access node (i.e., border switches of the SDN forwarding plane or backhaul). The process
shown in Algorithm 4.1 is triggered as a response. In what follows, we describe the GNN-AC architecture
design along with its workflow.

4.3.2 GNN-AC Solution Design

GNN-AC framework is made of two main modules; (i) NetDelP, a network latency prediction module
leveraging the RouteNet-F GNN-based model, and (ii) AdConAgt, an AC module supporting SDN.

4.3.2.1 NetDelP

Is the module predicting, in real-time, the delay on the entire network topology paths using RouteNet-F
GNN-based model. It is a data-driven model learning from a dataset with various network topologies and
traffic. It has as inputs - A Graph schematising the network topology where nodes (edges, respectively)
represent switches (links, respectively), - All the available Paths between the nodes. - A Scheduling
Policies such as type and queue size. Finally, - A Traffic Model in the form of a matrix including the
distribution type and the packet size. As outputs, the NetDelP predicts links’ delay.

4.3.2.2 AdConAgt

It is a packet AC guard. Its function is to decide which flow rules to communicate to switches via
OpenFlow protocol. These flow rules regulate the traffic in a selection process (i.e., to be forwarded
or dropped) to meet QoS agreement. The decision is based on the NetDelP’ real-time predicted delay,
provided as entry to the AdConAgt. This module interacts with each switch via an SDN controller to
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monitor the network traffic and nodes and CRUD the flow rules.

Figure 4.2 details the GNN-AC architecture view represented as a recursive client-server based on SDN
controller. The architecture is designed within 3 layers according to SDN ONF standards [26].

Application Layer: Hosts the GNN model (i.e., NetDelP) and the SDN application (i.e., AdConAgt),
which communicates its network requirements toward the CP via the NBIs. This application is installed
on the top of an SDN controller, for instance, ONOS.

Control Layer: The SDN controller is a central element of this layer. It acts as a server and a client for,
respectively, the above and below layers. As a server, it controls network elements by pushing, updating,
or deleting flow rules on switches requested by the AdConAgt via REST API. As a client, it monitors the
network traffic and elements.

Infrastructure Layer: Or DP, is a composition of network elements, switches such as OVS, which
expose their capabilities toward the SDN controller via the SBIs and apply the forwarding rules as
computed by the controller.

4.3.3 Mathematical Representation

A flow rule ξ is composed of: Match set (µ) to identify a flow; Action set (τ) to define the actions executed
on each packet of the flow; and Priority (ρ) that is used to order rules in the forwarding switch. In our
solution, the Match set includes packet DSCP value, the Action set is to accept and forward flow’s packets
through a set of port numbers or to reject and drop them, while the priority is the same for all the flow
rules (equations 4.1, 4.2, 4.3, and 4.4).

ξ= {[
µ
]

, [τ] ,ρ
}

(4.1)

µ= {0,1,2, ...,56} (4.2)

τ= {
out put (por tnumber ), dr op

}
(4.3)

ρ = {0,1,2, ...,65535} (4.4)

4.3.4 GNN-AC Workflow

The GNN-AC framework reduces the load imbalances in the network by real-time latency prediction (line
12). Also, the specific traffic priority µ is used as a reference for the AC module to get their respective
PDB (line 11) and check if it is exceeded by the Packet Predicted Delays (PPDs) (line 13). If NO, the AC
module translates the chosen path with the minimum PPD into flow rules, which include data such as the
output port number (line 14). Otherwise, the packet will be rejected (line 16). Finally, the flow rules are
pushed to the intermediate nodes involved in the communication (line 17).

4.4 Performance Evaluation

4.4.1 Setup

We have tested the GNN-AC framework within a linear network topology with three flavours (i.e., scales)
(small (c1), medium (c2), and large (c3), respectively), according to the number of used virtual switches
(10, 20, and 50, respectively). Each flavour defines 3 different paths (short (p1), moderate (p2), and long
(p3)), not necessarily similar between these flavours. We distinguished the paths to show how GNN-AC
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Figure 4.2: GNN-AC architecture view

is balancing the traffic compared with SDNSP. As a source traffic generator, we used 6 Linux Virtual
Emulators (LVEs), each of which generates 10,000 Internet Control Message Protocol (ICMP) packets
per second (pps) of size 2,000 Bytes (B). Each packet has a specific DSCP (µ) and a respective PDB,
which simulate different CoTs (6 flows ( f1 to f6) in total: f1 with 5ms PDB, f2 (10ms), f3 (30ms), f4

(50ms), f5 (60ms), and finally, f6 (75ms) ). We also used an LVE as a destination that receives all the
generated traffic in a competition mode. Table 4.1 summarizes the different parameters, and Figure 4.3
draws the setup. We used ONOS as an SDN controller, OVS for the OpenFlow switches, and Mininet for
the network topology.

We have put the network under realistic conditions (with different topology flavours, paths, and CoTs
from urgent to non-urgent traffic), with a large number of packets and ensuring none of the links is empty,
aiming at stressing the different switches. Especially, switches s1 and sn , which are shared between the
three paths of each flavour.
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Algorithm 4.1 GNN-AC workflow
1: Inputs: {Paths}, {Hosts}, {Links}, {ξ}, {PPD}, {PDB}
2: Outputs: {New Flow Rule (ξ) (Accept/Drop packet)}
3: SDN CTRL receives PACKET-IN message with µ info
4: if (exist path with a ξ satisfying packet DSCP µ) then:
5: Apply ξ
6: else
7: Find all the potential paths to the destination
8: if path list is empty then:
9: The destination is unreachable

10: else
11: Get the PDB
12: Get the PPDs using real-time Traffic Matrix TM(t)
13: if PPDs < PDB then:
14: Chose the path with the minimum PPD
15: else
16: Reject the packet
17: Install the ξ on the devices
18: Goto 5

Table 4.1: Technical details of the setup

Parameter Value

Operating System Ubuntu 20.04.4 LTS

Software ONOS 2.7.0, Mininet 2.2.2, OpnVSwitch 2.13.5, Python 3.9

Protocols OpenFlow 1.6

Network Topology Linear

Packet Amount Max of 6 × 104 packet; (104 packet each of the 6 hosts)

Generation rate 10,000 pps

Packet size 2000 Bytes

Number of iterations 100

Bandwidth 200 Mb/s for each link

4.4.2 Results

In this section, we focus on both GNN-AC and SDNSP E2E latency, packet loss, and QoS Breach
evaluation. We may distinguish the analysis of the GNN-AC results according to flow types into 2 sets
(S1 and S2): In S1, we regroup flows f1 and f2, while S2 contains the rest of flows (i.e., f3, f4, f5, and
f6). In S1, the PDB ≤ 10ms (i.e., f1(5ms), f2(10ms)), and this requirement is hardly satisfied by the
three flavours, especially the third one (i.e., c3) where the estimated latency is around 20ms (as we will
see below). For the two first flavours c1 and c2, the average latencies is 3ms and 8ms, respectively (see
below). Whilst, in S2, the 30 ≤ PDB ≤ 75ms, and this requirement is relaxed and can be satisfied by all
flavours except for the couple ( f3, c3).

4.4.2.1 E2E Network Latency

Figure 4.4 (respectively, Figure 4.5) shows the minimum, maximum, and median E2E latencies (in ms)
obtained with GNN-AC (respectively, SDNSP), for the CoTs f1, f2, f3, f4, f5, and f6 (respectively,
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Figure 4.3: Setup’s network topology with 3 flavours

independently from CoTs) under the 3 topology flavours (i.e., c1, c2, and c3).

GNN-AC: We first notice that in S2, we have similar results between the CoTs f3, f4, f5, and f6. This is
for the reason that the S2 PDB condition is often satisfied excluding some packets related to the pair ( f3,
c3). Therefore, GNN-AC is LB the traffic (i.e., f3, f4, f5, and f6) over the available resources, unlike for
S1 where the f2 PDB requirement could be satisfied more than the f1. Although we may think that the
latency for S2 is bigger than for S1 as shown in Figure 4.4, this is due to the latencies representation of the
only accepted packets under the flows’ PDB requirement. We also noted that the latency is increasing
with the topology flavour, which is obvious as flavour c2 (respectively, c3) includes more switches than
flavour c1 (respectively, c2 and c1), which adds additional delays to the E2E latency.

We should mention that for the couple ( f1, c3), latencies are not represented as c3 cannot satisfy the f1’s
hard PDB condition (i.e., 5ms), therefore all f1’ packets were rejected.
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Figure 4.4: E2E latency obtained with GNN-AC for the aforementioned CoTs ( f1 to f6) under the 3
flavours (c1 to c3)

SDN-SP: We remark in Figure 4.5, that latencies obtained for all the CoTs (i.e., S1 and S2) are similar
to only S2 values in Figure 4.4, on the same way we note that the maximum latency values in S1 exceed
the flows respective PDB requirement. Therefore, it does not use the notion of PDB. Indeed, as SDNSP is
based on TE shortest path algorithm and not on AC. Hence, all the traffic is treated the same way. The six
emulators compete for the shortest path p1 until it gets saturated. After that, the traffic is forwarded to p2,
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then p3.

From these results (Figure 4.4 and 4.5), we demonstrated that our solution GNN-AC respects the 3GPP
PDB specifications.
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Figure 4.5: E2E latency obtained with SDNSP independently from CoTs ( f1 to f6) under the 3 flavours
(c1 to c3)

4.4.2.2 Packet Loss Rate (PLR)

Table 4.2 compares the PLR for GNN-AC with SDNSP in percentage (%) for the six aforementioned
CoTs and topology flavours.

GNN-AC: In S1, we notice that the PLR increases with the number of switches. This is due to the E2E
latency increase that yields to the non-respect of PDB. Second, we remark that the f2 PLR is lower than the
f1 PLR as the PDB condition for f2 is less strict than f1. Last, we can also point the PLR approximating
the 100% for flavour c3 as the estimated latency (i.e., around 20ms) does not satisfy the PDB conditions.
In S2, to our delight, the PLR is smaller than in S1. In fact, The smallest PDB value in S2 is 30ms used by
flow f3, which is mostly satisfied by the setup even with the flavour c3 offering approximately 20ms delay.
Therefore, we reduce considerably the packet loss. The other observation is that the PLR is decreasing,
from 13%∼ 12% to 0, for the same flow and the three flavours except for 5% of packets in the pair ( f3,c3).
The reason is that the six emulators are in competition mode, and around 75% (87%, respectively) of
traffic flow f1 ( f2, respectively) is accepted on flavour c1, which lets less room for flows f3 to f6 on flavour
c1. Inversely, PLR which approximates the 100% for flows f1 and f2 on flavour c3 (due to the delay) is
advantageous for flows f3 to f6 on flavour c3. The same applies on flavour c2.

SDN-SP: In contrast, in the SDNSP, we notice that the PLR is increasing, with respect to flavours,
between 14% and 21%, independently from CoT. It is relevant to note that SDNSP is using shortest path
algorithms without any LB approach. We believe that the PLR increase is due to more delay, congestion,
and error, potentially introduced by each additional switch.

To sum up, with respect to the SDNSP state of the art, our solution reduces the PLR by more than 4× order
of magnitude. In addition, it takes into consideration the CoT and the predicted latency to load-balance the
traffic over different existing paths, which is not the case of SDNSP based on the shortest path strategy.
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Table 4.2: Packet Loss Rate (PLR) (in %)

CoT Flavour GNN-AC SDN-SP CoT Flavour GNN-AC SDN-SP

f1

c1
c2
c3

25
74
100

15
15
19

f4

c1
c2
c3

12
1
0

14
18
20

f2

c1
c2
c3

13
31
96

16
17
18

f5

c1
c2
c3

12
0
0

15
15
18

f3

c1
c2
c3

13
2
5

15
15
21

f6

c1
c2
c3

13
1
0

15
16
19

4.4.2.3 QoS Breach

Table 4.3 provides a QoS breach comparison in percentage (%) between GNN-AC and SDNSP. By QoS
breach, we mean how many packets from a flow with a given PDB were transmitted, although the PDB
condition is not satisfied (i.e., PDB < E2E latency). In case of GNN-AC, we noticed that some values
are not null for the couples ( f1, c1), ( f2, c2), ( f2, c3) and ( f3, c3), so we obtain this incorrectness. The
reason is due to the latency prediction mean relative error of RouteNet-F model estimated around 6.24%
[7]. For the SDNSP case, two more values for couples ( f1, c2) and ( f1, c3) violate the QoS agreement.
The explanation is due to non-consideration of PDB. For both cases, we also remarked that the more PDB
increases, the more QoS breach decreases.

Equation 4.5 represents the average QoS breach calculation (Gx) for GNN-AC (GGN N−AC ) and SDNSP
(GSDN−SP ) for all the CoTs and all the topology flavours (gx ( fi ,c j )). For GNN-AC, GGN N−AC = 3.191,
while for SDNSP, GSDN−SP = 21.5 which is 7× bigger than GGN N−AC

Gx =
∑6

i=1
∑3

j=1 gx ( fi ,c j )

6×3
(4.5)

Overall, GNN-AC solution significantly outperforms the SDNSP for the entire flows. Our solution reacts
much better to CoTs, to meet the QoS of each one.

Table 4.3: QoS breach (in %)

CoT Flavour GNN-AC SDN-SP CoT Flavour GNN-AC SDN-SP

f1

c1
c2
c3

4
0
0

40.2
84.7
100

f4

c1
c2
c3

0
0
0

0
0
0

f2

c1
c2
c3

0
1.44
50

0
37.4
100

f5

c1
c2
c3

0
0
0

0
0
0

f3

c1
c2
c3

0
0
2

0
0

24.7
f6

c1
c2
c3

0
0
0

0
0
0
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4.5 Conclusion

In this chapter, we have explored the use of GNN-based RouteNet-F model for latency prediction and its
application for SDN AC in B5G networks. We have investigated the performance of our solution (i.e.,
GNN-AC) for various topology flavours (i.e., scales) and CoTs and compared the results with the state of
the art. The obtained results have demonstrated the potential of GNN models for SDN AC. Indeed, our
solution maintains QoS while avoiding congestion in the network. In the future, we will focus on refining
the proposed model as well as investigating the use of RA instead of taking a binary decision by accepting
or rejecting the packets.
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Chapter 5

SDN-based Congestion Control for
Time-Sensitive Applications Adopting L4S
Transport Layer

5.1 Introduction

The emerging 5G&B networks have tailored the market with new services, including VR, AR, and diverse
forms of video streaming (ranging from gaming to conferencing and entertainment). These real-time
applications necessitate hard requirements for latency, packet loss, and throughput to ensure seamless,
high-volume data streaming for a fully immersive user experience [62]. Transported over TCP, the
protocol’s congestion control mechanism dynamically adjusts the TCP window size to regulate data
transmission rates, impacting throughput. Indeed, upon detecting network congestion, often signaled by
packet loss, the TCP congestion control algorithm iteratively reduces its window size until congestion
recovery. Besides, TCP employs the slow start mechanism to gradually increase transmission rates, which
may take time to reach optimal throughput. TCP exhibits notable limitations, including aggressive rate
reduction leading to under-utilization of bandwidth and sub-optimal throughput, delayed congestion
detection resulting in packet loss and increasing E2E latency, and RA inequity between different TCP
streams [63].

To address these limitations, the IETF has introduced a new architecture, currently under specification,
known as L4S [64]. This approach leverages the ECN to mark packets [65] and uses a dual-queue
framework within switches to distinguish and prioritize L4S traffic. By using the ECN and dual-queue
logic, the L4S architecture reduces packet loss, increases throughput, and decreases E2E latency. Indeed,
for the packet loss problem, the L4S architecture avoids packet dropping and re-transmission by predicting
and preventing congestion (i.e., packet marking). For the high throughput, it adjusts the transmission rate
at the Sender derived from congestion probability estimates provided by the Receiver. Besides that, the
use of an additional queue sorts the traffic within the two queues (regular and L4S), which reduces the
number of packets per queue and leads to reduced queuing delay hence the E2E latency.

E2E latency in packet-switched networks is mostly the sum of 4 delays known as processing (tpr oc),
queuing (tqueue), transmission (ttr ans), and propagation (tpr op ) delays [63]. tpr oc is the required time to
parse packets, verify their checksum, and direct them. tqueue is the time a packet spends in a queue before
being transmitted onto the link; it is primarily impacted by the queue size and the number of packets in the
queue. ttr ans represents the needed time to push all the packet’s bits into the link; determined by packet
size and transmission rate ratio. Finally, tpr op is the time needed to cross a link between two nodes. tpr op
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is obtained as a ratio of distance and link speed. While tpr oc , ttr ans , and tpr op are relatively negligible
(order of µs to few ms) compared to tqueue , most of efforts to reduce the E2E latency have focused
on various solutions including, hardware acceleration [66], parallel processing [67], and computation
offloading [68], for tpr oc . Solutions such as Gigabit Ethernet cards (×10, ×100 Gbps), and (extended)
Berkeley Packet Filtering ((e)BPF) eXpress Data Path (XDP) [4] address ttr ans , whilst tpr op is reduced
via optical fiber with repeaters and amplifiers, Multi-Access Edge Computing (MEC) [69], Multi-Path
TCP (MP-TCP) [70], and path optimization algorithms. Improvements to tqueue have been made through
QoS, queueing discipline (qdisc), and traffic control (tc) implementations [71], and ECN L4S application.

Several studies have explored the potential of L4S and ECN in congestion control. In [3], the authors
conducted a comprehensive study on L4S, introducing a congestion control scheduler aimed at enhancing
latency and throughput without impacting classical traffic. Despite its innovative features, this solution
has yet to be deployed in real-world scenarios. N. Nguyen et al. [72] employed P4 and in-band network
telemetry to monitor L4S switch metrics. Their experimentation yielded promising results, showing
minimal processing overhead and interesting results, albeit with limitations in deployment flexibility due to
reliance on P4 switches. In a separate study, authors in [73] addressed challenges arising from heavy traffic
and impairments in data centers, such as TCP-Incast, buffer overflow, and long queues, and proposed an
enhanced algorithm leveraging ECN. While effective within data center environments, the applicability of
this approach to broader network contexts is limited. Furthermore, [74] introduced a congestion control
algorithm aligned with L4S specification, implemented in Web Real-Time Communication (WebRTC),
which used ECN for adaptive sending rate adjustments. Comparative evaluations against Google Conges-
tion Control (GCC) baseline demonstrated improved responsiveness. Nevertheless, its notable dependency
on manual adjustments and hardware/kernel modifications posed scalability challenges.

Despite the considerable efforts made in these studies, a common limitation to our best knowledge appears
to persist. None of these works have fully considered a holistic perspective of the network, which is
crucial to accurately identifying bottlenecks. Surprisingly, SDN paradigm was not applied through these
works with regard to its significance in orchestrating control across the entire network. In this chapter, we
propose to integrate L4S techniques within an ´sdnized’ network. We enhanced the efficiency of QM and
ECN marking. This integration allows the server to adjust the sending rate dynamically, guaranteeing
ultra-low latency and elevated QoS levels, especially for time-sensitive applications. Overall, this solution
provides two key contributions. Firstly, it presents a novel SDN-L4S framework, embedding a new
approach to low-latency networking that capitalizes on the strengths of SDN, tailored specifically for
the demands of 5G&B in scenarios marked by high network loads. Secondly, it uses an adaptive QM
addressing the intricate requirements of diverse delay-critical services; we introduce a dynamic QM
algorithm that enforces priority, safeguarding the L4S traffic even with the presence of normal traffic.

The rest of the chapter is organized as follows: Section 5.2 introduces the background. Our solution is
shown in Section 5.3 and evaluated in Section 5.4. Section 5.5 concludes the chapter.

5.2 Background

In TCP/IP networks, congestion is signaled by packet drops, an effective yet performance-degrading
mechanism. Thus, we need alternative methods to communicate congestion information to endpoints. In
this section, we introduce the concepts of ECN and L4S, which form the core of our solution.
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5.2.1 ECN

ECN serves as a mechanism to signal or anticipate network congestion. It facilitates E2E congestion
notification between two endpoints (i.e., Sender and Receiver) within TCP/IP-based networks. For optimal
E2E congestion control, all the nodes involved in the transmission path including the endpoints must be
ECN-enabled. The presence of any device along the path that does not support ECN breaks down the E2E
ECN functionality.

The ECN congestion notifications aim to reduce packet loss and delay by prompting the Sender to reduce
transmission rates without dropping packets. The IETF has introduced the document RFC 3168 [65],
which describes how the ECN is added to the IP header. IETF has reserved two bits in the IP header’s
Type of Service (ToS) field or the DSCP field (see Figure 5.1) to signal congestion more explicitly
and proactively. The nodes within the network (routers, switches, access points, and base stations)
set the ECN field to 11 (that is, Congestion Experienced (CE)) when detecting increased congestion,
providing advanced notice to the Sender and fostering congestion feedback with minimal packet loss. The
Sender interprets the bits of the ECN and adjusts its transmission rates or congestion control algorithms
accordingly.

Version
(4 bits)

Header Length
(4 bits)

Type of Service (ToS)
(8 bits)

Total Length
(16 bits)

Differentiated Services Code Points (DSCP)
(6 bits)

ECN
(2 bits)

01234567

(a) Internet Protocol version 4 (IPv4) header, first 4 bytes focusing on ToS

Version
(4 bits)

DS Field
(6 bits)

ECN
(2 bits)

Flow Label
(20 bits)

(b) IPv6 header, first 4 bytes

Figure 5.1: ECN bits in the IP headers

5.2.2 L4S

L4S is an innovative technology intended to guarantee high throughput while minimizing delay and packet
loss in Internet traffic. It is based on the idea of signaling early on congestion (CE) when the number of
queued packets in a network node surpasses a predefined threshold. This approach ensures a consistently
low queuing delay, reducing the E2E latency while optimizing link utilization. This technology relies
mainly on two main mechanisms, namely congestion control and transport feedback.

ECN is the central element in the congestion control mechanism. Table 5.1 shows the possible values of
ECN and their meaning. A setting of 00 or 10 in the ECN field indicates that one or more network nodes
in the path do not support L4S capability. On the contrary, the values 01 and 11 denote the presence of
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L4S traffic, with all nodes of the network along the path supporting L4S capability, at the difference that
11 is used to express congestion on the path.

Table 5.1: L4S codepoints and meaning

Binary Codepoint Codepoint Name Description

00 Not-ECT Not ECN-capable transport

01 ECT(1) L4S-capable transport

10 ECT(0) Not L4S-capable transport

11 CE Congestion Experienced

Transport feedback represents the transport protocols used to alert the Sender accurately about congestion.
Today’s most transport protocols support the ECN feedback, we can cite TCP [75], Stream Control Trans-
mission Protocol (SCTP) [76], Quick UDP Internet Connections (QUIC) [77], and Real-time Transport
Protocol (RTP) [78]. Unlike traditional ECN, L4S promptly marks packets and smoothens congestion
feedback for each marked packet.

Figure 5.2 illustrates the key components of the L4S architecture and their interactions. A server, em-
bodying the L4S Sender, responds to a client by generating streams with a dynamically determined
transmission rate λ(t ) in each round trip. The client serves as the L4S Receiver, consuming the Sender’s
streams and subsequently providing congestion feedback. Furthermore, the illustration emphasizes the
importance of having L4S-capable transport nodes along the path between the L4S Sender and Receiver.

In congestion signaling and rate adaptation, the process unfolds as follows: The Sender signals L4S sup-
port using ECN codepoint ECN-Capable Transport (ECT) (i.e., ECT(1)). Network nodes then recognize
the packet as an L4S packet and, in case of congestion, alter the ECN bits to indicate CE. Upon reaching
the Receiver, if the ECN bits indicate congestion along the transmission path, the Receiver notifies the
Sender. In response to the congestion notification, the Sender reduces the transmission rate.

In protocols like TCP, transmission rate reduction occurs through congestion control mechanisms, such
as TCP Friendly Rate Control (TFRC) [79], Additive Increase/Multiplicative Decrease (AIMD) [80]
scheme, along with other schemes including slow start [81] and Congestion Window (CWND) [82].
These algorithms adjust the Sender’s transmission rate based on received ACKnowledgment (ACK) and
congestion indicators, including ECN markings.

5.3 SDN-L4S Solution

In this section, we provide an overview of our proposal, detailing its design and workflow.

5.3.1 Solution Overview

The solution is designed within a distributed architecture involving an L4S Sender, an L4S Receiver,
and an SDN controller. It comprises the components shown in Figure 5.3. In the following we describe
the components of interest. Note that our solution is applied to 5G&B. For more details on the SDN
architecture and its applicability to 5G&B, we encourage readers to refer to the state of the art Chapter 2.
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Figure 5.2: L4S mechanism

• Queue Manager: It configures an on-demand L4S and/or classical queue with a queuei d based on
traffic type. L4S traffic is directed to L4S queue and regular traffic to classical queue. Each switch
port may have at most two queues, with the L4S queue enjoying superior priority and output rate.

• ECN Marker: It applies ECN markings to packets based on congestion conditions.

• Flow Rules Manager & Path Selector: It manages and processes flow rules, determining the optimal
path and queue for traffic based on predefined policies and network conditions.

• Packet Interceptor: It intercepts incoming packets, allowing for real-time analysis.

• Packet Parser: Manipulates packet headers and payload contents, and reads the field of interest.

• Rate Calculator: It dynamically regulates the packet transmission rate λ(t ). This controls the data
flow, preventing rapid bursts and contributing to smoother and more efficient data transfer.

• Ingress/Egress Listener: Sends/receives L4S/regular packets and receives congestion feedback’s
from the L4S Receiver.

• Congestion Probability Calculator: Upon getting L4S packets, the L4S Receiver calculates the
probability of congestion and notifies the Feedback Agent.

• Feedback Agent Sender/Receiver: It sends/receives feedback information to/from the L4S Sender/Receiver
via In-Band Channel by extending the TCP header and setting the optional field to express the
congestion probability.

5.3.2 Notation

In this section, we present a mathematical notation outlining our solution. We define an OpenFlow rule,
denoted as ξ (see Equation 5.1), as a composite of essential components [83]:
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Figure 5.3: SDN-L4S solution applied to 5G&B

(i) The Match set (µ) (see Equation 5.2), which characterizes the packet’s ToS value. Used to classify
flows into two categories: L4S traffic, identified by µ= 185, and regular (Non-L4S) traffic, where µ ̸= 185.

(ii) The Action set (α) (see Equation 5.3) specifies the action to be executed for each flow packet. We
identify three main actions. The first action directs L4S traffic to the L4S queue, while regular traffic
goes throw the classical queue based on the queuei d parameter. The second action is used in the event of
queue congestion detection (in L4S or classical queue) to mark each packet with the ECN value equal to
11. Congestion is determined when the queue load (γ) exceeds a predefined threshold (q1) of the queue
size (σ). The third action differentiates between congestion and non-congestion events; only regular traffic
is subject to dropping in case of congestion; elsewhere, the traffic, whether L4S or not, is accepted and
forwarded to the Receiver through a specified set of port numbers.

(iii) Priority (δ) (Equation 5.4) that is used to order rules in the forwarding switch.

ξ= { [
µ
]

, [α] , δ
}

(5.1)

µ= {0, 1, 2, ...,224} (5.2)

α= {
setEC N ( value ), out put ( por tn◦ , queuei d ), dr op

}
(5.3)

δ= {0, 1, 2, ..., 65535} (5.4)

Equation 5.5 defines the new rate of packets departure λ dynamically adjusted by the L4S Sender in
response to congestion. This new rate, measured in Mbps, is intricately linked to the probability of
congestion, denoted as p (see Equation 5.6, in which n is the number of received packets in congestion
state (i.e., packets marked with EC N = 11) and N is the total number of received L4S packets (i.e., L4S
traffic with µ= 185)). The probability p is computed on the L4S Receiver side for each new packet arrival
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and used to guide the L4S Sender’s rate adaptability using a predefined threshold (q2). Indeed, in each
system, the probability of system occupancy p ≈ λa

λa+λd
, where λa is the arrival rate to the system and λd

is the departure rate [84]. This can be further simplified as p ≈ 1
1+λd

, ultimately leading to the equation 5.5.

λ≈
{

λ0 if 0 É p < q2
1
p −1 if q2 É p < 1

(5.5)

p =
{

0 if N = 0
n
N if N ̸= 0

(5.6)

5.3.3 Workflow

The proposed SDN-L4S algorithm aims to prevent congestion in an SDN-managed network by integrating
adaptive rate control, QM, and congestion feedback mechanisms. The algorithm takes into account the
following inputs: the network topology information (encompassing paths {Paths}, hosts {Hosts}, and link
characteristics {Links}), the set of available flow rules {ξ}, the real-time queue statistics {Stats}, the initial
transmission rate λ0 matching the speed of Network Interface Controller (NIC), and the congestion-related
counters (n, N , p) initialized to zero. Outputs from the algorithm include updated flow rules, a probability
of congestion (p), and a revised transmission rate λ. The algorithm is partitioned into the following
sections.

L4S Sender: The logic behind this component is to dynamically fine-tune responses to the Receiver
according to a designated rate λ. This rate undergoes near real-time adjustments, where, with each newly
received congestion probability (p), the Sender recalibrates the transmission rate (λ) by applying Equation
5.5 (see Algorithm 5.1).

Algorithm 5.1 SDN-L4S Sender algorithm

1: Inputs: λ0, p0 = 0, p, q2

2: Outputs: λ
3: if (p Ê q2) then:
4: Calculate the new rate: λ= 1

p −1
5: else
6: Re-initialize the new rate: λ=λ0

7: Adjust transmission rate to λ
8: Send next packet

SDN Controller: Performs actions on traffic and manages switch queues based on processed packet
information (µ) received from PACKET-IN messages. If no suitable path adhering to the specified
configuration ξ for the given µ, alternative routes are explored. If no path is found, the destination is
labeled as unreachable. Subsequently, the controller manages both L4S and regular traffic. For L4S traffic,
it handles the L4S queue, creating one if needed, and monitors its load. If the load exceeds a predefined
threshold (q1), the packet is marked as congested (EC N = 11) and forwarded. Meanwhile, the regular
traffic is routed through the standard queue, with packets marked as congested and dropped if the queue
load exceeds q1. A new configuration ξ is applied to the switches (see Algorithm 5.2).
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Algorithm 5.2 SDN-L4S Controller algorithm

1: Inputs: {Paths}, {Hosts}, {Links}, {ξ}, {Stats}
2: Outputs: {ξ}
3: SDN CTRL receives PACKET-IN message with µ info
4: if (exists path with a ξ satisfying packet µ) then:
5: Apply ξ
6: else
7: Find all potential paths to the destination
8: if path list is empty then:
9: The destination is unreachable

10: else
11: if (µ= 185) then:
12: Create L4S queue if not exists
13: if (load (L4S queue) Ê q1) then:
14: Mark packet as congested: EC N = 11

15: else
16: Choose the path with a regular queue
17: if (load(regular queue) Ê q1) then:
18: Mark packet as congested: EC N = 11
19: Drop the packet
20: Install the ξ on switches

L4S Receiver: The main action of this component is to prevent congestion and notify the L4S Sender
to reduce its transmission rate. A probability of congestion p for L4S traffic is determined by the ratio of
n, representing the received packets flagged as congested (EC N = 11), to the total number of L4S packets
N or simply set to zero (using equation 5.6). The counters N and n are then updated accordingly (see
Algorithm 5.3).

Algorithm 5.3 SDN-L4S Receiver algorithm

1: Inputs: n = 0, N = 0
2: Outputs: p
3: Handle received packet:
4: if (µ= 185) then:
5: N ++
6: if (EC N = 11) then:
7: n++
8: Calculate the congestion probability: p = n

N

9: Notify the L4S Sender of the updated value of p

5.4 Performance Evaluation

5.4.1 Setup

Our framework has been tested within a linear topology with 2 OVS switches (v2.13.5). We have used 24
Linux nodes (Mininet v2.2.2) as traffic source generators, where 12 represent L4S Senders and the other
12 for regular Senders. Each Sender generates a TCP stream of size 65,507 Bytes. We have distinguished
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the entire traffic within 2 sets according to ToS (µ) (12 flows with µ= 185 and 12 flows with µ ̸= 185). We
also used a Linux node as an L4S Receiver that receives all the generated traffic in a competition mode.
As SDN controller, we used ONOS (v2.7.0) with OpenFlow (v1.6). The tests have been repeated 100
times with a number of packets generated of 24×104 packet for each iteration (104 packet for each of the
24 hosts). For the bandwidth of the links, it was fixed to 10Gbps.

5.4.2 Results

Now, we present the results of the measurement campaign regarding the E2E latency and PLR impacted
by queue load, congestion probability, as well as QM.

5.4.2.1 E2E Network Latency

In this section, we analyze the causes that affect the latency.

Congestion Probability Threshold Impact: Figure 5.4 shows the impact of congestion probability
threshold q2 on the average E2E latency (in ms) for both SDN-L4S and SDN-Traditional Congestion
Control (TCC), with the queue load threshold q1 held constant at 80%. We may notice that for all q2,
SDN-L4S latency is always shorter than SDN-TCC latency, attributed to its adaptive transmission rate that
reduces the queuing delay. Furthermore, as q2 increases, the SDN-L4S latency gradually rises, eventually
approaching the SDN-TCC latency as q2 approaches 100%. Conversely, SDN-TCC demonstrates higher
and relatively stable latency, attributed to its packet drop mechanism when q1 is reached, regardless of the
value of q2.
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Figure 5.4: E2E average latency versus q2 (q1 = 80%)

Queue Load Threshold Impact: Figure 5.5 shows the impact of queue load threshold q1 on the average
E2E latency (in ms) for both SDN-L4S and SDN-TCC, with the congestion probability threshold q2 fixed
at 1%. We remark that SDN-L4S latency is shorter than SDN-TCC once, and this is true for all q1 values,
thanks to the L4S mechanism. Besides that, SDN-L4S latency is approximately ×1/2 that of SDN-TCC.
Despite the fact that q1 impacts both solutions, SDN-L4S responds better to congestion because it is based
on the early signaling of congestion (q2).

Queue Management Impact: Figure 5.6 highlights the impact of Queue Management (QM) on the
E2E latency. It displays the minimum, maximum, and median values (in ms) obtained for both SDN-L4S
and SDN-TCC with/without QM (i.e., SDN-L4SQM, SDN-TCCQM, ¬SDN-L4SQM, and ¬SDN-TCCQM,
respectively). We have fixed in this scenario the couple q1 and q2 at 80% and 1%, respectively. Initially,
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Figure 5.5: E2E latency versus q1 (q2 = 1%)

latency values are consistently lower across all scenarios during the early phase of traffic transmission
before queues become congested. It is worth noting that when QM is employed, a dedicated queue is
created for L4S traffic with higher priority and transmission rate, resulting in notably lower latency for
SDN-L4SQM than other scenarios. Conversely, ¬SDN-L4SQM presents better latency then SDN-TCC,
thanks to the ECN mechanism. Furthermore, SDN-TCCQM demonstrates smaller values compared to
¬SDN-TCCQM, as it avoids congestion caused by all traffic (i.e., L4S and regular) competing for the same
queue.
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Figure 5.6: QM impact on the E2E latency (q1, q2 = 80%,1%)

5.4.2.2 Packet Loss Rate (PLR)

Now, we focus on the causes of PLR variability. Table 5.2 presents the PLR obtained for SDN-L4S and
SDN-TCC under different combinations of q1 and q2 (i.e., SDN-L4S(q1, q2), SDN-TCC(q1, q2)), while
q1 ∈ {50%,80%} and q2 ∈ {1%,10%}. Please notice that SDN-TCC is not impacted by q2 according
to Section 5.4.2.1, so the PLR. The PLR results demonstrate that SDN-L4S surpasses SDN-TCC and
this is true for all q1 and q2. When q1 if fixed, SDN-L4S(x, 1) PLR is smaller than SDN-L4S(x, 10)
as the congestion is detected earlier when q2 = 1%, so the L4S Sender reduces the transmission rate
earlier. Whilst, by fixing q2, SDN-L4S(50, x) PLR is smaller than SDN-L4S(80, x), this is obvious since
the congestion probability increases slower when q1 is high (please refer to Algorithm 5.2 lines 13-14
and Algorithm 5.3 lines 6-8). Lastly, SDN-TCC(50, x) PLR is higher than SDN-TCC(80, x) due to drop
mechanism that occurs frequently for q1 = 50% (Algorithm 5.2 lines 17-19).
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Table 5.2: Packet Loss Rate (PLR) (in %)

SDN −L4S(q1,q2) PLR(%) SDN −TCC(q1,q2) PLR(%)
SDN −L4S(50,1) 0.16

SDN −T CC(50,x) 24.2
SDN −L4S(50,10) 0.5
SDN −L4S(80,1) 2.66

SDN −T CC(80,x) 18.4
SDN −L4S(80,10) 3.7

5.5 Conclusion

In this chapter, we have designed a congestion control solution inspired by the IETF standards on the
L4S, that we applied to SDNized network tailored for video streaming applications in B5G. We have
demonstrated through the measurement campaign that our solution outperform TCP congestion control
mechanisms in term of latency and packet loss. As future work, we aim to explore how to integrate the
L4S mechanism within the RAN. Besides that, we would like to investigate resource usage and identify a
trade-off between queue loads and congestion probability.
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Chapter 6

SDN for CEC Computing Nodes
Interconnection Utilizing eBPF

6.1 Introduction

CEC is undoubtedly the next evolution of cloud computing, where workload is executed over the con-
tinuum to gain the low-latency capabilities of edge and far-edge computing nodes, while centralized
cloud resources handle high-load, and delay-tolerant tasks. The CEC will build on the advance and
democratization of edge computing, with nodes positioned close to end users and an increasing array of
end-user devices—such as IoT gateways, Unmanned Aerial Vehicle (UAV), and smartphones—capable
of running workloads. Meanwhile, the shift toward microservice-based applications will further drive
CEC adoption, enabling application components to be distributed across the continuum to meet SLA
requirements. However, interconnecting cloud, edge, and far-edge nodes presents challenges, as multiple
providers must collaborate to build a cohesive continuum and ensure seamless application deployment per
SLA standards. This cooperation is essential, as edge nodes have limited computing capacity and require
support from cloud and other edge providers to manage sudden computation demands.

Interconnecting CEC nodes that carry the DP of deployed microservices is essential, requiring (i) pro-
grammability to enable network orchestrators to specify QoS levels and resiliency for each service, (ii)
QoS enforcement to ensure SLAs—such as low latency, high bandwidth, and minimal packet loss—and
(iii) resiliency by enabling route selection flexibility for services. Two primary interconnection solutions
are considered: relying on the underlying network (e.g., Segment Routing or MPLS tunnels) or using
overlay networks over existing Internet links (e.g., SD-WAN). While the first approach efficiently supports
QoS, it assumes that all CEC nodes can control the underlying network to define QoS levels and paths for
application microservices, a capability that cloud providers typically possess when connecting their own
data centers with MPLS tunnels. However, this approach is limited since cloud and edge providers often
rely on network links operated by third-tier ISPs. Additionally, CEC infrastructures often include edge
and far-edge computing resources connected via standard network connectivity, with no control over the
underlying network.

On the other hand, SD-WAN is a key technology for interconnecting CEC nodes as it meets the three main
requirements of programmability [85], QoS, and resiliency. Leveraging SDN principles, SD-WAN simpli-
fies network management by decoupling hardware from control programs and using software and open
APIs to abstract infrastructure. It creates overlay networks on top of heterogeneous underlay networks,
including those from different ISPs, while maintaining consistent addressing. SD-WAN supports multiple
concurrent WAN connections and can interconnect sites in various topologies, such as mesh, to build
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a full overlay where SD-WAN edge nodes manage routing for SLA, resiliency, and scalability without
relying on underlying network resources. However, most current SD-WAN solutions are proprietary,
limiting innovation. This work addresses that gap by proposing an SD-WAN framework that leverages
eBPF in the Linux kernel to design SD-WAN edge nodes, enabling overlays between CEC nodes. These
nodes are managed by ONOS controller to ensure QoS across links that connect microservices across the
continuum.

The rest of this chapter is organized as follows: Section 6.2 presents the eBPF technologies. Section
6.3 details our solution. Section 6.4 describes the methodology and testbed. Section 6.5 presents the
performance evaluation and results. Finally, Section 6.6 concludes the chapter.

6.2 Background

To better understand our contribution in this chapter, we introduce the (e)BPF and the XDP paradigms.

6.2.1 (e)BPF

eBPF is a Linux-based Virtual Machine (VM) that runs sandboxed programs in a privileged mode to
safely and efficiently extend the capabilities of the kernel with custom code that can be injected at run-time
without requiring changes in the kernel source code or load kernel modules. The eBPF is an event-driven
program triggered when the kernel or application passes a certain hook point. eBPF has some predefined
hook points that include system calls, every kernel function, kernel trace points, and network events, to
name few. If a predefined hook does not exists for particular need, it is possible to create one at kernel
probe or user probe, almost anywhere (see Figure 6.1).
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Figure 6.1: eBPF potential hook points

Executing an eBPF program involves several steps. First, the compilation step, where the eBPF source
code (in restricted C) is compiled by the Clang/Low Level Virtual Machine (LLVM) toolchain into
bytecode stored in an Executable and Linkable Format (ELF) object file. This is followed by a loading
step, where ‘libbpf’ loads the ELF file to a designated hook point via system calls. Upon injection, the
bytecode undergoes a verification step to ensure safe execution, checking for proper memory access and
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termination, enforcing limitations like maximum instruction counts and memory access through eBPF
maps only, which are set of key-value stores with different access semantics (e.g., array, hash, and queue).
Finally, the program goes through the Just In Time (JIT) Compilation step before execution, translating
the bytecode to machine-specific instructions for execution as native kernel code.

6.2.2 XDP

Is a network type of eBPF programs, designed for high-performance packet processing. Identified by
its hook point within Linux kernel’s networking stack, specifically in the reception chain of the network
device driver, prior to Socket Kernel Buffer (SKB) allocation. The XDP program is triggered immediately
on the ingress path in response to network events, typically upon packet reception. The hook point varies
according to how the XDP program is attached. We distinguish the generic, native, and offloaded XDP.
Generic XDP is loaded into the kernel as part of the regular network path, making it suitable for testing.
Native XDP is loaded within the network card driver, providing better performance but requiring driver
support. Offloaded XDP runs directly within (smart) embedded NICs and requires specific device support.
Network device drivers may not support XDP hooks, in which case the generic model is utilized. In
Linux 4.18 and later, supported drivers include Veth, Virtio, Tap, Tun, Lxgbe, I40e, Mlx5, and MLX4, to
name few. XDP has become a popular mechanism for accelerating and offloading packet processing from
user-space applications for high-performance networking applications.

6.3 SD-WAN Featuring eBPF Proposal

6.3.1 Holistic Perspective

The HELIOS architecture depicted in Figure 6.2, was inspired by the MEF organization [30]. It is designed
to meet the need for scalable and flexible connectivity across distributed networks by decoupling the CP
from the DP. The architecture comprises two layer.

Control Layer: This layer hosts the central attraction (i.e., ONOS SDN controller). It acts as a server
and a client for, respectively, the above and below layers. As a server, it receives requests from the
application logic via its NBIs, extracts the flow rules and distribute them among the infrastructure using
the gRPC protocol. It aims to dynamically, seamlessly, and simultaneously create, update, and delete
eBPF maps within Edge-Gateways. As a client, it monitors the network traffic and devices, gathering the
necessary information from the infrastructure (below) layer to push modifications in real-time in the event
of misbehavior, while also returning statistics and monitoring data to Verticals.

Infrastructure Layer: (Or DP) comprises the network elements such as end-user devices, Edge-
Gateways, MPLS equipments, and Cloud resources. Our focus is on the Edge-Gateways, which serve
as endpoints for SD-WAN tunnels, where we implement eBPF accelerations. Traditional SD-WAN
transit traffic by user-space, causing overhead and reducing performance; even optimized solutions like
Data Plane Development Kit (DPDK) dedicate hardware (Central Processing Unit (CPU) and NICs)
exclusively to specific applications. In contrast, eBPF enables resource sharing, improving efficiency. Each
Edge-Gateway hosts our Low-Latency Intelligent Network eXecution using eBPF (LINX) prototype (see
Section 6.3.2), which maintains eBPF maps that store the flow rules. Each LINX XDP Section Program
attaches to one interface of the gateway. We distinguish three types namely; GRE interface(s), which
facilitate(s) communication between sites over WAN links. Non-GRE interface(s) for Local Area Network
(LAN) communication, for instance between end-user devices, and the Edge-Gateway. respectively.
Beside that a control (gRPC) interface is used to listen for SDN controller requests.
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6.3.2 Detailed View

Now, we focus on the eBPF-based DP architecture. Modern SD-WAN supports two deployment ap-
proaches: Datacenter-to-Datacenter (DC-to-DC) or End-User-to-Datacenter (End-User-to-DC). Our
solution supports both, managing traffic from End-User and/or DCs. To meet these requirements, and in
line with the SD-WAN purposes (including, efficiently forwarding and LB traffic across DCs), we have
designed the LINX architecture (Figure 6.3) as follows:

Management Layer: Operates at the user space. This layer functions as a core library responsible for
configuring both user Data-Path and the edge itself. It includes the following components: (i) - Yet Another
Markup Language (YAML) Config Validator, which applies configuration settings for specific Data-Path
aspects, defining CP and DP interfaces, ports, and supporting eBPF acceleration. (ii) - gRPC Server
enables interaction with the SDN controller via Remote Procedure Call (RPC), handling control messages
on the default port 50051 for creating, updating, and deleting GRE overlays. (iii) - GRE Overlay Manager
oversees GRE tunnels, it receives packet processing rules from the gRPC server, and coordinates tasks
like prioritizing Packet Detection Rules (PDRs) and managing Forwarding Action Rules (FARs) and Load
Balancing Rules (LBRs). (iv) - eBPF Program Manager manages the lifecycle of eBPF programs within
the device driver, enabling real-time configuration changes on the flow rules via on-the-fly generated
eBPF skeleton APIs.

Data-Path Layer: Responsible for processing End-User/DC traffic, implementing a pipeline where
decisions are made about the fate of each packet—whether it is passed, dropped, or redirected. The
pipeline is divided into four key components as follow: (1) - Traffic Parser is considered as the entry-
point to the Data-Path; it parses incoming traffic and matches fields in PDRs. (2) - Traffic Classifier
categorizes traffic by UL (e.g., GRE) and DL (e.g., NON-GRE) flows, as well as other criteria such as
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CoT and protocols, using PDRs and matching Packet Detection Information (PDI). (3) - Traffic Forwarder,
following classification, it directs traffic to its destination: either to the LAN (i.e., End-User) by removing
GRE headers or to the WAN (i.e., DC) with appropriate GRE encapsulation, in alignment with the FARs.
Finally, (4) - Traffic Load Balancer, ensures traffic adheres to predefined LBRs updates, regarding GRE
overlay selection, monitoring and dynamically adjusting flows to optimize network KPIs and enhance
resource efficiency.

6.3.3 Control Signaling

In this chapter, we define the following key concepts and terms to better understand our data model in
Schema 6.1:

- Flow Rule: A set of instructions dictating how traffic is handled within SDN architectures. They are
crucial for efficient secure traffic management, as they define specific criteria and attributes (such as
source and destination IP addresses, protocols, and ports) against which traffic is evaluated for redirection,
modification, or dropping.

- Match Field: An attribute within the PDR that is used to identify and categorize incoming packets based
on predefined criteria. It plays a crucial role in determining how packets are processed by the network,
serving as basis element of a flow rule. In addition to the standard criteria, match field can also include a
VLAN tag, an MPLS Label, or any other header field such as ToS.

- Information Element (IE): A structured data field used to convey specific types of information within
control gRPC signaling. Each IE encapsulates essential data required for the management and control of
packet flows, represented as a tuple (type, length, value), where type denotes the information kind (e.g.,
IP address or protocol), length specifies the data size, and value contains the actual content.

- PDR: A set of rules or criteria used to identify and handle packets in a specific manner within the
Data-Path. Each PDR defines conditions (i.e., Match Fields) and actions (ie., FAR and LBR) for packet
processing.

- FAR: Defines the actions to be taken on packets matching a PDR, such as forwarding, buffering, or
duplicating packets.

- LBR: A rule designed to distribute network traffic across multiple paths or endpoints efficiently, often for
LB, redundancy, or failover purposes.

6.3.4 Data-Path Traffic Processing

The in-kernel packet processing journey begins at the NIC Receiver (Rx) queue where the NIC’s Direct
Memory Access (DMA) triggers a Hardware IRQ (HardIRQ), invoking the NIC Driver’s Interrupt Request
(IRQ) handler. This handler then initiates the New API (NAPI) subsystem via a Software IRQ (SoftIRQ),
starting packet processing via the driver’s registered poll function, which implements the XDP hook for
eBPF XDP program. To ensure uninterrupted processing, the NIC driver disables further IRQs. The eBPF
XDP program, executed by the XDP hook, marks the entry-point for the created XDP pipline. Starting
execution, the XDP program accesses a context object metadata, encapsulated within the optimized
xdp_md struct [86]. Following data parsing, control may transfer to other XDP programs via bpf_tail_call
function [87]. After parsing, metadata fields can be read from the context object, which also allows
attachment of custom metadata [88]. In this regard, XDP programs access persistent data structures (eBPF
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Figure 6.3: LINX architecture details

maps) via functions such as bpf_map_lookup_elem or bpf_map_update_elem [89, 90]. A final verdict is
issued, determining packet handling, such as dropping, re-transmission, kernel processing, or redirection.
Once packet processing is completed, the NAPI subsystem is deactivated, and IRQs from the NIC device
are re-enabled. This treatment is summarized in Algorithm 6.1.

6.4 METHODOLOGY AND TESTBED

6.4.1 Experimental Setup

We are interested into subjecting our solution to rigorous stress testing to measure its resilience, using RFC
2544-like tests [91]. These tests are designed to evaluate the throughput, latency, and overall performance
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Schema 6.1 Flow rules’ data-model/grammar
1: request: operand rules

2: operand: create | update | delete

3: rules: rule [,rules]

4: rule: PDR | FAR | LBR | [IEs]

5: IEs: IE [,IEs]

6: IE: (type, length, value)

7: length: u8 | u16 | u32 | u64

8: value: CONST (decimal)

9: typ: IP address | MAC address | protocol | ToS | action | interface |

interface index

10: PDR: (IP address, u32, src_ip), (IP address, u32, dst_ip), (protocol, u8,

TCP|User Datagram Protocol (UDP)), (ToS, u8, CONST)

11: FAR: (action, u8, REDIRECT|PASS|DROP), (interface, u32,

GRE-WAN1|GRE-WAN2|..| GRE-WANi|NON-GRE), (ifIndex,u32, 1|2|..|i +1)

12: LBR: FAR, (ToS, u8, CONST)

Algorithm 6.1 Data-path packet processing
1: Receive Packet on Rx queue

2: DMA Triggers HardIRQ

3: Invoke NIC Driver’s IRQ Handler

4: Initiate NAPI Subsystem (SoftIRQ)

5: Start Packet Processing via Driver Poll

6: Trigger XDP pipeline

7: Packet enters XDP_Parser

8: bfp_tail_call XDP_Classifier

9: bfp_tail_call XDP_Forwarder

10: bfp_tail_call XDP_Load_Balancer

11: Redirect packet to TX queue

of the solution under various conditions. The System Under Test (SUT) consists of a loopback between
two devices: one hosting a traffic generator such as TRex, and the other, the Device Under Test (DUT),
hosting the solution to test, in our case LINX. TRex [92] is an open-source realistic traffic generator
powered by DPDK, used to measure the maximum sustainable throughput of a DUT.

6.4.2 Experimental Platform

To evaluate the performance of the HELIOS framework we utilized two identical hosts for the testing
environment. One host was configured with TRex traffic generator, while the LINX solution was deployed
on the second host. On both devices, we have installed an Ubuntu 22.04 operating system, with kernel
version 5.15 to ensure optimal compatibility with eBPF and DPDK. Each device is powered with the
12th Generation of the Intel i7 embedding 12 Cores, clocking at 4.9 GHz, and using 25 MiB of L3 cache
memory. Regarding the network interfaces, both hosts were outfitted with Dual-port Intel Ethernet X550T
adapters, supporting 10 Gbps on each port, ensuring reliable high-speed data transmission.
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6.4.3 Test Cases

We scripted Python test cases to mimic data traffic on both UL and DL scenarios, leveraging TRex
APIs [93].

• UL: We generate UDP/TCP traffic in TRex, simulating a client sending data via one of the dual-port
X550T adapters to the DUT. The LINX gateway, acting as the edge node, processes the traffic,
encapsulates it in a GRE header, and forwards it to the appropriate WAN interface, as determined
by the load balancer based on SDN controller rules. The traffic is looped back over the GRE overlay
to TRex on the second port, simulating a remote-region node.

• DL: In the DL scenario, the simulated remote-region node, represented by TRex, generates
UDP/TCP traffic that is encapsulated in a GRE tunnel and sent to the DUT (i.e., LINX gate-
way) via the WAN interface. The DUT decapsulates the traffic and forwards the resulting packets
to the end-user (i.e., TRex) over the LAN through the other port on the Intel X550T adapter,
completing the E2E delivery process.

• Control Signaling: The ONOS SDN Controller communicates with LINX gateways to dynamically
manage and distribute the flow rules. We simulate situations where the SDN needs to update the
flow rules within the remote regions, and estimate the delay.

6.5 Performance

Now, we present the results of our measurement campaign regarding throughput, CPU usage, PLR, and
control signaling latency. Across all tests, we analyze the effect of packet injection rate ( fi ), packet
size (sp) ({100, . . . ,1400}∪ {50,1450}), and the number of Rx queues (c j ), where (i , j , p) ∈ {1,2, . . . ,10}×
{1,2, . . . ,12}× {1,2, . . . ,16}. We used the ‘irqbalance’ service to distribute incoming traffic evenly across
the active Rx Queues, with each Rx Queue pinned to a single CPU core to optimize performance. Each
test configuration was repeated 50× to ensure accuracy and consistency.

Throughput: Figure 6.4 shows the peak throughput (in MPackets/s) obtained for DL (Figure 6.4a) and
UL (Figure 6.4b) scenarios (see Section 6.4.3) function of sp and c j . All curves exhibit a similar pattern,
decreasing smoothly from 10MPackets/s and converging toward 1MPackets/s. This trend resembles an
exponential decay function, with throughput gradually declining and approaching an asymptote. The
similarity between the UL and DL curves suggests that direction has minimal impact on throughput
behavior; however, packet size sp and, to a lesser extent, the number of Rx Queues c j , appear to influence
the results. Indeed, the more sp increases, the more throughput decreases, which is intuitive given
that throughput is measured in MPackets/s. With a fixed 10Gbps bandwidth, the maximum achievable
throughput is approximately 10MPackets/s (according to TRex performance) for 50-Byte packets; as
packet size grows, the packet rate declines, even though the bandwidth remains fully utilized. The impact
of c j appears minimal with the current SUT, but we anticipate that with a more powerful SUT, this impact
will become evident. Transmitting hundreds of millions of packets would more clearly demonstrate the
importance of multiple Rx Queues in handling high packet volumes efficiently.

CPU Load: Table 6.1 displays the average CPU usage in percentage as a function of fi and c j . The
results reveal a trend where, the higher fi , the greater CPU load will be across all configurations. At higher
packet rates, particularly beyond f 4 (4MPackets/s), CPU usage nears saturation with a single Rx Queue
(i.e., c1), indicating inefficiency under high packet rates. In contrast, increasing the c j value significantly
improves CPU efficiency. For example, in configuration ( f4, c1), CPU load is 99.23%, reaching 100% in
( f7, c1) and higher. However, this load drops to 19.19% with only two Rx Queues. With c j ≥ 6, CPU load
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(a) DL (GRE headers decapsulation)
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(b) UL (GRE headers encapsulation)
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Figure 6.4: Throughput obtained on the DL and UL per packet size and number of Rx queues

remains below 30% and increases more slowly with further packet injections, showing better efficiency
and reduced risk of saturation. Configurations c8 to c12 exhibit the lowest CPU usage, with c8 at 20.06%
and c12 at 7.84% for 10MPackets/s, highlighting the effectiveness of multiple Rx Queues in reducing
CPU load even at high packet rates.

Table 6.1: CPU load function of packet rates and Rx queues

Injections
[MPackets/s]

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10

c1 7.92 10.79 31.41 99.23 99.33 99.73 100 100 100 100

c2 2.88 5.56 9.35 19.19 65.15 68.34 98.41 98.87 98.95 99.98

c3 1.86 3.52 5.74 10.63 15.21 23.22 68.38 76.85 93.11 93.29

c4 1.82 2.75 5.67 7.47 9.39 12.29 23.45 30.76 83.85 84.49

c5 1.46 2.48 4.98 4.39 7.78 15.67 24.30 27.51 45.09 45.67

c6 1.19 2.36 3.44 3.62 6.34 6.35 17.51 18.32 29.56 29.86

c7 1.12 1.48 2.84 4.68 4.69 5.65 16.14 17.10 24.88 25.17

c8 1.01 1.84 3.18 3.46 5.38 5.80 15.43 16.88 19.78 20.06

c9 1.09 1.46 2.45 3.18 3.59 4.07 9.48 10.01 15.98 16.69

c10 1.01 1.28 2.45 3.35 3.64 4.28 8.32 9.62 11.34 11.69

c11 1.20 1.24 2.33 3.16 3.23 5.34 5.98 6.57 8.7 8.9

c12 1.10 1.18 2.12 2.91 3.11 3.27 3.89 4.48 7.28 7.84
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Control Signaling Latency: Figure 6.5 depicts the CDF obtained for the control signaling scenario,
derived from a dataset of 1,000 values representing the delay ratio achieved in less than x ms. The results
show a low-latency distribution characterized by minimal variation with the following statistical measures:
a mean of 0.8155ms, variance of 0.3539ms2, standard deviation of 0.5949ms, and a coefficient of
variation of 0.7295. We find that approximately 50% of CP operations complete within 0.7ms, illustrating
that half of all operations complete under 1ms, while the 10th percentile is as low as 0.146ms, indicating
that a significant portion of operations are nearly instantaneous. The curve progresses smoothly, with 90%
of operations achieving latency below 1.6ms. The upper tail of the CDF reaches 2.6ms, indicating the
maximum observed latency, which likely represents rare worst-case delays. Overall, these results indicate
reliable low-latency performance ideal for real-time applications requiring immediate rerouting or policy
adjustments.
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Figure 6.5: Control signaling latency

Packet Loss Rate (PLR): Figure 6.6 presents the PLR (in percentage) plotted against packet size (sp)
and Rx Queue count (c j ) for the UL scenario, where we fully utilize the system’s available bandwidth
(i.e., 10Gbps). For each sp , we have represented 12 PLR average values corresponding to the values of c j ,
we thus obtained sp-dependent c j -dependent global measures.

We have made several observations from the graph:

(i) - The observed PLR trend resembles an exponential decay function, where the rate of decrease is rapid
for smaller packet sizes and gradually levels off for larger packet sizes, approaching an asymptote rather
than continuing to decrease linearly.

(ii) - The c j -dependent PLR values generally converge except for c1 and c2. In these cases, the high
traffic volume-approximately 10 and 8MPackets/s, for packet sizes of 50 and 100Bytes, respectively-
overwhelms a single Rx Queue, resulting in increased PLR.

(iii) - With a sufficient number of Rx queues (c j ≥ 3), the PLR remains consistently below 0.15% and
eventually stabilizes around 0.03%. This value is negligible in comparison to the total number of transmit-
ted packets, indicating highly efficient packet delivery.

(iv) - The PLR is impacted by the packet volume, not size. For instance, with 50-Byte packets, we can
generate in practice around 10,MPackets/s (based on TRex experience). In contrast, larger packets like
1450Bytes result in fewer packets per second, reducing the load on each RX queue, since this later can
only handle a certain packet rate before overflow.
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Figure 6.6: PLR per packet size and number of Rx queues

To sum up our findings in this chapter; we first found that eBPF XDP-based solutions are primarily
influenced by the volume of injected traffic and the number of Rx Queues, while packet size affects
throughput only at the injection phase.

6.6 Conclusion

In this chapter, we introduced the HELIOS architecture, an eBPF-based SD-WAN solution tailored for
high-performance applications within CEC networks. We detailed the design of the LINX framework,
which implements essential functionalities such as LB and firewalling on Edge Gateways. This solution
effectively enables LB, protocol/ToS-aware traffic redirection across multiple GRE overlays, and early-
stage filtering and dropping of packets. Our experimental results emphasize the need to reconsider
both SD-WAN solutions and other DP components, like the 5G UPF. The findings show significant
improvements in throughput, PLR, and resource utilization, underscoring the potential of our solution to
enhance network efficiency and performance.
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Chapter 7

Conclusions and Perspectives

7.1 Conclusion

In conclusion, this thesis has thoroughly examined the design and optimization of deterministic networks
to support ultra-low-latency communications in 6G. The proliferation of time-sensitive applications, such
as holographic communication, tactile Internet, autonomous systems, and the metaverse, has introduced
unprecedented demands on network infrastructures. These applications necessitate ultra-low latency, high
reliability, and predictable performance, ensuring seamless user experiences. Achieving these objectives
requires deterministic network behaviors where latency, jitter, and reliability are not only predictable but
also bounded. However, traditional network architectures struggle to meet these stringent requirements,
particularly in dynamic, large-scale environments characterized by fluctuating traffic patterns and resource
availability.

This thesis has addressed these challenges through the development of SDN-based frameworks and
solutions that ensure deterministic E2E latency and QoS in next-generation networks. The primary con-
tributions include innovative mechanisms for dynamic queuing and intelligent path selection, predictive
traffic management and AC using GNNs, advanced congestion control leveraging L4S protocol, and
kernel-level packet processing with eBPF. These contributions collectively enhance the SDN-enabled DP
to meet the stringent requirements of URLLC in 6G networks.

The proposed solutions were rigorously evaluated using both virtual prototypes and physical network
deployments. In particular, the final contribution, involving eBPF-based CEC interconnection, was tested
on a physical platform (see Subsection 6.4.2). The evaluations focused primarily on the TN, including the
backhaul and midhaul, and on CEC interconnection nodes. Results demonstrated significant reductions in
latency, improvements in resource efficiency, and scalability under dynamic traffic loads. These findings
validate the effectiveness of the proposed solutions, as documented through multiple publications in
leading IEEE conferences. This work lays a solid foundation for SDN-enabled deterministic, low-latency
communication in 6G, addressing the critical challenges of dynamic traffic management, path selection,
predictable network KPIs, AC, congestion control, and eBPF-based edge node processing.

7.2 Future Perspectives

The future perspectives of this research are broad and multifaceted, encompassing further improvements
to the proposed solutions and exploring several critical areas to enhance the capabilities and applications
of deterministic networks in 6G. These perspectives aim to address emerging challenges, extend the
applicability of the research, and ensure practical implementation.

68



Deterministic network design and optimization to support low-latency communications in 6G

7.2.1 Advanced ML Integration

The integration of advanced ML techniques within SDN frameworks holds immense potential for enhanc-
ing network management and decision-making processes. This thesis demonstrated the utility of GNNs
for predictive traffic management; however, the incorporation of other AI-driven methodologies, such as
Reinforcement Learning (RL) and DL, could further elevate the network’s adaptability and efficiency.

Future research can also extend ML integration to other contributions in this thesis, such as dynamic
queuing and congestion control mechanisms. AI-enhanced systems could predict traffic spikes and
reconfigure network resources proactively, minimizing delays and optimizing performance. For example,
RL algorithms, particularly Deep Q-Learning (DQN) or Proximal Policy Optimization (PPO) [94], could
dynamically optimize RA based on real-time network states. These approaches could enable continuous
learning and adaptation, allowing networks to self-adjust in response to fluctuating traffic patterns. DL, on
the other hand, could leverage extensive datasets from network telemetry to uncover hidden trends and
correlations. Models such as Transformer-based architectures could process multi-modal data, improving
congestion prediction accuracy and enabling proactive resource management.

Future work could also explore the convergence of federated learning techniques with SDN-based frame-
works. By decentralizing the learning process, federated ML can enhance privacy and scalability, enabling
distributed decision-making across edge nodes without centralizing sensitive data. Such advancements
would ensure robust, scalable, and intelligent network management tailored to evolving 6G requirements.

7.2.2 Edge Computing and IoT Integration

The proliferation of IoT devices and edge computing architectures offers a promising frontier for future
research. This thesis touched upon leveraging eBPF-based CEC interconnection, which could be further
enhanced to accommodate diverse IoT scenarios, including smart cities, industrial IoT, and autonomous
systems.

Edge computing’s ability to perform localized processing can significantly reduce communication latency
and improve reliability, especially for URLLC applications. Advanced algorithms for resource orches-
tration at edge nodes could be developed, considering dynamic workload distribution, energy efficiency,
and real-time constraints. For instance, integrating edge AI with SDN could enable real-time anomaly
detection, resource prediction, and context-aware QoS provisioning.

Moreover, the interplay between IoT and deterministic networking principles opens avenues for securing
E2E communication. Future research could focus on extending the proposed solutions to validate their
applicability in IoT ecosystems, ensuring seamless interconnection and reliable operation in large-scale
deployments.

7.2.3 Extension to Other Network Segments

While the thesis primarily addressed deterministic networking in the TN, extending these principles to
the RAN and CN is critical for achieving a fully deterministic E2E communication framework. Tackling
bottlenecks and ensuring consistent QoS across these additional segments is essential for supporting the
stringent requirements of time-sensitive applications [95].

In the RAN, SDN-based solutions can significantly enhance traffic prioritization and QoS management,
especially for use cases such as eMBB, URLLC, and mMTC. Dynamic spectrum allocation, supported by
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SDN, can optimize resource utilization by enforcing real-time traffic prioritization policies for each slice.
Advanced SDN-driven schedulers can prioritize traffic based on latency, jitter, and packet loss require-
ments, ensuring deterministic performance. These improvements can be validated through simulations or
RAN testbeds to demonstrate their effectiveness under diverse conditions.

For the CN, deterministic networking can leverage advanced traffic engineering techniques. Segment
Routing (e.g., Segment Routing IPv6 (SRv6)) enables granular, QoS-aware route computation, ensuring
low-latency paths for HP traffic. SDN controllers can dynamically enforce QoS policies, such as adjusting
buffer sizes or reconfiguring VNFs, to optimize traffic flows. These mechanisms allow the network to
adapt to evolving application requirements and traffic patterns, particularly for bandwidth-intensive and
latency-critical services.

A crucial aspect of extending deterministic networking is synchronization and seamless coordination
between the RAN, TN, and CN. Establishing unified SDN control planes across these segments can
enable E2E traffic orchestration and consistent QoS enforcement. Algorithms to dynamically mitigate
cross-segment bottlenecks can further ensure smooth data flow and reduce latency. Global resource op-
timization by SDN controllers can maximize network efficiency while meeting stringent E2E requirements.

By building on the SDN-based solutions developed for the TN, this research provides a foundation for
designing unified frameworks that address multi-segment challenges and align with the vision of 6G,
where ultra-low latency and high reliability are paramount.

7.2.4 Real-World Deployment and Testing

Real-world validation is a critical step toward bridging the gap between theoretical frameworks and
practical implementation. Deploying the proposed solutions in live 5G/6G environments and conducting
comprehensive field trials would provide invaluable insights into their performance under diverse condi-
tions.

For instance, testing the solutions with heterogeneous traffic types, such as interactive cloud gaming,
IoT telemetry, and real-time video streaming, would reveal their adaptability and robustness. Specific
emphasis should be placed on evaluating solutions for both UL and DL traffic flows, ensuring balanced
performance across diverse scenarios.

Moreover, integrating QFIs into practical deployments could refine QoS provisioning mechanisms.
Mapping QFIs to different service classes and analyzing their impact on performance metrics such as
latency, jitter, and packet loss would enable a granular understanding of the frameworks’ effectiveness in
meeting diverse application demands.

7.2.5 Emerging Applications and Use Cases

The rapid evolution of emerging applications, such as digital twins [96], Extended Reality (XR), and
Industry 4.0, provides compelling use cases for deterministic networking principles. These applications
demand ultra-low latency, high reliability, and scalable solutions, aligning well with the frameworks
proposed in this thesis.

Digital twins, for example, require seamless synchronization between physical and virtual entities. Deter-
ministic networking can play a pivotal role in ensuring the timely delivery of updates and maintaining
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fidelity between the twin systems. Similarly, XR applications, encompassing VR and AR, could bene-
fit from E2E latency guarantees and adaptive bandwidth allocation, ensuring an immersive user experience.

Industry 4.0, characterized by smart manufacturing and autonomous systems, presents additional chal-
lenges, such as managing massive IoT deployments and maintaining strict QoS requirements. Future
research could explore the intersection of SDN, TSN, and edge computing in addressing these challenges,
focusing on scalability, interoperability, and fault tolerance.

In conclusion, the research presented in this thesis provides a robust foundation for the development of
SDN-enabled deterministic networking solutions for 6G. The proposed solutions address critical challenges
and pave the way for future advancements in network performance, scalability, and application support.
The outlined future perspectives highlight the potential for further innovations, driving the evolution of
next-generation networks and enabling the seamless integration of time-sensitive applications.
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