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‭The rapid evolution of voice cloning‬

‭technologies has revolutionised diverse‬

‭applications and offered significant‬

‭advancements, from empowering individuals‬

‭with speech impairments to enhancing‬

‭human-machine interactions through virtual‬

‭assistants  [1,2,3]. These new technologies are‬

‭also transforming creative industries like‬

‭gaming and dubbing. By analysing voice‬

‭characteristics, these systems verify users in a‬

‭manner that is both convenient and‬

‭non-invasive. However, these benefits come‬

‭with an alarming downside. Their misuse‬

‭poses severe challenges to security systems,‬

‭particularly to Automatic Speaker Verification‬

‭(ASV) [4] systems that play a critical role in‬

‭secure authentication for applications ranging‬

‭from banking to personal devices. This reliance‬

‭on voice as a biometric factor has made ASV‬

‭systems a prime target for attackers. Critical‬

‭vulnerabilities have been exposed through the‬

‭rising number of spoofing attacks, where‬

‭cloned voices mimic legitimate users, and‬

‭adversarial attacks, where subtle perturbations‬

‭deceive ASV systems.‬
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‭What makes this problem even more pressing‬

‭is that these voice cloning technologies are not‬

‭limited to deceiving machines. They can also‬

‭fool humans [5]. Advanced systems can now‬

‭generate synthetic audio that is nearly‬

‭indistinguishable from real speech [6], even to‬

‭trained listeners. Moreover, voice cloning tools‬

‭are widely available online, with many‬

‭platforms offering accessible interfaces that‬

‭require no expertise in audio engineering. This‬

‭popularisation of voice cloning technology‬

‭means that malicious actors, even those with‬

‭minimal technical skills, can easily exploit‬

‭these tools to impersonate individuals, commit‬

‭fraud, or spread misinformation.‬

‭This lecture examines the current state of ASV‬

‭and Countermeasure (CM) systems, focusing‬

‭on the adversarial challenges posed by two‬

‭recent groundbreaking attack models. By‬

‭exploring their mechanisms, impacts, and‬

‭implications, we aim to shed light on the‬

‭vulnerabilities of ASV systems, and the‬

‭pressing need for innovative secure‬

‭voice-based technology solutions in an era of‬

‭rapidly advancing and widely accessible voice‬

‭cloning threats.‬

‭Deepfakes and Presentation Attacks: A‬

‭Growing Threat to ASV‬

‭As mentioned above, ASV authentication‬

‭systems face significant threats from deepfake‬

‭and presentation attacks. Both attack types‬

‭undermine ASV security and human trust in‬

‭voice-based interactions, albeit with slightly‬

‭different objectives.‬

‭Deepfakes‬‭involve the creation of highly‬

‭realistic synthetic audio that mimics a target‬

‭speaker’s voice. Techniques like Voice‬

‭Conversion (VC) [7] and Text-to-Speech (TTS)‬

‭[8] synthesis enable attackers to replicate a‬

‭speaker’s vocal characteristics with astounding‬

‭accuracy. Alarmingly, today’s technologies‬

‭require only a few seconds of audio from the‬

‭victim to generate convincing deepfake voices.‬

‭These attacks can extend beyond ASV systems‬

‭to pose a significant risk to human perception.‬

‭For example, attackers can impersonate‬

‭individuals in phishing scams or create‬

‭speeches to spread misinformation. The‬

‭increasing inability of humans to consistently‬

‭distinguish between real and synthetic voices‬

‭makes deepfakes a powerful tool for fraud,‬

‭manipulation, and reputational harm.‬

‭Presentation attacks‬‭[9], or spoofing, target‬

‭ASV systems through manipulated audio‬

‭designed to bypass authentication. These‬

‭attacks exploit voice cloning technologies to‬
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‭mimic legitimate users and compromise ASV‬
‭security. Spoofing is particularly dangerous in‬

‭critical applications, such as biometric‬

‭authentication for banking or personal‬

‭devices, where successful attacks can lead to‬

‭unauthorised access and significant harm.‬

‭The dual threat of deepfakes and‬

‭presentation attacks lie in their ability to‬

‭deceive both humans and machines. While‬

‭deepfakes target trust in voice‬

‭communication, spoofing directly‬

‭undermines the reliability of ASV systems‬‭.‬

‭Adversarial‬ ‭Attacks:‬ ‭A‬ ‭New‬ ‭Frontier‬ ‭in‬ ‭ASV‬

‭and CM Threats‬

‭Adversarial attacks [10] add an extra threat‬

‭layer to ASV and CM systems as, unlike‬

‭presentation attacks or deepfakes, they‬

‭manipulate the audio signal itself. Attackers‬

‭exploit specific vulnerabilities in ASV and CM‬

‭algorithms by introducing subtle‬

‭perturbations designed to remain‬

‭imperceptible to human listeners, while‬

‭significantly degrading performance.‬

‭Adversarial attacks target the‬

‭decision-making processes of these systems‬

‭to deceive classification or verification‬

‭mechanisms. The result is to render ASV‬

‭incapable of distinguishing between bona‬

‭fide‬‭(1)‬‭and spoofed speech [9] or to cause‬

‭misclassification of legitimate users.‬

‭Advanced adversarial attacks are particularly‬

‭effective when they adapt the noise to‬

‭real-world scenarios, such  as audio‬

‭transmitted over communication channels‬

‭where compression and noise are‬

‭unavoidable.‬

‭Current Landscape of Defences:‬

‭Countermeasures for Robust Speaker‬

‭Verification‬

‭To address these threats, researchers have‬

‭developed various countermeasures to‬

‭enhance the robustness of ASV systems.‬

‭Initiatives, such as the ASVspoof challenges‬

‭series [11], play a critical role in promoting the‬

‭development and benchmarking of these‬

‭defences. By providing a standardised‬

‭framework for evaluating countermeasures‬

‭against diverse attack scenarios, ASVspoof‬

‭fosters innovation and collaboration within the‬

‭research community. Despite significant‬

‭progress though, many countermeasures‬

‭struggle to effectively generalise to unseen‬

‭attack types or conditions. This limitation often‬

‭stems from the evolving nature of voice cloning‬

‭and adversarial techniques, the complexity of‬

‭real-world transmission environments, and the‬

‭inherent variability in human speech.‬

‭Advanced Adversarial Techniques: Malafide‬

‭and Malacopula‬‭(2)‬

‭Malafide [12] and Malacopula [13] are‬‭t‬‭wo‬

‭groundbreaking adversarial techniques that‬

‭exploit weaknesses in existing defense systems‬
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‭through tailored perturbations. This makes‬

‭them particularly robust in practical conditions.

‭Malafide demonstrates a significant threat to‬

‭anti-spoofing countermeasure (CM) systems‬

‭used to secure voice biometrics. By employing‬

‭a linear time-invariant filter, this strategy‬

‭introduces convolutive noise that deceives‬

‭systems into misclassifying spoofed speech as‬

‭bona fide. Unlike traditional methods that rely‬

‭on utterance-specific noise, Malafide is‬

‭adapted to specific attack scenarios, enabling‬

‭real-time application and revealing critical‬

‭vulnerabilities in widely used CM systems. Its‬

‭key features include:‬

‭●‬ ‭Universal Applicability‬‭:‬‭Malafide’s‬

‭versatile filter is pre-trained and‬

‭operates independently of the speech’s‬

‭duration or content.‬

‭●‬ ‭Efficient Deployment‬‭:‬‭It is‬

‭computationally lightweight and acts as‬

‭a post-processing filter, making it‬

‭applicable for real-time application.‬

‭●‬ ‭Cross-System Transferability‬‭:‬‭The‬

‭generated perturbations generalise‬

‭across different CM architectures and‬

‭utterances.‬

‭●‬ ‭Human Perception:‬‭Added‬

‭perturbations resemble conventional‬

‭audio equalisation or reverberation‬

‭effects, making it difficult to detect‬

‭them as malicious.‬

‭Building on Malafide, Malacopula employs a‬

‭generalised Hammerstein model [14],‬

‭combining non-linear transformations with‬

‭convolutive filtering. This approach allows for‬

‭more complex manipulation of the audio‬

‭signal, targeting amplitude, phase, and‬

‭frequency components to create perturbations‬

‭that are both highly effective and difficult to‬

‭detect. Malacopula is specifically tailored for‬
‭speaker- and attack-specific scenarios,‬

‭optimising its perturbations to bring spoofed‬

‭speech and the target speaker closer together.‬

‭This capability makes it uniquely effective at‬

‭deceiving ASV systems under spoofing attacks,‬

‭even when advanced countermeasures are‬

‭employed. Like Malafide, Malacopula excels in‬

‭codec-based communication channels by‬

‭introducing perturbations that remain resilient‬

‭to compression artefacts. Its key features‬

‭include:‬

‭●‬ ‭Attack Optimization‬‭:‬‭Malacopula‬

‭minimises the cosine distance between‬

‭the embeddings of processed spoofed‬

‭speech with adversarial noise and bona‬

‭fide speech, ensuring precise deception.‬

‭●‬ ‭Cross-System Transferability‬‭:‬‭The‬

‭perturbations generalise across‬

‭different ASV architectures and‬

‭utterances.‬
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‭●‬ ‭Real-World Effectiveness‬‭:‬‭Malacopula’s‬

‭perturbations remain effective after‬

‭transmission and compression, making‬

‭it highly practical for telephony use‬

‭cases.‬

‭●‬ ‭Lightweight Design‬‭:‬‭Despite its‬

‭complexity, Malacopula is efficient and‬

‭deployable in real-time scenarios.‬

‭These innovations uniquely position Malafide‬

‭and Malacopula to challenge ASV and CM‬

‭systems, particularly in practical scenarios‬

‭involving codec-compressed audio. The‬

‭perturbations they introduce resemble‬

‭artefacts caused by compression and‬

‭transmission, ensuring the attack remains‬

‭effective even after codec processing. This‬

‭property makes Malafide highly practical and‬

‭dangerous for telephony and VoIP scenarios.‬

‭Impact of Malafide and Malacopula‬

‭on ASV and CM SystIems‬

‭R‬‭esults from evaluations on the ASVspoof‬

‭2019 LA database [15] demonstrate the‬

‭significant impact of Malafide and‬

‭Malacopula on ASV and CM systems. Both‬

‭methods have proven their ability to‬

‭significantly degrade the performance of‬

‭even state-of-the-art ASV, such as CAM++‬
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‭[16], ECAPA [17], and ERes2Net [18], and CM‬

‭architectures, such as RawNet2 [19], AASIST‬

‭[20] and SSL-AASIST [21]. Tables 1 and 2‬

‭above summarise the impact of Malafide‬

‭and Malacopula on ASV and CM systems.‬

‭Conclusions and Future Directions‬

‭The results of Malafide and Malacopula as‬

‭documented above highlight critical‬

‭vulnerabilities in ASV and CM systems. The‬

‭evolving landscape of adversarial attacks‬

‭demands proactive and innovative approaches

‭to ensure the security of ASV and CM systems.

‭As attacks like Malafide and Malacopula‬

‭demonstrate, the combination of codec‬

‭resilience, lightweight design, and practical‬

‭deployment poses a significant challenge to‬

‭current defences.‬

‭These factors highlight the need for adaptive‬

‭solutions capable of addressing a wide range‬

‭of attack scenarios. The integration of‬

‭adversarial training, neural codec-specific‬

‭defences, and self-supervised learning‬

‭methods offers promising avenues for‬

‭overcoming these obstacles. Yet, the rapid‬

‭evolution of attack methods underscores that‬

‭the security of ASV and CM systems remains‬

‭an ongoing challenge, one that requires‬

‭continuous innovation. We must bear in mind‬

‭that the dual goal is to ensure that these‬

‭systems are not only resilient to advanced‬

‭attacks, but also maintain their reliability and‬

‭usability in diverse real-world applications.‬

‭Endnotes‬
‭1)‬ ‭Bona fide‬‭is Latin for "good faith." It‬

‭signifies sincerity, authenticity, or‬

‭genuine intention without deceit or‬

‭fraud.‬

‭2)‬ ‭Mala fide‬‭is Latin for “in bad faith.”‬

‭It signifies actions or intentions that‬

‭are deceitful, dishonest, or‬

‭intended to mislead or harm.‬‭Mala‬

‭copula‬‭is Latin for “bad connection”‬

‭or “bad union.” It signifies an‬

‭undesirable or improper association‬

‭between elements.‬
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‭NOTED IN THE LITERATURE‬
‭Spatio-Temporal Dual-Attention Transformer for Time-Series‬
‭Behavioral Biometrics‬

‭A summary of an article that appeared in‬‭IEEE‬‭Transactions‬‭on Biometrics, Behavior, and‬

‭Identity Science‬ ‭in October, 2024‬‭,‬‭as prepared by‬‭its authors‬‭Kim-Ngan Nguyen, Sanka‬

‭Rasnayaka, Sandareka Wickramanayake, Dulani Meedeniya, Sanjay Saha, and Terence Sim‬

‭INTRODUCTION‬

‭Recent advancements in mobile technology have enabled people to easily carry out crucial‬

‭tasks, such as communication, finance, and healthcare, via their smartphones. With these‬

‭advances come the need for secure, yet user-friendly, authentication methods.‬

‭One-time/session-based authentication systems—including knowledge-based authentication‬

‭methods that utilize pin codes or passwords, or physiological biometrics using fingerprints or‬

‭faces—require user involvement that can reduce the ease of use. Continuous Authentication‬

‭(CA) offers a solution by verifying users based on their behavioral patterns, like keystrokes and‬

‭swipes, as they use a device. Additionally, the integration of affordable IMU sensors in most‬

‭smartphones today also enhances CA by providing additional data for more accurate‬
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