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Abstract

We consider a multiaccess Gaussian block fading chan-
nel where transmitters have causal state information and
must deliver their message within a finite delay. Variable-
rate coding with input power constraint enforced on a per-
codeword basis is examined. We characterize the average
capacity region and average capacity region per unit en-
ergy, the limiting behavior for large delay and the wideband
slope of the spectral efficiency vs. (Eb=N0)dB.

1: Introduction and motivations

Fading multiaccess channels have attracted a lot of at-
tention because of the huge increase in system performance
potentially achieved by the combination of joint decoding
and power control. In [3] the single user case with perfect
channel state information at both transmitter and receiver
was studied and the optimal ergodic waterfilling law was
derived. It was shown that substantial improvement can be
obtained in the low SNR regime, where it is possible to have
reliable communication with arbitrarily low energy per bit if
the fading distributionhave unbounded support, while in the
high SNR regime very little can be gain with respect to the
case of no power control. Ergodic performance can be at-
tained by constant-rate variable-power schemes. Things are
dramatically different in a faded multiuser ergodic scenario.
In fact, [4] shows that substantial improvement can be ob-
tained in the whole SNR range due to the inherent diver-
sity provided by fading that affects the user signals. In the
power limited case, reliable communication takes place at
the price of large decoding delay and high peak-to-average
power ratio.
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Unfortunately, the real world is not as “ergodic” as one
would like it to be. In general, codewords cannot be made
long enough to reveal the whole fading statistics, because
of delay constraints, and a certain minimum bit rate must be
guaranteed in every fading state. The problem of incorpo-
rating delay limitations and quality of service requirements
of practical systems in Shannon theoretic setting has been a
perennial challenge. For example, in [6] the concept ofin-
formation outage probability was introduced and in [5] the
delay limited capacity, i.e., the set of rates achievable in all
fading states, was characterized. All these approaches keep
the transmission rate fixed and let the transmission power
fluctuate.

In this paper we take a somewhat complementary point
of view: we assume that codewords span afinite number
of slots, with fading constant over each slot and varying
independently from slot to slot, that the power constraint
is enforced on a per-codeword basis and that transmitters
have causal knowledge of the channel state [7]. We allow
variable rate coding so that users can coordinate their rates
in order to be always inside the fading-dependent capacity
region. Here, the transmit power is fixed while the cod-
ing rates fluctuate. Consequently, we define thelong-term
average capacity region as the set of all achievable rates
averaged over an arbitrarily long sequence of codewords.
Moreover, in the energy-limited case investigated here, we
also look for the largest achievablelong-term average ca-
pacity per unit energy (bit/joule).

Since vanishing error probability is unattainable unless
the number of degrees of freedom, (proportional to the
product of time duration and bandwidth) grows without
bound, we concentrate our analysis in the wideband regime
where an asymptotic analysis is feasible even for codebooks
of fixed duration. As shown recently in [8], information
theoretic performance in the wideband regime is not only
characterized by the capacity per unit energy, i.e., themin-
imum energy per bit, but also by thewideband slope of the
spectral-efficiency as a function ofEb=N0 (dB) (b/s/Hz/3



dB), which quantifies the bandwidth requirement for a given
desired data rate. Our analysis will focus on both limits.

In this work we formally define a variable rate scheme
that differs from standard channel driven codeword multi-
plexing [3]; we extend the analysis of delay constrained sys-
tems with causal feedback in [7] to the multiuser case and
we give a coding theorem (achievability and converse part);
we provide a limiting theorem for large delay; we formalize
the “low SNR” analysis in the framework of capacity per
unit-cost by showing that the power allocation policy that
concentrates the whole transmit energy over one slot is op-
timal in terms of minimum energy per bit for any number
of users; finally, we analyze the system performance in the
wideband regime and we show that the “one-shot” policy is
also optimal with respect to the wideband slope for the sin-
gle user case and provide an slope region for the multiuser
case achievable with TDMA in a completely decentralized
way.

The paper is organized as follow: Section 2 gives a de-
scription of the system model and defines the variable rate
coding scheme; Section 3 characterize the long-term aver-
age capacity region and Section 4 the long-term average ca-
pacity region per unit energy; Section 5 considers the per-
formance in wideband regime; Section 6 reports the results
for the Rayleigh fading case and in Section 7 we point some
conclusions. The proofs of all the theorems reported in the
following can be found in [9].

2: System model and definitions

We consider a block-fading Gaussian Multi-Access
Channel (MAC) whereK transmitters must deliver their
message within a frame ofN slots to the receiver by spend-
ing a fixed maximum energy. The number of complex di-
mensions per slot isL = bWT c, whereT is the slot du-
ration andW is the channel bandwidth. The basebandL-
dimensional complex received vector in slotn is

yn =
KX
k=1

ck;nxk;n + zn (1)

wherezn is a proper complex Gaussian random vector with
i.i.d. components of zero mean and unit variance,xk;n is
the transmit signal of userk, ck;n is the fading coefficient
for userk with power gain�k;n = jck;nj

2, assumed i.i.d.
from slot to slot withcontinuous cdfF�(x).

The receiver has perfectnon-causal Channel State In-
formation (CSI) while the transmitters have perfectcausal
CSI [7], i.e., in slotn the transmitters know the channel
state up to timen, defined by

Sn
�
= fck;i : k = 1; � � � ;K; i = 1; � � � ; ng (2)

Each transmitterk is subject to the per-codeword input con-
straint (referred to as “short-term” power constraint)

1

NL

NX
n=1

jxk;nj
2 � 
k (3)

where 
k is the transmitted energy per symbol that, be-
cause of the normalized noise variance, has the meaning
of transmit SNR. In the following we indicate with�k;n =
1=L jxk;nj2 theinstantaneous SNR of userk in slotn.

For finiteN andL no positive rate is achievable. How-
ever, we can consider a sequence of channels indexed by
the slot lengthL and study the achievable rates in the limit
for L ! 1 and fixedN . This is a standard mathematical
abstraction in the study of the limit performance of block-
fading channels [6] and it is motivated by the fact that, in
many practical applications, the productWT is large. Even
in the limit of largeL, the rateK-tuple at which reliable
communication is possible over a frame ofN slots is a ran-
dom vector, because only a fixed numberN of fading coef-
ficients affect each user codeword. We allowvariable rate
coding so that users can coordinate their rates in order to be
always inside the fading-dependent capacity region.

Variable-rate coding in our setting is essentially differ-
ent from variable-rate coding in an ergodic setting, such
as in [4, 3]. Here, we assume that each transmitter has
an infinite “bit-reservoir” and, depending on the fading
instantaneous realization, transmits a variable number of
bits per frame. We model this setting by letting the mes-
sage set size depend on the fading state. Consider user
k, let Wk;n = fWk;n(Sn) : Sn 2 CCnKg be a collec-
tion of message sets indexed by the channel stateSn and
jWk;n(Sn)j =Mk;n(Sn) denote the cardinality of the mes-
sage setWk;n(Sn).
Definition 1. A variable-rate coding system is defined by:
a) An assignment of message sets to the fading states de-
fined byWk;n given above;
b) A sequence of encoding functions�k;n : Wk;n(Sn) �

C
nK

! C
L such that�k;n : (w;Sn) 7! xk;n, where

w 2 Wk;n(Sn), and such that the resulting code word sat-
isfy (3);
c) A decoding function : C

NL
� C

NK
!NK

k=1

NN

n=1 f[Wk;ng such that : (fyn : n =
1; � � � ; Ng;SN ) 7! (w1; � � � ;wK), wheref[Wk;ng is a
shorthand notation to indicate the union of all message sets
Wk;n(Sn) 2 Wk;n, and wherewk = (wk;1; � � � ; wk;N) is a
sequence of messages such thatwk;n 2Wk;n(Sn). 2

For givenSN , the coding rate for userk of the above
scheme is given by theK-tuple

Rk(SN ) =
1

NL

NX
n=1

log (Mk;n(Sn)) (4)



and the error probability is given by

Pe(SN ) =
1QK

k=1

QN

n=1Mk;n(Sn)
� (5)

X
w1;���;wK

Pr ( (fyng;SN ) 6= (w1; � � � ;wK)j(w1; � � � ;wK))

Consider a sequence of frames, where coding and decod-
ing are performed frame-by-frame according to a variable-
rate coding scheme defined above, and where the channel
state sequenceSN over each frame is generated accord-
ing to some ergodic and stationary process. By the law
of large numbers, the long-term average coding rate and
error probability are given byRk = E[Rk(SN )] and by
Pe = E[Pe(SN )], where expectation is with respect to the
joint statistics of the channel stateSN . Since only aver-
age error probability over the messages selected uniformly
is considered in the definition, our results do not hold for
maximal error probability. In particular, there might exist a
state subset for which the error probability is very large for
some messages. However, the probability measure of such
subset must vanish asL ! 1. The operative definitions
of long-term average capacity region and of long-term av-
erage capacity region per unit-energy mimic, respectively,
the standard capacity region definition for input constrained
channels [1] and definition of capacity region per unit cost
given in [2]. For sake of brevity we omit them here.

Next, in analogy with [4, 2], we characterize the long-
term average capacity region and the long-term average ca-
pacity per unit energy. We also give limiting theorems for
large delayN .

3: The long-term average capacity region

Theorem 1. The long-term average capacity region is

CK;N (
) =
[

�2�K;N(
)

n
R 2 R

K
+ : 8A � f1; � � � ;Kg

X
k2A

Rk � E

"
1

N

NX
n=1

log

 
1 +

X
k2A

�k;n�k;n(Sn)

!#)
(6)

where the expectation is taken with respect to the chan-
nel stateSN and�K;N (
) is the set offeasible short-term
causal power allocation policies � defined as

�K;N (
)
�
=

(
� 2R

KN
+ :

1

N

NX
n=1

�k;n(Sn) � 
k

)
(7)

and where�k;n(Sn) defines the causality constraint. �
The explicit characterization of the boundary of

CK;N (
) can be done following the approach [4] and it is

the closure of all pointsR 2 R
K
+ solution of

max
R2CK;N (
)

KX
k=1

�kRk (8)

for some� = (�1; � � � ; �K) 2 R
K
+ . As in [4], the opti-

mization in (8) can be turned into the optimization over the
power policies� 2 �K;N (
) of the functional

KX
k=1

��k E

"
1

N

NX
n=1

log

 
1 +

��k;n ��k;n
1 +

P
j<k��j ;n ��j ;n

!#
(9)

where� is the permutation that orders� in decreasing or-
der, i.e.,��1 > � � � > ��K . Problem (9) is solved by the
Dynamic Programming algorithm:
Theorem 2. The solution of problem (9) is

max
R2CK;N (
)

KX
k=1

�k Rk =
1

N
S
(�)
N (N
1; � � � ; N
K) (10)

where the functionS(�)
N (P1; � � � ; PK) is given by the Dy-

namic Programming recursion, forn = 1; � � � ; N

S(�)n (P1; � � � ; PK) = E

�
max

pk2[0;Pk]
S
(�)
n�1(P1 � p1; � � � ; PK � pK)

+
KX
k=1

��k log

 
1 +

��k p�k
1 +

P
j<k��j p�j

!#
(11)

with initial conditionS (�)
0 (P1; � � � ; PK) = 0. �

In [7], recursion (11) was computed numerically forK = 1.
Although for finiteN a closed form solution of (11) seems
infeasible, for largeN can prove that:
Theorem 3. In the limit for largeN , the long-term aver-
age capacity regionCK;N (
) tends to the ergodic capacity
region given in [4]. �

4: The long-term average capacity region per
unit energy

A byproduct of the proof of Theorem 1 is that the long-
term average capacity region coincides with the standard
“ergodic” capacity region of theN -slot extension channel,
which is frame-wise memoryless. The following theorem
is an immediate consequence of this fact and of the general
theory of capacity per unit cost [2]:
Theorem 4. The long-term average capacity region per unit
energy is given by

UK;N =
[


2R
K

+

n
r 2RK

+ : (
1 r1; � � � ; 
K rK) 2 CK;N (
)
o



In analogy with [2], it is easy to show the following:
Theorem 5. The long-term average capacity region per unit
energy is the hyper-cube

UK;N =
n
r 2RK

+ : rk � U1;N

o
(12)

where (with a slight abuse of notation)

U1;N = lim

!0

1



sup

�2�1;N (
)

E

"
1

N

NX
n=1

�k;n�k;n(Sn)

#
(13)

�
The analytical solution of (13) was found in [7]. We report
it here in our notation for later use:
Theorem 6. Define the recursion

sn = E
�
[maxfsn�1; �g] (14)

for n = 1; : : : ; N , with initial conditions0 = 0. The single-
user long-term average capacity per unit energy is given by
U1;N = sN and it is achieved by the “one-shot” power al-
location policy defined by

�?n =

�
N
 if n = n?(�)
0 otherwise

(15)

where we define the “level-crossing” timen?(�) =
minfn 2 f1; : : : ; Ng : �n � sN�ng �
In the limit for largeN we have:
Theorem 7. For largeN , U1;N tends to the ergodic capac-
ity region per unit energy defined in [2] and given explicitly
by

lim
N!1

U1;N = supf�g (16)

wheresupf�g = inffx � 0 : F�(x) = 1g. �

5: Performance in wideband regime

The optimality of a coding scheme in the wideband
regime is defined and studied in [8]. LetC(
) be the capac-
ity expressed in nat/dimension as a function of
, and let
C(Eb=N0) denote the corresponding spectral efficiency in
bit/s/Hz as a function of the energy per bit vs. noise power
spectral density,Eb=N0, given implicitly by(

Eb
N0

= 
 log 2
C(
)

C

�
Eb
N0

�
= C(
)

log 2

(17)

The value(Eb=N0)min for which C(Eb=N0) > 0 ,
Eb=N0 > (Eb=N0)min and the slope of the spectral effi-
ciency in bit/s/Hz/(3 dB) are given by [8]�

Eb

N0

�
min

=
log 2
_C(0)

(18)

S0 =
2
�
_C(0)

�2
� �C(0)

(19)

where _C(0) and �C(0) are the first and second derivative of
the capacity function at
 = 0. From [2], we see immedi-
ately that the reciprocal of(Eb=N0)min is the capacity per
unit energy (expressed in bit/joule) of the channel.

A signaling strategy is said to befirst-order optimal
if it achieves(Eb=N0)min and second-order optimal is it
achievesS0 [8].

In the previous section we have shown that the one-shot
power allocation�? (in conjunction with Gaussian variable-
rate coding) achieves the capacity region per unit energy for
all users for the block-fading MAC with causal transmit-
ter CSI considered here. Then, we conclude that the one-
shot policy is first-order optimal for any number of users
K. Next, we study the wideband slope performance of�?

in the single user case.
Theorem 8. (Eb=N0)min andS0 for the single-user block
fading channel with causal transmitter CSI are given by�

Eb

N0

�
min

=
log 2

sN
(20)

S0 =
2 (sN )2

�N �SN (0)
(21)

wheresN is given in (14), the functionSN (P ) is defined
in (11) forK = 1 and�1 = 1, �SN (0) denotes the second
derivative ofSN (P ) atP = 0 and is given by the recursion

� �Sn(0) = Pr(� � sn�1) E[�
2j� � sn�1]

� �Sn�1(0) Pr(� < sn�1) (22)

with initial condition �S0(0) = 0. Furthermore, the one-shot
power allocation policy�? achieves(Eb=N0)min andS0. �

From the proof of Theorem 5 it follows that first-order
optimality can be obtained either by using superposition
coding or by using TDMA inside each slot. Since�? is
also second-order optimal, the one-shot policy achieves the
maximum possible slopes under TDMA:
Theorem 9. As the rates vanish, the slope region achieved
by TDMA in conjunction with power policy� ? is

0 �
KX
k=1

S
(k)
0;tdma � S0 (23)

for every ratioRj=Rk and every choice of the time sharing
factors. �
Note that slopes in (23) are achievable in a completely de-
centralized way: each slot is partition is K sub-slots and in
each sub-slot the active user allots power according to�?

and transmits an instantaneous rate oflog(1 + �nN
) if
n = n?(�) without need of “rate coordination”.

6: Example: the Rayleigh fading channel

In order to illustrate the results of previous sections we
consider the case of i.i.d. Rayleigh fading. The channels
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Figure 1. (Eb=N0)min (dB) vs. N .

gain law isF�(x) = 1� e�x for x � 0. The thresholds are

sn = sn�1 + e�sn�1

with s0 = 0. The recursion for the second derivatives is

� �Sn(0) = e�sn�1 (2 + 2sn�1 + s2n�1)� �Sn�1(0)(1� e�sn�1 );

with �S0(0) = 0. If we allow the input to depend on the
whole CSISN , the first order optimal power policy (also
second order optimal in the single user case) is

�? non�causaln =

�
N
 if �n = maxf�1; � � � ; �Ng
0 otherwise

that gives

�
Eb

N0

�(non�causal)

min

=
log2PN

n=1

�
N
n

�
(�1)n+1 1

n

S
(non�causal)
0 =

2

�PN

n=1

�
N
n

�
(�1)n+1 1

n

�2

N
PN

n=1

�
N
n

�
(�1)n+1 2!

n2

Figs. 1 and 2 show(Eb=N0)min andS0 vs.N and for both
the causal and non-causal knowledge of the channel.

7: Conclusions

Theorem 9 has interesting consequences at protocol
layer. In a system that requires aggressive power control
management and transmission at low rate, like wireless
sensor networks, the one-shot policy in conjunction with
TDMA has an impact on the protocols stack. In fact, in
order to optimize the average number of received bits per
transmit joule, sequential polling of the all active users by
the master, like in Bluetooth, that let them transmitting in
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Figure 2. Single user slope vs. N .

TDMA, is suboptimal. Information theory suggests that
the master station should send periodically a “reference sig-
nal” with the only purpose of enabling the users to mea-
sure their instantaneous channel; if a user has a packet to
send, then it starts a timeout and measures the attenuation
of the “reference signal” on every sub-slot of its time win-
dow; on the first slot where the channel gain is higher than
the time varying thresholds it sends the packet with all the
available energy, then it resets the timeout and waits for the
next packet to send. Since transmission occurs at minimum
Eb=N0, the system uses in the most efficient way the avail-
able energy and reduces the multiaccess interference to the
minimum. This protocol does not require frame synchro-
nization among users nor does waste memory space to store
past fading values.
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