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Abstract—The problem of the estimation of the information
rate-distortion-perception function (RDPF), which is a relevant
information-theoretic quantity in goal-oriented lossy compression
and semantic information reconstruction, is investigated here.
Specifically, we study the RDPF tradeoff for Gaussian sources
subject to a mean-squared error (MSE) distortion and a per-
ception measure that belongs to the family of «-divergences.
Assuming a jointly Gaussian RDPF, which forms a convex
optimization problem, we characterize an upper bound for which
we find a parametric solution. We show that evaluating the
optimal parameters of this parametric solution is equivalent to
finding the roots of a reduced exponential polynomial of degree
«a. Additionally, we determine which disjoint sets contain each
root, which enables us to evaluate them numerically using the
well-known bisection method. Finally, we validate our analytical
findings with numerical results and establish connections with
existing results.

Index Terms—rate-distortion-perception, goal-oriented seman-
tic communication, o divergence

I. INTRODUCTION

Rate-distortion-perception (RDP) theory, which has led to
a surge of research recently, considers the problem of lossy
compression under perceptual constraints on the reconstructed
samples, generalizing the classical rate-distortion (RD) theory.
Its mathematical representation is given by the rate-distortion-
perception function (RDPF), whose properties are first studied
in [1]-[3]. The rationale behind this approach is rooted in the
observation that minimizing the distortion does not necessarily
result in visually pleasing human perception results. Interest-
ingly, the divergence constraints can be interpreted as semantic
quality metrics, which quantify the relevance and significance
of the reconstructed source from the observer’s perspective in
goal-oriented semantic communication [4] (see also [5]).

The RDPEF, like the conventional RDF, is devoid of an
analytical solution for generic sources. Nonetheless, there
exist some efforts to obtain closed-form expressions for spe-
cific sources under several commonly used metrics related
to distortion and perception. Some of these efforts are re-
ported in [2], [6], focusing on discrete binary sources under
Hamming distance as a distortion measure and total-variation
distance as a perception measure and also assuming con-
tinuous Gaussian sources under MSE distortion and either
Wasserstein-2 distance, Hellinger distance, Geometric Jensen-
Shannon divergence or (direct and reverse) Kullback-Leibler

(KL) divergence perception constraints. A generic method
to compute the RDPF for continuous alphabet sources (not
necessarily Gaussian), when the distribution of the source is
constrained to be the same as the distribution of the output is
studied in [7].

The key contribution of this paper is a closed-form solution
to the RDPF of a Gaussian distributed source subject to MSE
distortion and an « divergence perception constraint. Alpha
divergences, which are first proposed by Chernoff [8] and thor-
oughly investigated by Amari [9], [10], are unique canonical
divergences that reside at the intersection of the f-divergences
and Bregman divergences in a manifold of positive measures.
Since a-divergences are convex on both arguments, the RDPF
forms a convex optimization problem. By constraining the
reconstruction to be jointly Gaussian with the source, we
define the jointly Gaussian RDPF (JG-RDPF) and show that it
is an upper bound on the RDPF. Next, we provide a parametric
solution to the JG-RDPF, for which we need to find the roots of
a reduced exponential polynomial of degree «, derived from
the perception constraint. We demonstrate that the reduced
polynomial has a unique global stationary point and that there
exist two unique roots that belong to disjoint sets for every
value of a. The two roots can be approximated numerically
using the bisection method. Subsequently, we provide a new
parametric closed-form expression for the Pearson divergence
(v = 2), which is a specific instance of o divergence. We
verify our theoretical findings with numerical evaluations.

Notation: Let X be a Euclidean space (possibly finite-
dimensional), and B(X') the Borel o-algebra on X. A random
variable X defined on some probability space (€2, F,P) is a
map X : Q — X, where (X,B(X)) is a measurable space.
Given a continuous and twice differentiable function f(x),
the notation f’(x) and f”(x) denotes its first and second
derivatives w.r.t. its argument.

II. PRELIMINARIES
We first state the formal definition and some preliminary
results of the RDPF following [2]. Subsequently, we introduce
the a-divergence measure used in the paper.
A. RDPF

We first provide the mathematical definition of the RDPF
for general alphabets.



Definition 1: (RDPF) Let the information source X be a
random variable on (X, B(X)) with distribution px € P(X).
Letd: X x X — RS’ be a (measurable) distortion function
satisfying d(z, &) = 0 iff x = & and let D : P(X) x P(X) —
R{ be a divergence function with D(px,py) = 0 iff px =
p%. The RDPF is defined as:

R(D,P) 2 inf I(X,X) (1)
Pxx

st. E [d(X,X)} <D, 2)

D(px|lpx) < P )

where the infimum is over all conditional distributions p X)X

X — P(X) and I(X, X) denotes the mutual information [11]
between the source X and the reconstructed source X.

The following remark highlights the general properties of the
RDPF.

Remark 1: (On Definition 1) The optimization problem
(1) enjoys useful properties, under mild regularity conditions
of the perception metric D(-||-). In particular, [2, Theorem
1] shows that R(D, P) is (i) monotonically non-increasing
function in both arguments; (ii) convex if the divergence
D(:||-) is convex in its second argument.

B. Alpha Divergence

The a-divergence D, (pl||q) between two (normalized) prob-
ability distributions p and ¢, using the Amari notation [10], is
defined as

Do) 2 =y (1= [ ple) 0t a)
—a}
for ay € R\{£1}.! The case with a4 = &1 is derived from
limit 4 — =£1. Interestingly, D, , and D_,, are dual in the
sense that D, , (pllq) = D_. ,(q||p) (reference duality).

An alternate definition of a-divergence between two (nor-
malized) probability distributions p and q (see e.g., [12]),
which is used in the remainder of the paper, is given as follows:

Daol) = 35 ( | ey 1) L@

— 00

for a € R\{0,1}. Since @ = (1 — 4)/2, the reference
duality is expressed by Di_(p|l¢) = Da(q|lp). We also
have D, (p|lg) > 0 with equality iff p = ¢, and that D (-||-)
is not symmetric (i.e., D4(p|lq) # Da(qllp)) except for
a = 0.5. Furthermore, D, (p||q) is convex with respect to
both arguments p and q.

1) The Role of a: The value of the o parameter may have
a significant effect on the resulting approximate distribution q.
For a < 0, the a-divergence enforces ¢ to have low density
wherever p has low density (zero-forcing). On the other hand,
when o > 1, the divergence is inclusive, i.e., it enforces
g > 0 wherever p > 0, hence avoiding zero probability density
in regions of the space in which p has high density. When

IThe coefficient 4/(1 — a?) guarantees that any Dq, gives the same
Fisher information metric when p and ¢ are infinitesimally close.

a € (0,1), the resulting ¢ distribution is intermediate between
the two extreme possibilities. In particular, when a« — 0,
we should expect that the approximate distribution ¢ is more
centered in the main mode of p (mean-seeking). By contrast,
when o — 1, ¢ is expected to cover the target distribution p
more and capture more modes (mode-seeking).

2) Special cases: Several widely used divergences are
actually a-divergences with specific values of a. For instance,
when o — 1 we obtain the KL divergence, when o — 0 we
obtain the reverse KL divergence, when o — —1 we obtain
the inverse Pearson divergence, when o« = 1/2 we obtain the
Hellinger distance, and when o = 2 the Pearson divergence.
For o = 0, the a-connection [10] is the Levi-Civita connection
under the Fisher-Rao metric. Note that the Rényi-a and the
Tsallis-o divergences are closely related divergences (but not
special cases).

3) Gaussian Case: Under the assumption that p and g
belong to the set of Gaussian distributions, i.e., p = N(p1, 0?)
and ¢ = N (v, p?), Do (pl|lq) can be analytically characterized
as

1
Da(pllg) = al—a) (1 - Ha(p:q)
plot=« _ el-a@=-n? ®)
Ha(p7 q) = e 2(ap*t(1l-—a)o?)

ap? + (1 — a)o?

However, (5) is guaranteed to be real only when « € [0, 1].
For a ¢ [0,1], additional conditions have to be imposed to
guarantee that H,, is a real valued function, i.e., ap® + (1-
a)02 > 0, which ensures the existence of the integral in (4).

For o > 1, the condition becomes o2 < a‘—il p2, indicating
that the variance of p should be smaller than the variance of
g multiplied by a constant factor. As o — oo, this constant
factor vanishes, and the constraint on the variances simplifies
to 02 < p2. On the other hand, as o — 1% the constraint
disappears, i.e., 02 < 0o. For a < 0, due to the duality of «
divergence, we can apply the conclusions from the case oo > 1
by swapping the roles of o and p. The constraint shifts into
0? > —2-p* When a — —o0, it becomes o > p* and when
a — 07, the constraint disappears, o2 > 0.

III. MAIN RESULTS

In this section, we present our main results. Consider the
RDPF problem in Definition 1 assuming that the information
source is Gaussian distributed, ie., X ~ N(u, 02), the
perception measure (3) belongs to the family of a-divergences,
ie., D(:||) = Da(:]|"), and the distortion measure is the
MSE metric, i.e., d(X,X) = (X — X)2. Following [6], we
can characterize an upper bound to the RDPF for a Gaussian
source X by constraining the reconstruction distribution X to
be jointly Gaussian with X as follows.

Definition 2: (JG-RDPF) Let D > 0, P > 0. Then,
assuming a Gaussian random variable X is jointly Gaussian



with a reconstruction variable X ~ ¢ = N (v, p2), we define
the joint Gaussian RDPF (JG-RDPF) R%(D, P) as follows:

RY(D,P)= min  I(X,X)
P |x VP
st. E [(X - Xﬂ <D, 6)
Da(pllg) < P.

We remark that the definition R“(D, P) induces the fol-
lowing upper bound to R(D, P).

Lemma 1: Let D > 0, P > 0. Then, R(D,P) <
RE(D, P).

Proof: The proof follows by observing that the constraint
set of (6) is a proper subset of the constraint set of (1). [ |
We stress the following technical remark.

Remark 2: The assumption of X being jointly Gaussian
with X leads to an upper bound to the optimal solution of
the problem (6). This is because the distribution minimizing
the perception constraint D, (+||-) cannot be guaranteed to be
Gaussian. However, in the case of reverse KL divergence, i.e.,
(av — 0), where it is proven that the minimizing distribution
is itself Gaussian [13], the above upper bound is exact.

We note that, without loss of optimality, in (6) we can
assume that ;4 = v = 0 since this does not affect the mutual
information (X, X) while being optimal in terms of MSE
and D, metrics, as shown in the following lemma.

Lemma 2: Let A = p — v. Then, D, (p||g) has a global
minimum at A = 0.

Proof: For o« € (—00,0) U (1,+00), we see that
D, (pllg) = s(A) = ¢®” — ¢, where ¢ denotes constant terms.
The first and second derivative of s(A) are, respectively,

s'(A) = ZAeAQ, s'(A) = 227 4 4A2eA7 > 0.

We conclude that s(A) is strongly convex and therefore min-
imized by its stationary point Ay = 0. Hence, also D, (p||q)
has a global minimum at Ay = 0.

For o € (0,1), Do (p,q) = t(A) =c— ¢=A" The first and
second derivative of ¢(A) are, respectively,

Y(A) =282 (A) =227 (1 - 2A2),

from which we characterize stationary point Ag = 0. For A <
0, t'(A) is negative which means that ¢(A) is decreasing where
for A > 0, ¢(A) is positive meaning that ¢(A) is increasing.
For A € (—o0,—L)U (%, +00), t(A) is negative where

V2
for A € (—%, %) is positive. Therefore, the function t(A)
and thus D, (p||¢) has a global minimum at Ag = 0. This

concludes the proof. ]
The solution of (6) can be greatly facilitated by an in-depth
analysis of the perception constraint D, (p||q¢) < P, focusing
in particular on the case where it holds with equality. The
following lemma characterizes essential aspects of this case.
Lemma 3: Assume P € [0, Py max] and let p = N(0,0?)

and ¢ = N(0, p?). Then the constraint D, (p||g) = P can be
expressed as f(z) = 0, where
flx)=2%—-aCz - (1—a)C 7

with © = g—z and C = (1 — a(1 — «)P)?. Furthermore, for
all o € (—00,0)U(0,1)U(1,400), (7) has two roots, rg and
r1, such that g € [0,z and 71 € [x0,yo], Where xzq is the

unique stationary point of (7) and g = (2o + €) — ff,((i‘;i?)
for e > 0.
Proof: The equivalence between D, (p|lq) = P and (7)

easily follows from algebraic manipulations. We examine the
properties of equation (7) through its derivatives, i.e,

fll@)=a@'=0), f'(z)=a(l

Considering f’(x), we can characterize the stationary point z
of f(z), ie., f'(z) = 02! 4y = C5 1. Fora € (—00,0)U
(1,400), f"(z) > 0, 1mp1y1ng that f’(x) is increasing and
f () is concave up. Therefore, xo will be the global minimum
of f(x). For a € (0,1), itis f”(z) < 0 which means f’(x) is
decreasing and f(z) is concave down. Hence, o will be the
global maximum of f(x). We can now infer about the number
of roots of f(x) by determining the sign of f(zg), i.e.,

fzo) = (1—a)C (C* - 1) .

By definition, the condition C' > 0 holds. We notice that for
C =0, kg = 0 is the unique root of the function. To evaluate
the sign of f(z(), we can verify that the following holds

—a)z* 2

a<0=CoT—1<0= f(x) <0,
0<a<l=CaT—-1>0= f(zy) >0,
a>1:>0ﬁ—120:>f(m0)§0.

This implies that when f(xg) < 0 (resp. f(zo) > 0) we
have a positive (resp. negative) second derivative. Since f'(x)
is monotonic, f(0) = —(1 — «)C and

+oo if a€ (—o00,0)U
—oo if a€(0,1)

limf(z) = (1 #0)

r——+00

we can deduct that f(z) necessarily has two roots in R.

We now identify the sets where the roots ry and r; reside.
Starting with o, we can notice that f(x) is monotone on the
set [0, zo] while changing the sign in its extremes. Hence, the
root 7o must belong to this set. In the case of r;, we notice
that, for € > 0, the following inequalities hold

fy) = fry) if ae€ (—00,0)U(1,+00)
fly) < frly) if ae(0,1)
fr(y) = flzo+e) + f'(zo +€)(y — (w0 +€))

due to the convexity (resp. concavity) of f. This allows us
to characterize the set where r; resides by taking as inferior
xo and as superior the zero of the linear function fr(y), i.e.,
yo = (zo +€) — f(xo + €)(f'(xo + €)) 1. This concludes the
proof. [ ]
We stress the following point regarding the evaluation of the
roots ro and 7.

Remark 3: Lemma 3 proves that, in their respective interval,
ro and ry are the unique roots of (7). This property facilitates
the numerical estimation of the problem by allowing the



bisection method to be applied directly [14, Chapter 2.1] in
each interval.

Equipped with the previous lemma, we are ready to develop
a parametric solution for the JG-RDPF in (6).

Theorem 1: (Parametric JG-RDPF solution) Let X be a
scalar Gaussian source X ~ N(0,0?%). Then, the JG-RDPF
R%(D, P) under squared error distortion and a-divergence
perception is achieved by a jointly Gaussian reconstruction
X ~ N(0,p?) and is given by

. max{%log%,O} if (D,P) €S
RY(D,P) = %log% if (D,P) ¢S
3
where

s Jo*—D if (D,P)eS

r= min{rg, 1} if (D,P)¢S.

Sz{(D,P)ERﬁ P>gD,0) A

(a1)<’1f2 (1;>)>0}

1—a|0.

1 — D|*/?
9(D, o) = a(l — «) (1 Valo? = D+ (1 — a)o? ) ’

with ry and r; being the roots of (7).

Proof: The objective function and constraints of (6) can
be rewritten in terms of parameters of the Gaussian source
X ~ N(0,02%) and reconstruction X ~ N(0, p?) as follows

2 2

~ p g
I(XaX):§logma (€))

N2

E[(X—X)]:02+p2—2€<D, (10)

1 pao.l—a
D, =—F(1- <P (1D

(plla) a(lfa)( ap2+(1_a)0_2)
where § = E[X X] is the covariance between X and X.

We derive the closed-form solution of R“ (D, P) by consid-
ering the different cases when only the distortion constraint is
active (Case I), when only the perception constraint is active
(Case II), or when both are active (Case III).

Case I: When the perception constraint is not active (i.e.,
P = 00), the solution to (6) reduces to the rate-distortion
function of a Gaussian source [11, Theorem 10.3.2]

llog? 0< D <o?
RE(D,o0)={2 %D "= =7
0 D>c

which is attained by some Px|x with marginal distribution

X~ N (0,02 — D). Furthermore, since the distortion con-
straint is active and holds with equality while the perception
constraint is inactive, p = Vo2 —D < o and (11) must
hold with strict inequality. However, we note that for o > 1
the argument of the root in (11) may be negative, hence the

constraint can become ill-posed. To avoid this case, we enforce
the following additional constraint

> <1 - 1) |
o}

Case II: When only the perception constraint is active,
we can characterize the variance of the reconstruction p? by
solving the generalized equation (7), following the results
of Lemma 3. Furthermore, the inactive distortion constraint
implies that (10) holds with strict inequality for all 6 € [0, op].
We can therefore set & = 0, which in turns implies that
R%(00, P) = 0.

Case III: When both constraints hold with equality, the
resulting system of equations can be used to characterize both
the variance p? and the covariance #. Using Lemma 3, we can
find the two roots of (7), i.e., p2 and p?. Despite both roots
being optimal solutions for (7), we select p? = min{p3, p?}
under the argument that a lower variance of the reconstruction
is optimal in terms of MSE distortion. From the equality of the
distortion constraint, we can instead derive 6 = %(02 + p2 —
D). which, once substituted in (9), recovers the closed-form
expression for R (D, P) in (8). This concludes the proof.

JG-RDPF Special Cases: We shall notice that for specific
instances of D, we can directly recover previously character-
ized analytical JG-RDPF [6], i.e., Hellinger distance (o = %),
direct and reverse Kullback-Leibler divergence (o« — 1 and
a — 0, respectively). In the remainder of this section, we de-
rive a new characterization for the Pearson divergence (o = 2).
‘We should mention that in each of these cases, the roots of the
generalized polynomial (7) can be easily found analytically,
allowing for the closed-form characterization of p(c, P), based
on which we recover the closed-form expression of R%(D, P)
once substituted in (8).

Pearson Divergence (o = 2):

(7) 5% p* — 2(1 4 2P)2p%02 + (1 4 2P)20% =0
o2 (1+2P) (1 +2P+ 2P+ P2>

5 if p> — (142P)* 6> >0,
o?(1+2P)(1+2P 2 P+P2)

if p?2 — (1+2P)* 02

D
2

<0.
IV. NUMERICAL RESULTS

In this section, we provide plots that visually illustrate
the main results and provide insights into the behavior and
functionality of the RDPF. In all the presented examples, we
consider a Gaussian source X ~ A(0,1).

a) Polynomial representation of perception constraint:
Fig. 1 plots the polynomial (7) for different values of o and
fixed perception constraint P = (.2, taking into account the
constraint of the variances ap? + (1 — a)o? > 0. We see
that for every value of «, the polynomial has two roots in the
disjoint sets defined based on the global extrema.
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Fig. 1. Polynomial of (7) for « = —1.2, = 0.1, « = 0.5 and a = 2,
with the perception constraint fixed to P = 0.2.
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o
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0 ‘ | z
0.6 0.8 1 1.2 1.4 1.6
Distortion D (MSE)
Fig. 2. Rate-distortion curves for o = —5, « = —0.5, o = 1.5 and o« = 3.

The first figure represents P = 0 whereas the second P = 0.7.

b) Comparison between a-divergences: Fig. 2 plots the
RD curve for varying « values. As expected, we see that for
P = 0 (perfect perceptual quality), all curves overlap. On
the other hand, when P = 0.7, the curves diverge from each
other, since different o values lead to different perception
measures. We notice that as « increases, the curves start to
differ more from each other indicating that the perceptual
constraint becomes more stringent, leading to higher distortion
for the same rate compared to lower « values. Fig. 3 evinces
the matching between our analytical closed-form solutions and
our numerical results for the special cases of a = 0.5, @ — 1
and o = 2. In the first two cases, we confirm our results with
[6], theorems 4 and 2, which provide a closed-form solution
for JG-RDPF with Hellinger and KL divergence as perception
constraints, respectively.
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