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Abstract—Integrating Low-Earth Orbit (LEO) satellite con-
stellations with terrestrial mobile networks can achieve global
coverage and complement terrestrial networks. The inherent
mobility of satellites induces frequent handovers of User Equip-
ment (UE), generating massive signaling. Coupled with limited
satellite resources, the Network Functions (NFs) deployed on
satellites cannot process these signaling promptly, leading to
increased queuing time. Additionally, the movement of on-board
NFs increases the distance to UE, extending propagation delay.
Extended Procedure Completion Time (PCT) of control plane
procedures degrades user plane Quality of Service (QoS). To
address the above challenges, we propose a satellite-terrestrial
integrated core network architecture to enhance signaling pro-
cessing performance. Firstly, we redesign the control plane
network functions and introduce a Satellite-Ground Synergy
Method (SGSM), categorizing signaling into time-sensitive and
time-tolerant types. The former is processed on-board, while the
latter is handled terrestrially, utilizing a designed UE context
synchronization mechanism. Furthermore, migration is employed
to counteract the movement. We devise a migration procedure to
reduce transferred data during migration. Moreover, we model
instance migration as a Markov Decision Process and proposed
an online NFs migration algorithm based on deep reinforcement
learning to determine migration timing and target satellites.
Extensive experiments demonstrate that the proposed methods
significantly reduce queuing time and the volume of transferred
data, while also exhibiting superior performance in terms of
propagation delay and the frequency of migrations.

Index Terms—ILEQO networks, core network, signaling process-
ing, satellite-terrestrial integrated networks, dynamic migration,
signaling classification.

I. INTRODUCTION

It is estimated that approximately 4 billion people world-
wide still lack Internet access [1]. Extending connectivity to
these underserved regions is crucial for the progression of
future mobile networks [2]. Low Earth Orbit (LEO) satellites
offer a cost-effective solution for global coverage. Due to their
closer proximity to Earth compared to Geostationary Earth
Orbit (GEO) and Medium Earth Orbit (MEO) satellites, LEO
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satellites provide higher bandwidth, lower transmission losses,
and shorter communication delay [3]. Starlink has launched
LEO satellites equipped with Direct to Cell technology, en-
abling them to deliver standard Long-Term Evolution (LTE)
services to unmodified terrestrial cell phones. They plan to
commence text services this year, followed by voice, data, and
Internet of Things (IoT) services in 2025 [4]. The integration
of satellite and terrestrial networks to provide ubiquitous
services is a critical component in achieving the goals of 6th
Generation mobile networks.

Several specifications for the integration of satellite and
5th Generation mobile networks (5G) have been outlined by
the 3rd Generation Partnership Project (3GPP) [5]. Deploying
next-generation NodeBs (gNBs) on satellites provides an eco-
nomical approach to expand the service coverage of terrestrial
mobile networks [6]. Notably, when the core network (CN) is
located on the ground, satellite networks transparently relay
control plane signaling and user plane data to the ground,
significantly extending the Procedure Completion Time (PCT)
of control plane [7]-[9]. Regardless of the type of service,
the establishment, modification, and deletion of the user plane
require management by the control plane. Prolonged control
plane procedures will decrease user plane Quality of Service
(QoS) [8]. For instance, while a prolonged handover procedure
may have little impact on short message services, it can
significantly degrade real-time communication services such
as voice and video calls, as well as video streaming and online
gaming, leading to lag or even interruptions.

Leveraging satellite computing resources facilitates on-
board Network Functions (NFs) to process signaling expedi-
tiously without forwarding it to the ground. Wang et al. [10]
proposed that deploying NFs directly onto satellites endows
the satellite networks with fundamental core functions, thereby
enhancing network management and reducing latency. The ad-
vantages of on-board NFs were highlighted in [9]. Xing et al.
[11] demonstrated the feasibility of on-board NFs, successfully
completing registration and session establishment procedures.
J. Kim et al. [8] utilized satellites as both core and access
networks, redesigning the session establishment and handover
procedures to decrease the PCT of User Equipment (UE)
accessing via satellite. In [12], multiple NFs were deployed on
a single satellite. Additionally, deploying User Plane Function
(UPF) on satellites can establish a 5G Local Area Network
[13], enabling direct data forwarding without detouring to
the ground. In our previous work [14], we explored the
integration of UPF with a LEO constellation, designed the
operational mode of the satellite UPF (S-UPF), and proposed
algorithms to determine the optimal deployment location of the



S-UPF. By processing and forwarding data directly in space,
the transmission time of data and the PCT are significantly
reduced.

Although transmission to the ground is avoided, limited re-
sources and satellite mobility increase queuing and forwarding
hops, thereby extending the PCT and impairing user plane
QoS. The two primary factors affecting PCT are the queuing
time within the NF and the signaling propagation time. Firstly,
the rapid movement of satellites leads to frequent handovers of
UE between satellite gNBs (S-gNBs) [7], [8], [15], resulting in
plentiful signaling between gNBs and the CN. Scarce satellite
resources, such as storage, computing, and power, limit the
horizontal or vertical scalability of NFs within satellites.
Failure to process signaling promptly increases queuing time.
Furthermore, as emphasized by the author in [16], if the
service remains on the satellite (i.e., the NF drifts with the
satellite), the number of hops between the UE and the service
increases, leading to higher propagation delay. This also raises
the risk of control procedure failures due to unreliable Inter-
Satellite Links (ISLs) in outer space, thereby increasing the
possibility of service interruptions or network inaccessibility.

Ensuring efficient on-board signaling processing perfor-
mance entails two primary challenges: 1) enhancing on-
board processing capabilities to maintain acceptable queuing
time under high signaling loads, and 2) mitigating increased
propagation time caused by NF mobility. To address the first
challenge, previous works [17]-[20] have proposed offloading
requests to other satellites to accelerate mission completion
when local resources are insufficient. However, these strategies
are not suitable for signaling processing. Since signaling
processing depends on the UE context, satellite mobility incurs
significant overhead in maintaining the latest UE context
across multiple satellites. Migration is a viable approach to
address the second challenge, and there is extensive researches
on the migration of on-board services [7], [21]-[23]. However,
migration algorithms for control plane NFs that simultaneously
consider the distribution of UE and S-UPFs have yet to be
explored. Considering these two factors is essential because
user plane management requires interaction among control
plane NFs, gNBs/UE, and UPFs.

To address the aforementioned challenges, we propose a
satellite-terrestrial integrated core network architecture aimed
at enhancing signaling processing performance through two
primary objectives: reducing signaling processing time and
propagation time. To tackle the first challenge, we have re-
designed the control plane network functions, introducing the
Reorganization Control Plane Function (RCPF) and deploying
it on satellites. To the best of our knowledge, we are the
first to propose the Satellite-Ground Synergy Method (SGSM),
which leverages terrestrial resources to facilitate on-board
processing. In SGSM, signaling is categorized into two types:
time-sensitive signaling is processed on-board, while time-
tolerant signaling is processed on the ground. To achieve
collaborative signaling processing, we designed a pioneering
UE context synchronization mechanism between the RCPF
and the terrestrial core network (TCN). To address the sec-
ond challenge through migration, we designed a migration
procedure for the RCPF to reduce the amount of transferred

data during migration. Additionally, to further optimize the
migration strategy, we model the RCPF migration problem
into a Markov Decision Process (MDP). We then proposed
an innovative Real-time On-board Control Plane Migration
(ROCPM) algorithm, considering the distribution of UE and
S-UPFs based on deep reinforcement learning, to determine
the optimal migration timing and the target satellite.

The major contributions of this work are as follows:

« We propose a satellite-terrestrial integrated core network
architecture, wherein signaling is categorized into time-
sensitive and time-tolerant types. The former is processed
on-board, while the latter is handled terrestrially, based
on a UE context synchronization mechanism.

e We design a migration procedure for the RCPF to de-
crease the transferred data during migration. Additionally,
we develop a migration algorithm to optimize migration
timing and the target satellite, considering the distribution
of UE and S-UPFs.

o We conduct extensive experiments to evaluate the per-
formance of the proposed architecture, procedure, and
algorithm. The experimental results demonstrate that our
methods significantly reduce queuing time and the vol-
ume of transferred data , while also showing superior
performance in terms of propagation time and the number
of migrations.

The remainder of the paper is organized as follows: Section

IT reviews related work. Section III introduces our proposed
satellite-terrestrial integrated core network architecture. Sec-
tion V details the migration procedure, model, and algorithm.
Section VI presents and analyzes the results of the experiment.
Finally, Section VII concludes the paper and suggests future
research directions.

II. RELATED WORK

Signaling Processing in Terrestrial Mobile Core Net-
works: Service-Based Architecture (SBA) facilitates NF in-
stance collaboration, but inter-NF message exchanges intro-
duce significant protocol overhead [24]. In [25], multiple
NFs were deployed on a single machine with shared mem-
ory for inter-NF interaction, thereby reducing time spent
on serialization, deserialization, and signaling transmission.
To streamline signaling processing procedures, [26] designed
new NFs tailored to specific procedures, consolidating the
services of all NFs involved in signaling processing into a
single NF to eliminate the additional overhead of inter-NF
interactions. Similarly, in [27], the authors proposed purpose-
oriented functional re-composition to decrease redundant in-
formation management across multiple NFs. In [28], a unified
stateless instance handles all signaling, relying on a database
for coordination.

Adopting the stateless approach decouples NF processing
from its context [7], allowing any instance with the latest
context to provide services immediately. In [29], each NF
instance retrieved up-to-date UE context from the database
and synchronized modified user context back to the database,
enabling dynamic instance scaling. However, statelessness is
not suitable for LEO constellations due to the substantial over-
head introduced by frequent interactions between instances
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Fig. 1. The green box indicates the region allocated for each
RCPEF. The red line delineates the processing pathway for time-
tolerant signaling, while the purple line signifies the processing
pathway for time-sensitive signaling.

and databases. Regardless of whether the database is located
on the satellite or the ground, it incurs high access costs for one
party. Furthermore, the reliability of interactions is reduced by
laser-based wireless ISLs in outer space.

Satellite Computation: Deploying services on satellites to
provide on-board computing is poised to become an essential
paradigm for the future [20]. The integration of multiple
satellites can enhance service processing capacity. In scenarios
with insufficient local resources, Han ef al. in [17] proposed
that satellites utilize resources from others to improve service
provision. The authors in [18] assigned tasks to other LEO
satellites via ISLs for achieving load balancing. Similarly, in
[19], the authors jointly optimized service request dispatching
and service placement. However, leveraging multiple satellites
to augment signaling processing is inefficient for signaling
processing. The NF must synchronize the latest UE con-
text with neighboring and numerous non-adjacent satellites.
Maintaining up-to-date UE context across different satellites
increases system complexity and overhead within the satellite
system, thereby reducing link utilization rates in space.

Dynamic service deployment is an effective strategy in LEO
constellations. Han er al. [21] proposed service migration
based on the variations in upstream and downstream traffic.
Sun et al. [30] highlighted the importance of deploying NFs
on appropriate satellites, considering the spatial and tempo-
ral dynamics of service demands and active user numbers.
The authors in [22] introduced a dynamic Software-Defined
Networking (SDN)-enabled satellite network where the SDN
controller was periodically reconfigured to minimize average
flow setup time. In [31], optimal K edge servers were activated
at different time, with each satellite assigned to the appropriate
server, adapting to the dynamic LEO network.

Satellite-Terrestrial Integrated Mobile Network: Some
research has been dedicated to integrating satellite and terres-
trial networks. To address large-scale UE access, the authors

in [6] proposed cooperative batch mechanisms to compress
signaling transmission and reduce power consumption. In [8],
satellites served as both the core and access network, with
session establishment and handover procedures redesigned to
minimize PCT. The authors in [12] redesigned procedures
for UE and S-gNB, enhancing the flexibility of mobility
management for UE and S-gNBs by deploying multiple NFs
on the satellite. However, deploying multiple NFs on a single
satellite will rapidly deplete resources. Our previous work [7]
implemented a distributed deployment strategy for the Access
and Mobility Management Function (AMF), Session Manage-
ment Function (SMF), and UPF within the satellite domain,
determining the optimal distribution of NF instances. In [14],
we developed an algorithm to statically allocate ground areas
to S-UPF instances. By leveraging prior knowledge of the
ephemeris, we transformed the S-UPF deployment problem
over a future period into the shortest path problem in a
graph. In [32], Li et al. decoupled states from orbital NFs
and utilized state management with device-as-the-repository.
Authentication and User Security Functions and UPF were
deployed on each satellite, while some control procedures are
still to be forwarded to the TCN.

Many studies utilize on-board resources for processing, but
they overlook signaling processing under high-load conditions.
Additionally, they do not account for the distinct character-
istics of various signaling types, nor do they consider the
deployment of the control plane about the distribution of S-
UPFs and UE.

III. SATELLITE-TERRESTRIAL INTEGRATED CORE
NETWORK ARCHITECTURE

A. Reorganized Control Plane Function

Deploying NFs on satellites to process signaling promptly,
without transmitting them to the ground, is illustrated in
Fig. 1. In the SBA architecture [33], each NF has specific
functionalities and provides distinct services. This necessitates
the coordination of multiple NFs to process signaling. For
instance, registration and session establishment procedures
involve approximately 6 to 7 NFs [26]. The distributed deploy-
ment of these NFs across satellites [7] introduces additional
latency and overhead due to the interactions between on-board
NFs.

Deploying multiple NFs on a single satellite can mitigate the
issues of inter-satellite interactions among different on-board
NFs. However, using Hypertext Transfer Protocol (HTTP) for
communication between NFs introduces significant time and
resource overheads due to the serialization and deserialization
processes. To reduce PCT and enhance signaling processing
efficiency, we reorganized control plane NFs. Given that a
single signaling process often involves multiple services across
different NFs, various code segments from multiple NFs need
to collaborate. We extract these code segments and integrate
them into the RCPF, which is deployed on the satellite. The
RCPF avoids interactions between NFs on different satellites
and eliminates the communication overhead among NFs within
the satellite. For instance, during a handover, services such
as NFH2 Of and N FSHmOf are utilized, where N FHO, denotes

am amf
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the service within the AMF responsible for handling the
handover signaling. By aggregating these services, we form
RCPF = {N Falfnof,N anof} This integration allows sig-
naling processing to be handled entirely within the RCPF,
obviating the need for coordination between the AMF and

SMF.

B. Satellite-Ground Synergy Method

The dynamic coverage region caused by the movement
of the on-board RCPF, combined with uneven terrestrial
traffic, leads to congestion and longer signaling processing
time within the RCPF. In particular, when certain signaling
processes require extensive processing time, it can cause other
signaling time out. Notably, the PCT of different procedures
impacts the UE experience in varying degrees. Indiscriminate
processing of various types of signaling can result in time-
outs for some procedures. For example, a 200 ms increase
in PCT might be acceptable for registration, deregistration,
and Protocol Data Unit (PDU) session release procedures.
However, such delay is unacceptable for the handover, as its
completion time significantly affects user plane performance.
This delay can lead to timeouts in TCP-based data traffic,
thereby reducing application throughput [25].

Fig. 2 illustrates the SGSM. Given the varying PCT re-
quirements across different procedures, we classify these pro-
cedures into time-sensitive and time-tolerant categories, and
design a UE context synchronization mechanism accordingly.
When the signaling reaches the RCPF, it is decoded to
ascertain the message type and determine the necessity of
on-board processing. If so, the RCPF processes it using the
local context and sends a response, as depicted by the purple
line in Fig. 1. Otherwise, the RCPF forwards the signaling to
the TCN, along with any modified context, as represented by
the red line in Fig. 1. Upon receiving the signaling, the TCN
updates its local UE context with the enclosed context and
processes the signaling. Subsequently, the TCN attaches the
updated context to the signaling and returns it to the RCPF.
The RCPF then utilizes the attached UE context to update its
own context and forwards the signaling to the UE. Due to
the sequential characteristic of the signaling process, rather
than parallel, the RCPF and TCN will not alter the context
simultaneously, thereby ensuring the consistency of the UE
context.

Moreover, the gNB transmits signaling to the CN, and the
CN may or may not send a response. In scenarios where the
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gNB sends signaling without requiring a response from the CN
(e.g., PDU Session Resource Setup Response), the RCPF must
process such signaling. Otherwise, forwarding these signaling
to the TCN would result in UE context inconsistencies be-
tween the TCN and RCPF. This inconsistency arises because,
even if the TCN promptly returns the updated context to the
RCPF, new signaling might arrive at the RCPF during this
interval. The outdated on-board local context prevents the
RCPF from correct processing.

C. Migration and Static Assignment

To maintain the proximity of the RCPF to the UE effec-
tively, our approach partitions the Earth’s surface into zones,
with some zones forming a region, as illustrated in Fig. 1. Each
region is serviced by a designated RCPF instance. The size of
the RCPF service area is adjusted based on traffic density and
the RCPF’s capacity.

Satellite movement increases the distance between the UE
and corresponding RCPF instance, migration is applied to
avoid increased signaling transmissions. Instance migration
modifies the connectivity between the gNB and the CN
and disrupts Next Generation Application Protocol (NGAP)
connections based on the connection-oriented Stream Control
Transmission Protocol (SCTP). To maintain standard proce-
dures without altering the gNB’s operational logic, we propose
the N2 interface Agent (N2-A), co-located with each gNB on
the same satellite, as depicted in Fig. 3. The N2 interface is
utilized for control plane signaling between the AMF and the
gNB. Each N2-A establishes an SCTP connection with its on-
board gNB and extracts and forwards NGAP messages to the
RCPF.

Each region has a dedicated RCPF instance, so the N2-A
must identify the appropriate satellite. We design a region-to-
instance map within the N2-A. The target instance IP address
will be transmitted to the N2-A after migration. When the
N2-A needs to transmit the NGAP payload to the RCPF, it
utilizes the UE location information within the NGAP payload
to determine the UE’s regional affiliation and then forwards
the signaling to the correct satellite by querying the map. Since
the movements of satellites are predictable, their positions can
be obtained in advance. Consequently, the region-to-instance
map will be transmitted to the new satellite upon entering a
new region.

IV. MIGRATION MODEL AND PLACEMENT ALGORITHM

Despite the processing capability of a single RCPF has
been enhanced in section III, the PCT continues to escalate
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as the RCPF drifts with the satellite. The migration of RCPF
instances raises three critical questions: 1) How should the
RCPF be migrated? 2) To which satellite should the RCPF
migrate? 3) When should the migration occur? To address
these issues, we propose a migration procedure, model, and
algorithm.

A. Migration Procedure

Unlike traditional virtual machine (VM) or container mi-
grations, which involve transferring the operational state, NF
instance migration focuses on context transfer. To avoid dis-
rupting signaling processing, it is necessary to ensure that the
latest context is utilized during signaling processing and that
the context remains consistent after migration.

One method is that the target instance requests each UE
context from the source instance upon receiving new sig-
naling. However, the target instance may retrieve incorrect
UE context. For instance, consider a scenario where the UE
transmits two sequential signaling, and the S-gNB modifies
the N2 interface address after sending the first signaling. The
first and second signaling are sent to the source and target
instances, respectively. Upon receiving signaling, the target
instance fetches the UE context from the source instance.
However, if the source instance has not yet processed the
first signaling, it leads to incorrect signaling processing at
the target instance. Furthermore, the target instance needs
to initiate a UE context retrieval for each UE, resulting in
increased signaling processing time and a substantial amount
of duplicate data. For example, the Public Land Mobile
Network (PLMN) information for each UE may be identical,
yet it will be redundantly transferred multiple times due to the
presence of multiple UE.

To reduce the amount of transferred data and to avoid
each UE experiencing context acquisition delay, we propose
a migration procedure as illustrated in Fig. 4. At time ¢;, the
migration decision is made. The source instance compresses

all context and transmits them to the target instance. The
consistent format of the context and repetitive fields enhance
compression efficiency. The source instance still handles sig-
naling until it receives confirmation from the target instance
at time to, indicating successful reception of the compressed
context.

At time 5, the source instance ceases processing signaling
and forwards all incoming signaling to the target instance.
If the UE context is modified between t; and ¢, the source
instance sends these updates, along with the end_marker, to
the target instance. The end_marker signifies the latest UE
context. If the source instance currently uses the UE context
for processing, it stops the processing and sends the signal-
ing, any modified context, and the end_marker to the target
instance. The source instance then notifies the TCN to update
its address to that of the target instance and instructs the N2-A
to update the N2 interface address. Upon the signaling arriving
at the target instance, the signaling is immediately processed
if the UE context contains the end_marker; otherwise, the
processing is delayed until the end_marker is received.

B. System Model

We consider the set of satellites denoted as & =
{51, 82,...,8v}. Each satellite establishes ISLs with neigh-
boring satellites within the same and adjacent orbits, adhering
to a well-established “grid” topology [34]. For satellites in
the first and last orbits, their opposite travel directions result
in significant relative velocity, preventing the formation of
ISLs. The rapid movement of satellites leads to a continuously
dynamic network topology. We define the set of time slots as
T ={1,2,3,...,T}. Within each time slot, we assume that
inter-satellite delay and satellite resources are constant. The
delay between the ¢-th and j-th satellites at time ¢, denoted as
d(i, j), is computed using the Dijkstra algorithm [35].

The distance and elevation angle between UE and each
satellite continually change, influencing the quality of commu-
nication. At each time slot, the UE selects a satellite for access
based on criteria such as the longest connectivity duration,
lowest satellite load, or nearest proximity. In this study, we
assume each UE connects to the nearest satellite.

The ground is divided into zones A = {ay,a2,a3,...,a4},
where each zone a; has a population denoted as a’. It is
assumed that the UE can directly establish connections with
the S-gNB [36]. The connectivity between terrestrial zone a;
and satellite s; at time ¢ is represented by o] ;, where of ; =1
indicates a connection, and a;j = 0 indicates no connection.
Thus, the load on each satellite can be represented as follows:

A

t L, t

lsj = E a; *ay (D)
i=1

As user plane traffic exceeds control plane traffic, more S-
UPFs need to be deployed. Assuming there are M S-UPFs
within the RCPF’s service region, it is essential to deploy
the S-UPF and RCPF on separate satellites to ensure timely
data forwarding. Due to the satellite movements, both the
RCPF and S-UPF may drift away from the UE or exit their



designated regions, necessitating continuous migration. The
placement of S-UPFs directly influences user plane QoS. Thus,
the migration of S-UPF is prioritized at the start of each time
slot. It is assumed that UE selects the S-UPF with minimal
delay. The variable y; ; = 1 indicates that the i-th S-UPF is
allocated to the j-th satellite at time ¢, while yl = 0 indicates
its absence. The connectivity between terrestrlal zones and
S-UPFs is denoted by fjf,, where §j, = 1 signifies that
zone a; is served by the k-th S-UPF at time slot t, and

f)k = 0 otherwise. In 5G networks, with the separation
of the control and user planes, any user plane management
necessitates interactions between the control plane, UPF, and
gNB/UE. Satellite movements and S-UPF migrations result
in variations in communication time between the RCPF, S-
eNB/UE, and S-UPF. Following the completion of S-UPF
migration (whether the S-UPF migrates to another satellite
depends on the migration strategy), the RCPF determines
whether and where to migrate based on its current position,
UE distribution, and the locations of the S-UPFs.

This study primarily focuses on the time-sensitive Xn-based
handover procedures due to the unchanging RCPF and the
presence of ISLs. The Xn interface, which connects gNBs,
facilitates signaling and data forwarding. Xn-based handover
refers to the UE handover between gNBs via the Xn interface.
Multiple RCPFs are deployed to ensure global service, with
each RCPF assigned to specific terrestrial zones, a subset of A.
Each RCPF must remain within its designated service region.
For clarity, this paper focuses on a single RCPF service region,
as the methodology can be similarly applied to other RCPF
regions. The location of the RCPF is represented by X

1 2 T
x2 :L'Q .. .’172
1 2 T
xv xv e xv

where z! = 1 indicates the presence of the RCPF on satellite
s; at time ¢, and x! = 0 indicates its absence. The assignment
of each zone to the RCPF is denoted by +;, where v; = 1
means that a; is served by the RCPF, and v; = 0 means that
a; is served by another RCPF.

1) Procedure Completion Time: The Xn-based handover
procedure is depicted in Figure 5. The UE disconnects from
the current S-gNB before PO and establishes a connection with
the new S-gNB at PO. During P1 and P2, the target S-gNB
address is transmitted to the S-UPF, and during P3 and P4, the
S-UPF address is forwarded to the target S-gNB. The PCT
represents the time required to transfer the bearer from the
source S-gNB to the target S-gNB, including the propagation
time of P1, P2, P3, and P4, as well as the processing time of
the RCPF and S-UPE. At time ¢, the transmission time of the
Xn-based handover in zone a; is calculated as:

v v
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Fig. 5. Xn-based handover procedure.

1
1
1
1
1
1
1
1
1
1
1
1
1
1
[}
1
1
1

Given the non-simultaneous launch of satellites, their hard-
ware exhibits differences. The computing capacity of the j-th
satellite, denoted as US]., is measured in CPU cycles per sec-
ond. We assume that the computing capacity of each satellite
follows a normal distribution, Uy, ~ N (u,0?%). As the number
of UE connected to a satellite increases, additional resources
are required to maintain S-gNB performance. Assuming a
linear relationship between the computing resource utilized by
the gNB and its load [37], the remaining computing resources
available for onboard NFs are expressed as:

U,, = Uy, — (pIL) (3)

where ¢ is a proportionality coefficient that depends on the
gNB performance.

The total CPU cycles required by the RCPF for Xn-based
handover signaling is ¢., and for S-UPF is ¢,. Thus, at time
t, the PCT for the Xn-based handover in zone a; is given by:

* qC Qu
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Hence, the average PCT in the RCPF service region at time

t is:
A

D?ve:AiZ% D1t+D ) &)
) =175 =1

2) Migration Model: While migration reduces the distance
between the NF instance and the UE, it incurs additional
operational costs. Intermediate satellites between the source
and target satellite must forward substantial volumes of UE
context, consuming bandwidth and energy. Furthermore, mi-
gration can increase PCT, and the inherent unreliability of
space may lead to migration failures. Thus, migrations should
be performed judiciously and infrequently.

We use the number of migrations to measure the cost. Given
the service deployment decisions x!~! at time ¢t — 1 and z! at
time ¢, the total number of migration times over a period T’



is:

T-1 V v
Mt = ZF(ZIESj’Zx?lsj) (6)
t=1  j=1 j=1

where F(s;,s;) is used to denote the migration of RCPF.

0, S = S5
1, S 7é Sj

3) Problem Formulation: The objectives of RCPF deploy-
ment are twofold: 1) minimizing the PCT, and 2) reducing the
number of migrations. However, these objectives are contradic-
tory. Minimizing PCT necessitates more frequent migrations,
and the optimal outcome depends on the relative weights
assigned to each objective. Therefore, the optimization goal
can be formulated as:

F(Si78j> = { (7)

T
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where w; and w, are weight factors. Constraint C1 ensures
that the RCPF is deployed on only one satellite at any given
time. Constraint C2 guarantees that each zone can connect
to only one satellite at a time. Constraint C3 ensures that the
RCPF and S-UPF are not simultaneously deployed on the same
satellite. Constraint C4 ensures that each zone connects only
one S-UPF.

C. Real-time On-board Control Plane Migration

For Problem 10, it is essential to determine, at each time
slot, whether migration should be initiated and identify the
optimal migration destination. Additionally, the current deci-
sion will impact subsequent decisions. The RCPF migration
in dynamic satellite networks is formulated as a 0-1 Nonlin-
ear Programming problem, which can be reformulated as a
Dynamic Uncapacitated Facility Location Problem (DUFLP).
Here, the RCPF, serving all UE within its assigned region,
is analogized as a facility. Over time, the load on each
satellite varies, similar to evolving client demands. The RCPF
migration procedure is conceptualized similarly to factory
relocation. Since the Dynamic Uncapacitated Facility Location
Problem is NP-hard [38], the RCPF migration problem in
satellite networks is also NP-hard.

We propose the ROCPM algorithm, leveraging Deep Rein-
forcement Learning (DRL) to address the migration problem,
where the RCPF acts as an intelligent agent. Reinforcement
learning is a machine learning approach that enables agents
to learn by interacting with environment and receiving re-
wards, aiming to maximize cumulative rewards. DRL is a

subset of reinforcement learning methods that employ neu-
ral networks to replace traditional state-action tables. Unlike
supervised learning, which relies on labeled input-output pairs,
DRL seeks to balance the exploration of various actions and
their outcomes with the exploitation of current knowledge
to maximize cumulative rewards. We formalize the RCPF
placement problem as an MDP, a decision-making model that
mathematically characterizes an environment through Actions,
States, and Rewards.

States: At time ¢, the state space of an agent includes
the previous deployment decision of the RCPF, inter-satellite
delay, S-UPF locations, and the available computing resources
of the satellites.

Actions: The action denotes the target location for RCPF
migration at the current time. If the target location coincides
with the current location, it implies no migration.

& — —ripme [0 t=1
r(t) = —r -

h rgF(Z;;l x?ilsj, Z;/Zl alsj), t>1

(10)

Reward: Upon making a deployment decision, the agent
immediately receives a reward. The reward function is integral
to the MDP and should be designed to align with the initial
optimization objective outlined in 10. The reward consists of
two components. The first component is the delay. The second
component imposes a penalty on the number of migrations to
discourage frequent migrations. The coefficients r; and ro are
used to weigh these components.

State Transition: The state transition function reflects the
dynamic nature of the satellite network. In the considered sce-
nario, we assume that the state transition function is unknown
to the agent. The dynamics of the environment encompass
changes in the agent’s position, S-UPF locations, inter-satellite
delay, and variations in the available computing resources of
satellites.

The ROCPM algorithm, denoted as Algorithm 1, initializes
the replay memory D with a specified capacity and initializes
both the action-value function @ and the target action-value
function @’ with random weights w. The algorithm iterates
over a maximum number of episodes, initializing the envi-
ronment at the beginning of each episode. At each time step
within an episode, the algorithm retrieves the available action
space A(s;), where s; is the current state. It then employs
an e-greedy strategy to select an action. With probability e, it
randomly selects an available action from A(s;); otherwise,
it selects the action that maximizes the action-value function
Q(s¢,a;w) within the available action space. The e-greedy
strategy serves as an exploration mechanism for agents in the
environment, addressing the issue of agents getting stuck in
local optima and premature convergence. An e-exponential
decay strategy is employed to explore the environment ex-
tensively in the early stages of training. After executing the
selected action, the algorithm stores the tuple (s¢, at, 7'+, St+1)
in the replay memory D. Periodically, a random batch of
experience is sampled from D to update the action-value



Algorithm 1: Real-time On-board Control Plane Mi-
gration Algorithm

1: Initialize replay memory D

2: Initialize action-value function ) with random weights w

3. Initialize target action-value function @’ with weights
W =w
for episode = 1 to MaxEpisode do
Initialize state s;
fort=1to T do
Get the available action space A(s;)
Randomly select an available action a; € A(s¢)
with probability e
9: Otherwise, select a; = arg max,c 4(s,) Q(5t, a; W)

A

10: Execute action a; in the environment and observe
reward 7; and next state s;4;
11: Store transition (s¢, as, r¢, S¢11) in replay memory
D
12: Sample a random batch of experiences
(Sj, Qj,Tj, 8j+1) from D
13: Set y; =
r; if s;41 is terminal
rj +ymaxy Q(s;+1,a’;w’) otherwise
14: Perform a gradient descent step on
(y; — Q(s5,aj; w))? with respect to the network
parameters w
15: Every C' episodes, update target network: w’ = w
16:  end for
17: end for

function (). For the migration of RCPF, the current migration
action impacts future states. When updating the action-value
function, the algorithm computes the target y; by considering
future rewards with the discount factor v. A gradient descent
step is then performed on the mean squared error between
the predicted Q-value and the target. Additionally, the target
network @’ is updated with the weights of the current action-
value function @) every C' episodes to stabilize learning.

V. EVALUATION

A. Cooperation between Satellite and Ground

We employ UERANSIM to simulate the behavior of UE
and gNBs [39]. Since UERANSIM lacks support for Xn-
based handover, we develop the Xn-based handover function.
OpenAirlnterface [40] is utilized and modified as RCPF and
TCN. The VMs running RCPF and TCN are equipped with
Intel(R) Core(TM)2 Duo CPU T7700 @ 2.40GHz, with 4GB
and 32GB of memory, respectively. To simulate the operation
of RCPF under limited on-board resources, we use the cpulimit
tool to restrict the maximum CPU usage of RCPF to 20%.

We consider four common UE-initiated procedures: Xn-
based handover, deregistration, PDU session release, and ini-
tial registration, which includes PDU session establishment.
Table I details the initiation and termination signaling for these
procedures. PCT is defined as the duration from the initial re-
quest received by the network interface to the final reply issued
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Fig. 6. Average task clock of the RCPF w.r.t. the number of
procedures per second.

by the network interface. To assess the impact of satellite-
ground collaboration, the signaling associated with the Xn-
based handover is processed on the RCPF, while the signaling
for the remaining three procedures is processed on the TCN.
The experiment involves two gNBs deployed on separate VMs.
Initially, a substantial number of UE complete registration
and PDU session establishment, laying the groundwork for
subsequent procedures. Thereafter, a subset of UE starts the
Xn-based handover procedure, while others start deregistration
and PDU session release. New UE then initiates registration
procedures.

The time interval between procedures is the inverse of the
number of procedures per second. However, due to interactions
in Radio Resource Control (RRC) and Radio Link Simulation
(RLS) between UE and gNBs, the time interval from trigger
by UE to gNB sending signaling varies for each UE. Con-
sequently, the signaling arrival interval at the RCPF can not
strictly adhere to predefined intervals. The Nagle algorithm in
SCTP is disabled to avoid bundling multiple data chunks and
delay signaling transmission. To ensure precise measurement
of PCT, packets are captured on the network interface of
the RCPF using Wireshark tools rather than on the UE.
Because the request and response signaling queue in the gNB
caused significant fluctuations in PCT. Consequently, it can
not adequately reflect the accurate PCT, making comparisons
between different methods unreliable.

1) Number of Procedures Per Second: First, we compare
the CPU usage and PCT relative to the number of procedures
per second. Various concurrencies are considered, with values
[12, 48, 84, 120, 156], and each scenario is run for 5 seconds.
Xn-based handovers constitute 50% of the total procedures,
with the remaining three types each accounting for 16.7%. Five
experiments are conducted for each scenario, and the results
are subsequently aggregated.

The Perf tool is used to collect the task clock which repre-
sents the duration in which the RCPF is occupying the CPU,
as depicted in Fig. 6. Notably, SGSM consistently outperforms
Single Satellite Method (SSM) across all concurrency, achiev-
ing substantial time savings of approximately 67% (67.0%,
67.7%, 67.5%, 67.9%, and 67.6%, respectively). In SGSM,
signaling related to Xn-based handover and signaling sent



TABLE 1

Initiation and Termination Signaling for Four Procedures

Procedure Type

Initiation Signaling

Termination Signaling

Xn-based Handover PathSwitchRequest PathSwitchRequestAcknowledge
Registration InitialUEMessage PDUSessionResourceSetupRequest
Deregistration DeregistrationRequest DeregistrationAccept

PDU Session Release

PDUSessionReleaseRequest

PDUSessionReleaseCommandAccept
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Fig. 7. Procedure completion time w.r.t. the number of procedures per second.

by gNB to CN without requiring a response from CN are
processed on-board, while other signaling is forwarded to TCN
for processing. In the SSM, which serves as a benchmark,
the on-board RCPF solely processes all signaling without
distinguishing between time-tolerant and time-sensitive types.
SSM does not involve synchronization of UE context with
the ground. Reducing the task clock is a crucial advantage
for satellites to decrease energy consumption significantly.
Additionally, the task clock of SSM grows more rapidly,
indicating it sooner exhausts CPU resources. At maximum
CPU capacity, the number of signaling processed per second
by SSM significantly lags behind SGSM. This difference
is attributed to the SGSM forwards signaling to TCN for
processing, thus conserving on-board CPU resources.

Fig. 7 illustrates the PCT for the four procedures. In all
boxplots, outliers are omitted from the visuals while still being
considered in mean value calculations. Both methods display
excellent PCT at a concurrency of 12 for Xn-based handover
procedures, as shown in Fig. 7 (a). The median PCT for

SGSM and SSM are 4.5 ms and 4.4 ms, respectively. Because
there is less signaling at this time, and RCPF can process
them quickly without causing signaling queuing. However,
as concurrency escalates to 48, PCT for SSM experiences a
noticeable increase, with the average PCT surging to 101.7
ms. Subsequently, at a concurrency of 84, the average PCT ex-
ceeded 200 ms, reaching 205.7 ms, which may cause declined
data-plane performance. At a concurrency of 156, over half of
the procedures surpassed 243.4 ms. In the small inset at the
top-left corner of Fig. 7 (a), the PCT for SGSM exhibited an
upward trend but remained at relatively low values. When the
concurrency is 156, the average PCT is 6.7 ms, representing a
substantial 97.5% reduction compared to SSM’s PCT of 266.4
ms. This advantage stems from the RCPF forwarding other
signaling to the TCN for processing, with forwarding time
notably shorter than processing time. Therefore, the Xn-based
handover processing does not need to wait for RCPF to process
the other three types of signaling.

SGSM’s performance at a concurrency of 12 is inferior to



SSM’s for registration (Fig. 7 (b)), deregistration Fig. (7 (c)),
and PDU session release procedures (Fig. 7 (d)). Because the
additional transmission time between the RCPF and TCN is
longer than the RCPF’s queuing time. Compared to SSM,
the average PCT for registration, deregistration, and PDU
session release in SGSM are approximately 425.9 ms, 109.4
ms, and 101.9 ms, respectively. These procedures undergo
4, 1, and 1 Round-Trip Time (RTT) between RCPF and
TCN from initiation to completion, respectively. The RTT
between the RCPF and TCN is 100 ms in this scenario.
However, in absolute terms, the maximum PCT for all three
procedures remains below 871 ms, 495 ms, and 166 ms,
which are acceptable. As concurrency increases, queuing time
becomes a more dominant factor, surpassing the time required
for transmission to the TCN. Simultaneously, SSM struggles
to handle massive Xn-based handover signaling, leading to
delayed processing of the three procedures. When concurrency
reached 156, the average PCT for SSM soar to several seconds
and, in some cases, even surpassed ten seconds. Although
these three procedures are not time-sensitive, such prolonged
duration can result in signaling timer expiration, causing UE
to perceive signaling failure and initiate the procedure anew.

The RTT value is dynamic due to satellite movement, but
our comparison focuses on the relationship between PCT and
RTT. Experiments indicate that the primary factors affecting
PCT are the number of interactions with the TCN and the
RTT value. When the access satellite of the UE and the TCN
are on opposite sides of the Earth, the propagation distance is
about half an orbit, resulting in an RTT of approximately 158
ms. Although a larger RTT leads to longer PCT, the PCT of
three time-tolerant procedures in SGSM remains below 1063
ms, 543 ms, and 214 ms, which are also acceptable.

2) Percentage of Xn-based handover: We modified the
percentage of the Xn-based handover, and compared the CPU
task clock for SSM and SGSM, as depicted in Fig. 8. In SSM,
increasing the percentage results in a decrease in the task
clock, whereas the SGSM method exhibits the opposite trend.
As the percentage rises, the other three procedures utilize
fewer CPU resources, causing the performance of the two
methods to converge. As the percentage increases, the amount
of signaling processed on-board increases, resulting in a higher
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Fig. 8. Average task clock of the RCPF w.r.t. the percentage
of Xn-based handover.

consumption of computing resources in the SGSM. When the
percentage reaches 100%, the task clock of both methods
becomes similar, about 1462 ms, as all processing occurs
on the RCPF. Registration, deregistration, and PDU session
release signaling contain the NAS PDU, whose encryption
and decryption lead to higher CPU resource utilization. At
a 25% percentage, the task clock for Xn-based handover
is only 365.5 ms, accounting for 7.98% (365.5/4580) of
the total clocks. However, for SGSM, this percentage rises
to 40.8% (365.5/896). Calculations reveal that twelve Xn-
based handovers consume approximately 146.2 ms, while
four registrations, four deregistrations, and four PDU session
releases consume approximately 562 ms. However, forwarding
four registrations, four deregistrations, and four PDU session
releases to the TCN consumes as little as 70.7 ms. Compared
to on-board processing, forwarding signaling to the TCN
results in substantial task clock savings of up to 87.4%.

In Fig. 9, we present the Cumulative Distribution Func-
tions (CDFs) of PCT for the four procedures in relation to
the percentage of Xn-based handovers. In Fig. 9 (a), it is
evident that percentage variation exerts a minimal impact on
SSM (or SGSM). However, in all three percentage scenarios,
SGSM consistently demonstrates superior PCT exceeding 60%
compared to SSM. At a 25% percentage, the mean PCT of
Xn-based handovers in SSM is 226.1 ms, attributed to the
lack of differentiation between time-sensitive and time-tolerant
signaling. As the percentage increases to 75%, the mean PCT
remains still as high as 173.1 ms. In contrast, the maximum
PCT in SGSM does not exceed 15.67 ms.

For the other three procedures, SSM performs poorly at a
25% percentage. The mean PCT for registration (see Fig. 9
(b)) exceeds 12 s, and for deregistration (see Fig. 9 (c)) and
PDU session release (see Fig. 9 (d)), it surpasses 4 s and 9 s,
respectively, rendering these values intolerable. In SGSM, the
mean PCT for these three procedures is reduced to 1065.9 ms,
236.1 ms, and 358.1 ms, respectively. This discrepancy arises
because, in SSM, all signaling is queued within the satellite.
Conversely, in SGSM, some signaling is queued within the
satellite while some is queued on the ground, thereby reducing
queuing time. As the percentage increases, the average PCT for
registration, deregistration, and PDU session release decreases.
At a 75% percentage, the mean PCT for the three procedures in
SSM decreases to 3063.9 ms, 934.2 ms, and 1757.4 ms. Fewer
messages containing NAS fields expedite signaling processing.
Notably, the PCT for the three procedures in SGSM only
account for 17%, 12%, and 8% of those in SSM, due to the
absence of Xn-based handover signaling in the TCN queue.
Frequent handovers between satellites generate a substantial
amount of handover signaling. Regardless of the percentage,
SGSM’s performance is markedly superior to that of SSM.

In SSM, a few PCT are lower than those in SGSM, primarily
because signaling is generated for only 5 seconds. As time
progresses, a large number of signaling are processed, and
the queue becomes not congested, resulting in lower PCT in
SSM. However, for SGSM, the transmission time to the TCN
increases the PCT, which causes it to exceed SSM.
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Fig. 9. Procedure completion time w.r.t. percentage of Xn-based handover for all the considered control plane procedures.

B. RCPF Migration Procedure

We compared two methods of transmitting UE context:
compressed and uncompressed. The experiment used UE
context from the database generated by the stateless AMF
to supplant the RCPF. The amount of transferred data with
respect to the number of UE is depicted in Fig. 10. The max-
imum number of UE is 3000. The compression algorithm is
Zstandard. In the absence of compression, the total transferred
data equates to the product of the number of UE and the
size of one UE context. In the compressed scenario, a batch
of UE context is extracted from the database and subjected
to compression. Experimental results demonstrate that the
compression approach significantly reduces the amount of
transferred data. The compressed data size is approximately
3% of the uncompressed volume. This reduction can be
attributed to the presence of numerous identical fields in the
UE context, such as Mobile Country Code (MCC), Mobile
Network Code (MNC), Data Network Name (DNN), SMF
information, gNB information, among others.

For different compression levels, the size of the compressed
data is very similar. However, as depicted in Fig. 11, a lower
compression level takes shorter compression and decompres-
sion time and occupies fewer task clocks which indicates lower
CPU consumption. Both compression and decompression time
and task clock exhibit exponential growth with increasing
compression levels. The compression and decompression time
for level 1 is approximately 2% of the highest level. It is
advisable to opt for a lower compression level due to the high
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Fig. 10. The amount of transferred data w.r.t the number of

UE.

degree of data pattern repetition.

We compared the time spent on UE context migration
between the compressed transmission scheme and the direct
transmission scheme. In the experiments, the uncompressed
size of a single UE context is 3895 bytes. When the com-
pression level is set to 1, the compression and decompression
time for varying numbers of UE is illustrated in Fig. 12. As the
number of UE increases, the compression and decompression
time increases linearly. Based on the experiment data, the re-
gression model predicting the compression and decompression
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time ¢ is as follows:

¢ =0.01446.311 x 10~° x ue_num (11)

Assuming a bandwidth of 1 Gbps, the direct transmission
time can be approximated as 3.895 x 8 x 107¢ x ue_num
seconds. The amount of transferred data is reduced to 3% of
the original amount. The ratio between transmission time with
compression and transmission time without compression is:

¢+ 0.03 x 3.895 x 8 x 1076 x we_num
3.895 x 8 x 106 x ue_num

Hence, although the cost of the compression method doubles
the transmission time, a 97% reduction in transmitted data
volume is achieved.

~ 2.05

12)

C. Dynamic Placement of Control Plane

In this experiment, we evaluate the performance of our
migration algorithm. We adopt the OneWeb polar constellation
[41], comprising 12 orbital planes with 54 satellites in each
plane. The period 7' is 1000 minutes, and the time interval
is 20 seconds. The region served by a RCPF ranges in
longitude from 93.6°E to 126.8°E, and in latitude from 18°N to
54°N. Different computational resources are allocated to each
satellite. We obtain satellite positions at each time slot using
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Fig. 13. Distribution of terrestrial UE.

the System Tool Kit (STK) [42], following the rules described
in [43]. The population data for each zone is sourced from
LandScan Global Population Data [44], as depicted in Fig.
13.

While various strategies exist for S-UPF migration, the
deployment algorithm for the S-UPF is beyond the scope of
this paper. To maintain generality, we implement a random S-
UPF migration strategy. Specifically, when an S-UPF exits the
assigned region, it is randomly migrated to another satellite.
Furthermore, the new S-UPF location must differ from both
the previous S-UPFs and the RCPF positions.

For comparison, we consider the following service deploy-
ment methods as benchmarks:

1) Max Dur: Migration is initiated only when the RCPF
leaves the designated service region, and the target
satellite is selected based on the longest duration within
the region.

2) Max CPU: The RCPF is deployed on the satellite with
the highest available computing resources at each time
slot. It will be promptly migrated to another satellite
whose available resources are richer.

3) OPtimal: At each time slot, the RCPF is deployed to
the satellite that minimizes the average PCT of Xn-based
handover within the service region.

At the initial time slot, the RCPF deployment position for all
methods is the optimal position except Max CPU.

Initially, we compare the average PCT of each zone within
time 7" under different methodologies, as depicted in Fig. 14
and Fig. 15. It is evident that Max CPU exhibits the poorest
performance, primarily due to the placement of the RCPF at
the locations with the highest available computing resources,
thereby disregarding the impact of propagation delay. More-
over, satellites with the highest available computing resources
also imply fewer UE, rendering the RCPF more likely to
be located at the edge of the service region. This increases
the propagation time for a substantial number of UE (e.g.,
as shown in the middle part of Fig. 13), causing significant
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fluctuations in the average PCT. Due to the lower frequency
of service migration in Max Dur, it results in a pronounced
variance in PCT across zones. Both OPtimal and proposed
ROCPM exhibit lower fluctuations compared to Max Dur
and Max CPU. For OPtimal, the average PCT in the RCPF
service region over time 7' is 27.4 ms, representing the lowest
among all methodologies. This can be attributed to the optimal
placement of the RCPF at each time slot. However, while
ROCPM is slightly inferior to the OPtimal, its performance
remains comparable. The average PCT is 30.4 ms, representing
only a marginal increase of approximately 11% compared to
OPtimal.

Furthermore, the OPtimal and ROCPM provide differ-
ent zones with different service quality. Both OPtimal and
ROCPM offer superior services for the central hotspot zones.
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Fig. 16. Number of RCPF migrations over time slots for
various deployment methods. The upward trend of the curve
signifies the migration of services from one satellite to another.

This strategy benefits network providers by enabling them to
deliver high-quality services to numerous UE with minimal
resource expenditure, thereby boosting their profits. The zone
with the lowest PCT is not the one with the most UE,
as placing the NF on the satellite serving this zone would
significantly increase signaling processing time. Conversely,
Max Dur and Max CPU do not take the distribution of UE
into consideration.

Due to the additional costs incurred by service migration,
we investigate the number of RCPF migrations under different
deployment methods, as illustrated in Fig. 16. It is evident that
Max Dur exhibits the fewest migrations, which is attributed
to its trigger mechanism. As anticipated, both Max CPU
and OPtimal methods demonstrate a higher frequency of
migrations, with 24 and 31, respectively. In both methods,
the RCPF migrates as soon as a better deployment location
is found. Conversely, ROCPM achieves comparable perfor-
mance with only 6 migrations, representing 25% of OPtimal’s
migrations. Through training, ROCPM effectively migrates by
not solely relying on the current state to determine actions
but also considering the impact of current actions on the
future. Consequently, it optimizes behavior at each time slot,
and seeks better migration strategies to minimize the PCT of
the Xn-based handover. Compared to the Max Dur, ROCPM
performs three extra migrations, leading to a 24.8% reduction
in average time. In comparison, the OPtimal method requires
28 additional migrations, only resulting in a 32.2% reduction.

When the traffic density is high, the RCPF coverage region
becomes smaller, leading to frequent migrations. But high
traffic density often indicates urban areas with TCN. In such
areas, the accessing satellite of the UE may only need few hops
to reach a nearby TCN. In these situations, there is no need
to place the RCPF on the satellite, as the latency between the
UE and the TCN is relatively low. Our approach is especially
advantageous in remote areas, where the considerable distance
to the TCN leads to significant transmission delays. Different
deployment strategies should be applied based on the charac-



teristics of various regions. The proposed deployment strategy
of mobile networks on satellite networks can collaborate with
terrestrial deployment strategies to achieve superior global
coverage.

VI. CONCLUSION

In this paper, our goal was to efficiently integrate terrestrial
mobile core networks with LEO satellite networks, thereby
enhancing signaling processing performance for UE access-
ing via satellites. First, to reduce on-board queuing time,
we introduced RCPF to redesign the control plane network
functions. We proposed SGSM, categorizing signaling into two
types: time-sensitive signaling processed on-board and time-
tolerant signaling processed on the ground. SGSM leverages
terrestrial resources to facilitate on-board processing using
the designed UE context synchronization mechanism. Second,
to address the increased propagation time due to satellite
movement, we designed a migration procedure for RCPF to
decrease the amount of transferred data during migration.
Additionally, we proposed a migration algorithm considering
the distribution of UE and S-UPFs to further optimize the
migration strategy. Experiments demonstrated that our pro-
posed satellite-terrestrial integrated core network architecture
exhibits superior performance in terms of on-board signaling
processing.
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