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Abstract

We propose a new space-time coding scheme for the quasi-static
multiple-antenna channel with perfect channel state information
at the receiver and no channel state information at the trans-
mitter. The new scheme includes both trellis space-time codes
and layered space-time codes as special cases. When the num
ber of transmit antennas is not larger than the number of re-
ceive antennas our scheme can be efficiently decoded by min-
imum mean-square error (MMSE) decision-feedback interfer-
ence cancellation coupled with Viterbi decoding through the use
of per-survivor processing (PSP). We discuss the code design
for the new scheme, and show that finding codes with optimal
diversity is much easier than for conventional trellis space-time
codes.

Our scheme yields a large performance gain with respect
to coded V-BLAST of similar complexity, and it can be easily
coupled with the recently proposédear-dispersion precoding
to handle the case of a number of receive antennas smaller than
the number of transmit antennas.

1. Introduction

Transmission schemes based on multiple antennas have at-
tracted much attention in the recent years as a viable solution to
increase spectral efficiency and performance of wireless chan-
nels. Roughly speaking, works on multiple antennas can be

classified depending on the assumptions on the channel state in-

formation (CSI) available at the transmitter and at the receiver.
In practice, the assumption of perfect CSI at the receiver holds
approximately when the channel varies very slowly with respect
to the duration of a codeword (quasi-static assumption). This
is a quite realistic assumption in several situations where the
mobility of wireless terminals is limited or absent (e.g., indoor
wireless local-area networks, wireless local loops). On the con-
trary, the assumption of perfect CSl at the transmitter holds only
if a delay-free error-free feedback link from receiver to trans-
mitter exists, or if time-division duplexing is used, where each
end can estimate the channel from the incoming signal in the
reverse direction. Motivated by the above considerations, we
conclude that assuming perfect CSI at the receiver and no CSI
at the transmitter is reasonable.

Coding schemes for the quasi-static multiple-antenna chan-
nel with perfect receiver CSI have been proposed in several
works (see for example [1, 2, 3, 4, 5]). In this paper we propose
a new scheme nicknamed “wrapped” space-time coding that in-
cludes both the trellis space-time codes of [1] and the layered
space-time codes of [2] as special cases. For thercaseg our
scheme can be efficiently decoded by minimum mean-square
error (MMSE) decision-feedback interference cancellation cou-
pled with Viterbi decoding, through the use of per-survivor pro-
cessing (PSP) [6]. We discuss the code design for the new
scheme, and show that finding codes with optimal diversity is

actually much easier than for conventional trellis space-time
codes. We show many examples where the maximum possible
diversity is achieved by well-known trellis codes.

We compare our scheme with V-BLAST [7], which is also
based on decision-feedback interference cancellation but it does
not exploit PSP, and we show that the latter suffers severely
from error propagation in the feedback decisions while the pro-
posed scheme does not. Also, we consider the caset and
we show that our scheme can work as outer coding where inner
coding (or “precoding”) is obtained by the recently proposed
linear dispersion codes [5].

2. Coding for Quasi-Static
Multiple-Antenna Channels

The multiple-input multiple-output (MIMO) system witlh

transmitting (Tx) and- receiving (Rx) antennas considered in

this paper is defined by [1, 8]
Yo =+YHxn +2,, n=1,... ,N (2)

wherex,, € X isthe vector of modulation symbols transmitted

in parallel at timen by the Tx antennasy’ C C denotes a com-

plex modulation signal set with unit average enetgy,c C”

is the noise vector i.i.d~ N(0,1), yn € C" is the corre-

sponding vector of received signal samples at the output of the

Rx antennast € C"*" is the channel matrixy is the SNR per

Tx antenna, and is the code block length. We assume that the

channel matrix is normalized such thgtraceE[HH"] = 1,

so that the average received SNR per Rx antenna is given by

ty. We consider the case whel is random but constant

over N > max{t,r} channel uses, and we assume that the

receiver knowdH perfectly, while the transmitter has no knowl-

edge ofH.

A space-time code (STC) for the above channel is a set
S C XN of t x N complex matrices (codewords). Code-
word matricesX = [xi, ... ,xn] are transmitted by columns,
in NV consecutive channel uses. The STC spectral efficiency is
given byn = + log, |S| bit/channel use. By definition, the in-
formation bit-energy over noise power spectral density ratio is
given by Ey, /No = ty/n.

In [1], Tarokhet al. found criteria to design STC. They con-
sidered the pairwise-error probability (PEP) with maximum-
likelihood (ML) decoding and, in the case of Rayleigh/Rician
fading coefficients, they indicated as the most important crite-
rion for constructing STC, the maximization of the minimum
rankp of the codeword difference matr® = X' — X over all
distinctX, X’ € §. We shall refer to this minimum rank as the
coderank-diversity.

For large N, STC can be constructed from multidimen-
sional trellis codes (M-TCM) with trellis termination [1, 4].
Namely, consider a M-TCM codé over X of rate R = b/t



Figure 1:Layered ST code witht = 4, d = 6 and N’ = 24.
The index m indicates the component codewords ¢(™ and the
integer entriesin the array indicate the index of the £-th element
cE,m> of ¢(™).

bit/symbol, where each trellis step correspondsitdormation
(input) bits and ta code (output) symbols, and the subcode of
all c € Cleaving a given trellis stat® and merging into a given
trellis statesy after NV trellis steps. Then, a trellis STC can be
obtained by simply formatting the codewordsst x N ma-
trices, i.e., by transmitting thiesymbols produced by the trellis
encoder at each trellis step in parallel on thex antennas.

The difficulty in constructing these codes is that the rank-
diversity is hard to evaluate and it is not easily related to the
algebraic properties of the underlying M-TCM code. An excep-
tion is represented by the class of binary and quaternary trellis
codes ovetZ, andZ, mapped onto BPSK and QPSK, respec-
tively. In fact, in this case a condition on the underlying alge-
braic codes referred to as thary-rank criterion is shown to
imply the rank-diversity of the resulting ST&and it is used to
construct STCs with full rank-diversity (i.e., wigh= t) [8].

The ML decoder for trellis STC can be implemented by
the Viterbi Algorithm (VA) applied on the trellis of the under-
lying M-TCM code. However, for fixed code rafe and rank-
diversityp the decoder complexity grows exponentially with the
number of Tx antennas Because of the difficulty in code de-
sign and because of decoding complexity, trellis STC are prac-
tically restricted to smal.

In [2], Foschini proposed a STC scheme suited to handle
a very large number of Tx and Rx antennas. In this scheme,
M codesCV), ... ™) over X produce independently code-
wordse®, ..., c¢®™) of length N’ = td, whered > 1 and
M are given integers. These codewords are diagonally inter-
leaved (or “layered”}, as shown in Fig. 1, in order to form
thet x N (with N = d(M + ¢t — 1)) codeword matrix
X = Lq(cW, ..., ™M), wherel, indicates the “layered”
diagonal interleaver with interleaving deldy(see Fig. 1).

A reduced-complexity suboptimal decoder for this scheme
is obtained by a linear front-end followed by decision-feedback
interference cancellation [2]. The linear front-end, defined by a
matrixF € C"', produces the sequence of received vectors

Vi =FHyn, n=1,...,N
Then, each codeword™ is decoded by taking as observable
the sequence of samples

t
T‘Em) = Ujn _ﬁ Z bj,k/-r\k,na t=1,... 7N, @)
k=j+1

n [7] another layered scheme based on standard rectangular (or
“vertical”) interleaving is considered, and in [9] a comparison between
“horizontal” and diagonal layered schemes is presented.
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Figure 2:Wrapped ST code with¢ = 4 and d = 6. The integer
entries in the array indicates the index of the ¢-th element ¢,
of the component codeword c. An example of the indexing rule
¢ (n) isgiven for j = 3 and n = 20.

where the one-to-one index mappifm, £) « (j,n) is in-
duced by the interleavet,, v;,» is thej-th element ofv,, b;

is the (4, k)-th element of the matriB = FPH andzy, is

a decision on thék, n)-th symbol of X. From Fig. 1, we see
that the elements,, ,, for k = j+1,... , ¢ correspond to either
zeros (for which no decision is needed) or to symbols of code-
wordsc™") with indexm’ < m. Therefore, by decoding the
codewords in the orde: = 1,... , M, the decisions needed
in (2) are provided by earlier decoded codewords.

3. “Wrapped” Space-Time Codes

In the original layered construction of [2], the length of each
component codeword 8" = dt. Because of practical hard-
ware complexity limitationg cannot be a very large number.
This implies that in order to have long codewords, the inter-
leaving delayd must be large. If interleaving delay is an issue,
the layered scheme is forced to work with short component code
block lengthN’. This might pose a serious problem for using
trellis codes with a large number of states. In fact, the code
memory might not be negligible with respectad thus yield-

ing a non-negligible rate loss due to trellis termination.

For this reason, we propose a scheme which keeps the the
simplicity of decision-feedback decoding while allows for arbi-
trarily long component codewords and small interleaving delay.
Interestingly, trellis STC and layered STC are found to be spe-
cial cases. In the proposed scheme, a single ¢bdeer X
produces a codeword of length N”’. This codeword is diag-
onally interleaved in order to form thex N codeword matrix
X = Dy(c), with N = N''/t + (t — 1)d. The diagonal inter-
leaverD, is defined by

if 1<¢;(n)<N"

R Ctj(n)
Lim = { 0 otherwise ©)
forl <j<tandl <n < N, where
tiln) =[n—-1—( —1dt+j. )

The codeword matrixXX is filled by wrapping the codeword
c around its diagonals, as illustrated by Fig. 2. Hence, this
STC scheme shall be referred tovasapped space-time code
(WSTC). In this way, the interleaving delay becomes a
free parameter, independent of the component codeword block
lengthN"".

As a limiting case, the interleaving delay may be alse
0, i.e., a vertical interleaver may be used. For consistence with
the cased > 0, where code symbols with lower index take
the lower positions in each column of the codeword maXix



(see Fig. 2), fodl = 0 we assume that the codeword mafKx

is filled with the elements of the codewoedby starting from
the lower positions of the codeword matrix. In this case, index
£;(n) in (3) becomes

channelj if decisions in (6) are correct, i.e., if the contribu-
tion of past symbols is canceled exactly. Moreover, the noise
samples, are not Gaussian and not independent, in general.
However, provided that these assumptions hold, this scheme de-
composes the MIMO channel (1) intgparallel channels with
cyclic interleaving.

Given the analogy between this scheme and decision-
feedback equalization of ISI channels, standard choices for the
front-end filter matrixF are also inspired by equalization [14].

If H has rankt, an information-lossless front-end is given by
the WMFF = Q, whereH = QB is the “QR” decomposi-
tion [15] of the channel matrifl, whereQ € C"* has or-
thonormal columns anB € C'* is upper triangular. In this
case, thg-th channel SNR is given bg; = ~|b; ;|> and the ad-
ditive noise is exactly Gaussian i.i.d. (subject to the assumption
of perfect feedback decisions). Another information-lossless
front-end is the unbiased MMSE filter whogeth columnf;

is the solution of the SNR maximization problem

liln)=Mn—-1)t+t—j+1. (5)

Remark 1 If C is a M-TCM code of rateR = b/t, thenS =
Do(C)isatrelis STC. e =CMV) x---x ™) (i.e.,Cis given
by the Cartesian product of codé&, ... ,c?*D), thens =
D4(C) = La(CV, ... ,c™)isalayered STC. Hence, WSTC
is a generalization of both trellis and layered STC schemés.

Remark 2 Because of the lower and upper triangles of zero
symbols in the codeword matrix defined by (3), there is an in-
herent rate loss oft — 1)d/N. This is negligible ifN' > td.
Moreover, if the transmission of a long sequence of codewords
is envisaged, the codeword matrices can be concatenated in or-
der to fill the leading and tailing triangles of zeros, so that no
rate loss is incurred. o maximize g;

_ _ { subject to |£]* +~ 3242} [bl* = 1
4. Decoding of Wrapped Space-Time Codes

In the case whereC is a trellis code, we propose a
reduced-complexity suboptimal decoder obtained by combin-

ing decision-feedback interference cancellation with the VA, in £ =
analogy with the delayed decision-feedback detection (DDFD) !
approach for ISI channels with coding (see [10, 11, 12, 13] and

references therein). The decoder takes as observable the se-

and it is given explicitly by
. —1
[I +7 342 he th} h;

. -1
o ez

)

guence of samples

t
re=vjn =4 Y bikZkn, €=1,...,N" (6)

k=j+1

wherev;, , andb; ;. are defined as in (2) and whete< j <t
andl < n < N are the unique integers for whidh(n) = ¢.
From the index mapping (4) (or (5) far = 0), we see that the
elementsey,, for k = j + 1,... ,t correspond to either zeros
(for which no decision is needed) or to symbolsafith index
¢ <l—td+ 1 <¢—1ford = 0). These decisions are
found in the survivor history according per-survivor process-
ing (PSP) [6].

Choice of the linear front-end filter. For the sake of sim-
plicity, the decoder treats the sequengeas if it was produced
by thevirtual scalar-input additive-noise channel

re = +/Bjce + v,

wherey, is assumed i.i.0~ NC(O, 1) and, from (4) or (5), we
have that

. t—=e=1)

2 T T |

(| - |+ denotes a modulboperation). The SNI; of the above
channel is given by

¢(=1,...,N" @)

ford=0
ford >0

bji1?
b= 2l ®)
16517 + v 22021 bjkl

wheref; is thej-th column of the front-end filteF'. Because of
diagonal interleaving, the codewotdis cyclically interleaved

overt virtual additive white Gaussian noise (AWGN) channels

with SNRspf1, ... , B, so that exactlyN" /t symbols are as-
signed to each channgl Notice that (8) is the true SNR of

whereh; denotes thg-th column ofH. In this case, thg-th
channel SNR is given by

j-1 -1
Bj =~hj' I+72hkhf] h; (10)

k=1

and the additive noise is neither Gaussian nor i.i.d. (even as-
suming perfect feedback decisions).

If H has rank less thaf) the WMF is not defined and the
MMSE filter is information-lossy. Subject to mild conditions
on the statistics oH, the probability thaH has rank less than
t whenr > tis zero. Therefore, the above schemes can be
practically applied whenever > t. In the rest of this paper
we restrict our treatment to this case, and we briefly address the
caser < t in Section 6.

5. Code Design for the WSTC

Assuming that the parallel channel model with cyclic interleav-
ing (7) holds, the PEP between two codewoegs’ € C for
given channel SNRSy, ... , 3: is given by

¢
Plc—d|B1,... ,ﬁt):Q< 22,8]"11)]‘) (11)
j=1

whereQ(z) 2 = \/,lz_ﬁe‘zz/zdz is the Gaussian tail function
and where we define theguared Euclidean weight (SEW) w;

as

s, )
wj =7 > & — il (12)
n=1

(the correspondence between symbolgs ahdcd and symbols
of X = Dy(c) andX' = Dy(c') is given by (3)).



A sensible criterion for the design of the component c6de
is to maximize the codblock-diversity ¢, defined by

5= L) #0)]

min

13
c,c’'eC:c’ ( )

that is, to maximize the minimum number of non-zero rows in
the matrix differencdd = X' — X for each pair of distinct
codewords matriceX, X' € Dy(C). The block-diversity cri-
terion has been investigated in [16, 17, 18] for the design of
trellis codes for cyclic interleaving and/or periodic puncturing.
The relationship between the rank-diversity of a WSTC and the
block-diversity of its component code is given by the following:

Proposition 1 Consider a code C over X of rate R bit/symbol
and block-diversity 6. Then, the rank-diversity p of the corre-
sponding WSTC § = D;(C) satisfies:

“.m)
log, || .

Moreover, there exist d for which p = 4.

pgégl—f-{t(l (14)

The proof can be found in [19].

Remark 3 From Theorem 3.3.1 of [1], we know that for any
STC overX with ¢ Tx antennas and spectral efficiengy= t R
the rank-diversity satisfies

pSl-{-{t(l—

Since this is the same upper bound on block-diversity given in
Proposition 1, we get that the wrapping construction incurs no
loss of optimality in terms of rank-diversity (for an appropriate
choice of the delayl). As a matter of fact, while it is difficult

to construct codes with rank-diversity equal to the upper bound
(15), it is very easy to find trellis codes for which the upper
bound (14) onj is met with equality, for several coding rates
and values ot. Examples of these codes are tabulated in [16,
18]. Therefore, the wrapping construction is a powerful tool to
construct STC with maximum rank-diversity. O

Remark 4 From Lemma 3.3.1 of [1] we know that a trellis
STC with rank-diversity must have constraint lengih > p.2

This constraint does not apply to WSTC. For example, the bi-
nary 4-state convolutional code (CC) of ratgt with genera-
tors(5,7,7,7) (octal notation [14]) has constraint length 3, but
the corresponding WSTC far = 4 antennas with interleaver
delayd > 2 achievesp = 4. This fact is explained by notic-
ing that the diagonal interleavexpands the state space of the
overall interleaved code. On the other hand, the PSP-based VA
decoder proposed for WTSCs works on the trellis of the under-
lying codeC, i.e., it ignores the state space expandidrnere-
fore, it is not a priori clear if WSTCs, even if optimal from the
rank-diversity point of view, are going to pay a large penalty
when PSP-based VA decoding is used instead of optimal ML
decoding. In [19], we show that the penalty incurred by the
MMSE front-end and sufficiently large interleaving deldys
practically negligible, while the penalty incurred by the WMF
front-end and anyl can be very large. O

2We define the constraint length of a trellis codelas: ynax + 1,
wherevmax is the maximal length of the shift-registers in the canonical
feedforward encoder.

3Again, we stress the analogy of the problem at hand with the case
of trellis coding over dinite-memory ISI channel, where the optimal
ML decoder requires a number of states generally larger than that of the
code alone.

15
log, | 7] (13)
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Figure 3: WER of the WSTCs constructed from the CCs with
generators (5,7,7,7) and (25,27,33,37) mapped onto BPSK, in-
dependent Rayleigh fading, ¢t = r = 4.

Remark 5 In [20], a computational efficient trellis-based al-
gorithm for computing the block-diversity of trellis codes with
cyclic interleaving is given. In [19], we give another computa-
tionally efficient method for calculating the block-diversity. By
using this method, we computed the block-diversity for the bi-
nary codes of rate 1/4 and 1/2 tabulated in [14] and mapped onto
BPSK and QPSK, for different values of Some of these re-
sults are reported in [19]. We observe that several codes achieve
maximum block-diversity and therefore are good candidates for
WSTC. O

Example 1 Fig. 3 shows the word-error rate (WER) \55, / No

for WTSCs obtained from the binary CC with generators
(5,7,7,7) mapped onto BPSK and transmitted over=a r =

4 channel, withd = 0,1, 2. The channel matrix has i.i.d. ele-
ments~ N(C(O, 1) (independent Rayleigh fading). Each trans-
mitted codeword corresponds to 128 information bits. Decod-
ing is performed by the PSP-based VA working on the under-
lying 4-state trellis, with MMSE front-end. Ad increases, the
slope of the WER curve becomes steeper and steeper. In fact, it
can be checked that faf = 0 the resulting WSTC hag = 2,
ford = 1 hasp = 3 and ford = 2 hasp = 4. The solid
curve denoted as “QUB” is an analytic@uasi-Upper Bound
developed in [19] assuming the parallel channel model induced
by perfect decision-feedback.

For the sake of comparison, we show the WER performance
of the trellis STC or, equivalently, WSTC with = 0, ob-
tained by formatting the 16-state binary CC with generators
(25,27,33,37) mapped onto BPSK. This code is shown to
achieve rank-diversitpy = 4 in [8]. As expected, the slope of
the error curve for this code is the same of the 4-state WSTC
with d = 2. We also show the QUB for the 16-state trel-
lis STC assuming the parallel channel model induced by per-
fect decision-feedback with MMSE front-end. The fact that
the simulated ML curve gets asimptotically very close to the
QUB makes us conjecture that the PSP-based VA with MMSE
front-end pays almost no penalty with respect to optimal ML
decoding. An information-theoretic explanation of this fact is
provided in [19]. o

6. Performance Examples

In this Section, the WER performance of various WSTCs
are assessed for quasi-static fading channels with independent
Rayleigh fading. The union bound on the WER derived in [19]



100

8 ..';;'.'_4
o o
107t
o
-2 |
o 10 £
w
=
1073
Gl
O BPSK
--®-- (57)QUB
1074 ---- §1s,)1% QuB o)
-4-- (23,35 QUB ]
-¥-- (53,75) QUB
-®-- (133171) QUB
10-5 O (133,171) SIM A \
-8 -6 -4 -2 0 2 4 6

Figure 4: WER vs. E}/No for WSTCs based on binary CCs
of rate 1/2 mapped onto BPSK, independent Rayleigh fading,
witht = r = 4.

is also employed (curves denoted by “QUB”) and the results are
compared with computer simulation of the full PSP-based VA
decoder (curves denoted by “SIM”). In our simulations, each
codeword corresponds to 128 information symbols. As a con-
sequence, the codeword length is variable, depending on the
code rate.

Results for known convolutional codes Fig. 4 shows the
QUB on the WER for some WSTC based on binary CCs of rate
1/2 mapped onto BPSK, with= r = 4. Some points obtained
by simulating the full PSP-based VA decoder (with interleaving
delayd = 2) is shown for the sake of comparison. Also, we
included the outage probability with Gaussian inputs (Gl) [21,
22] and with discrete-inputs (points labeled BPSK) [19]. The
difference in the slope of the WER curves for the various codes
reflects the different block-diversities. Remarkably, there is still
a consistent gap (about 1.5 dB at WERL0~?) between these
simple off-the-shelf codes and the outage curve. This calls for
the design of good component codes for the WSTC scheme.

Comparison with V-BLAST. In [7], a simplified space-
time decision-feedback detection scheme nicknamed “V-
BLAST” is presented. This scheme is equivalent to a WSTC
with d = 0, but decision-feedback interference cancellation is
obtained by feeding back symbol-by-symbol decisions without
per-survivor processing. Since the order of decisions is not dic-
tated by the trellis time-ordering of the underlying code, deci-
sions are made in an order that dependdhrin order to limit
error propagation in the feedback. Namely, the columnHof
are permuted so that “QR” decomposition of the permuted ma-
trix yields WMF channel “gains” such thatinj—; ... . |b; ;|
is maximized. As in classical decision feedback-equalization, if
the V-BLAST detector is concatenated with a decoder, hard de-
cisions at the detector decision point are made only for decision-
feedback purpose, but soft values are fed to the decoder.

Fig. 5 compares the WER v€£, /Ny of a WSTC with ei-
ther MMSE and WMF front-end obtained from the binary CC
with generatorg23, 35) mapped onto QPSK, with=r = 4
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Figure 5: WER of WSTC and V-BLAST schemes with code
(23,25) and QP<K. Independent Rayleigh fading, t = r = 4.
Soectral efficiency n = 4 bit/channel use.

mance degradation of V-BLAST with respect to the WSTC is
due to error propagation in the decision feedback, and that the
PSP-based decoder is very effective in preventing such propa-
gation while the special detection ordering of V-BLAST is not.
Moreover, the complexity of the detection ordering algorithm is
larger than the extra complexity of the VA due to PSP, for large
t. Then, WSTC with PSP-based VA decoding is not only more
effective, but might be also simpler than V-BLAST.

Handling the caser < t via LD precoding. Whenr < t
the low-complexity PSP-based decoding scheme cannot be ap-
plied. Recently, Hochwald and Hassibi proposed a scheme
called “linear dispersion” (LD) coding [5]. This scheme takes
blocks of @ modulation symbols and map them onto the com-
plext x T matrix signals

Q
S = Z(a:qu +z,Dy)

q=1

where C, and D, are complext x T" matrices defining the

LD code. Then,S is transmitted column-by-column ov&r
channel uses. The resulting spectral efficiency) is= %R,
where R is the rate of the outer code. We can think of LD
coding as a precoder which shapes the originalr complex
MIMO channel into a virtuaR@ x 2rT real MIMO channel.

As long as@ andT are chosen such th@ < rT', WSTC with
PSP-based decoding can be applied as an outer coding/decoding
scheme to the LD-precoded channel.

As an example, Fig. 6 shows the WER v, /Ny of a
coding scheme obtained by concatenating the WSTC obtained
from the binary CC with generators (23,35) mapped onto QPSK
with a LD precoder designed in [5] for thie= 4, » = 1 channel,
with Q@ = 4 andT = 4. The resulting spectral efficiency is
n = 1 bit/channel use. For the sake of comparison, we show
also the outage curve with Gl on the originalx 1 channel
(curve denoted by “No prec.”) and the outage curve with Gl of
the LD-precoded channel. We notice that the gap between the

antennas with the scheme obtained by concatenating the same Gl outage of the original x 1 channel and the WER of the

trellis code with the V-BLAST detector. Simulations of the
PSP-based VA decoder for the WSTC (obtained doe= 2)

are in perfect agreement with the corresponding QUB. The V-
BLAST performance was obtained by simulation. For com-
parison, we show also the WER resulting from a genie-aided
V-BLAST detector with ideal feedback decisions (curves de-
noted by “Id. F.”), which is very similar to the WER achieved
by the WSTC without genie. This shows that the large perfor-

concatenated WSTC with LD-precoding is almost entirely due
to the LD precoder, since the simulated WER with PSP-based
VA decoding is less than 1.5 dB away from the outage of the
LD-precoded channel, while the gap between LD-precoded and
original channels is about 5 dB for WER 10™%.

The LD precoders in [5], included the one used in this ex-
ample, where designed in order to maximize the average mutual
information at a given SNR, and not to minimize the outage
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Figure 6: WER of WSTC with code (23,25) and QPSK con-
catenated with LD-precoding. Independent Rayleigh fading,
t =4,r = 1. Sectral efficiency n = 1 bit/channel use.

probability for a given spectral efficiency. We believe that a
better WER performance for the LD-precoded channel can be
achieved by explicitly designing the precoder in order to mini-

mize the outage probability.

7. Conclusions

(6]

(7]

(8]

9]

[10]

[11]

A new scheme, nicknamed “wrapped” STC was proposed. This [12]

scheme generalizes both trellis and layered STCs and it is suited
to a large number of antennas and low complexity decoding,
based on MMSE decision-feedback coupled with PSP-based
Viterbi Decoding. We showed that any trellis codes with max-
imal block-diversity can be turned into a WSTC with maximal
rank-diversity, with the advantage that block-diversity is easy to
check and maximal block-diversity is easily achieved by several
well-known trellis codes. We also showed via numerical exper-
iments that the MMSE decision-feedback receiver coupled with
the PSP-based VA, providing very reliable decisions, performs

very close to optimal ML decoding.

Performance examples of the proposed scheme constructed
from well-known binary linear convolutional codes were pro-
vided. WSTCs compare veffavorably with respect to coded

V-BLAST of similar complexity. In the case < ¢, where the

[13]

[14]
[15]

16]

decision-feedback scheme cannot be used directly, our scheme [17]

is naturally suited to work as outer code where the inner code

(pre-coder) is a linear dispersion code as studied in [5].
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