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Abstract— We present a framework for iterative
multiuser joint decoding based on the application
of the sum-product algorithm to the factor graph
representation of the a posteriori joint probability
mass function of the users information bits. Sev-
eral low-complexity algorithms previously pro-
posed based on parallel and serial hard and soft
Interference Cancellation (IC) are derived in a
simple and unified way. A wide class of these
algorithms is analyzed by using the approach of
density evolution on graphs combined with results
from the theory of large random matrices.

I. SYSTEM MODEL

Notation conventions: Let A be a matrix, then
a,,a” and ap,, denote the n-th column, the k-th
row and the (k,n)-th element of A; z ~ N (p, )
indicates that the random vector z is complex
circularly-symmetric jointly Gaussian with mean
E[z] = p and covariance E[(z — u)(z — p)?] = Z;
A « B indicates that A and B differ by a multi-
plicative term.

We consider the uplink of a coded direct-sequence
CDMA system with synchronous transmission (at
the chip, symbol and frame level) over frequency-
non-selective channels.  The system is frame-
oriented, i.e., encoding and decoding is performed
frame-by-frame. In each frame, the complex base-
band equivalent discrete-time signal is given by [1]

(1)

where: Y € CI*V is the array of received sig-
nal samples; N € C*V is the corresponding ar-
ray of noise samples, assumed complex circularly-
symmetric Gaussian i.i.d. ~ N¢(0,1); S € ClxK
contains the user spreading sequences by columns;
W = diag(wy,...,wg) contains the user complex

Y =SWX+N

amplitudes wy; X € CEK*N is the array of trans-

mitted code symbols zj,, € A (where A is a unit-
energy modulation alphabet, e.g., M-PSK); N, T, L
and K denote the code block length and the train-
ing sequence length (in symbols), the spreading fac-
tor (number of chips per symbol) and the num-
ber of users, respectively. With the normaliza-
tion |sg|? = 1, the signal-to-noise ratio (SNR) of
user k is given by 7x = |wg|?. At each frame,
each user encodes a sequence of B information
bits by into a code word x* = ¢ (by) where ¢y, :
{0,1}Bx — Cy is the encoding function, C, is the
code book of user k, and Ry = By /N is the coding
rate in bit/symbol. In this paper we consider non-
systematic non-recursive convolutional codes (CC)
mapped onto BPSK or Gray-mapped onto QPSK.
Each code word is independently interleaved be-
fore transmission. The system spectral efficiency
is given by p = 04sz:1 Ry, where a = K/L is the
channel load (users per chip).

II. JOINT DECODING: GRAPH REPRESENTATION
AND ITERATIVE ALGORITHMS

Factor graph. The a posteriori pmf of the user
information bits is given by

N K
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where we define the code constraint functions
pr(x,b) = 1{x = ¢, (b)} and the channel transition
functions qn(x) = exp (— lyn — SWx|2>. Fig. 1
represents the factor graph for Pr(by,...,bgl|Y)
induced by the factorization (2) (black circles de-
note information bits, white circles denote coded
symbols).

The sum-product algorithm. The optimal



MAP detection rule minimizing the average BER
for each user is based on the posterior marginal
pmfs of the user information bits. In general, the
marginalization of Pr(by,...,bx|Y) has complex-
ity exponential in K [1]. A general method for
approximating the posterior marginals consists of
applying the sum-product algorithm [2] to the fac-
tor graph. In the sum-product algorithm the factor
graph nodes exchange “messages” along the graph
edges. In our case, messages are in the form of real-
valued functions defined over A. We let Q, ,(a) and
Py n(a) denote the messages calculated at the n-th
channel transition function node ¢, and at the k-
th code constraint function node pg, respectively,
and sent to the variable node zy ,, (a € A denotes a
dummy variable). The basic computation steps of
the algorithm are given as follows.

Computation at the channel transition function
nodes:

Qk,n(a) X Z exp <_ lyn — SWa|2) H Pj,n(aj)
34T 7k

(3)

Computation at the code constraint function nodes:

Z H Qr,j(a;) (4)
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In some works (see [3] and references therein), the
quantities defined in (4) is referred to as the “ex-
trinsic information” (EXT) of the decoder and the
calculation (4) is often referred to as soft-in soft-
out (SISO) decoding. Unfortunately, the CDMA
channel has no particular structure enabling effi-
cient evaluation of (3) and this computation has
still complexity exponential in K.

III. LOW-COMPLEXITY APPROXIMATIONS: IC
SCHEMES

We notice that (3) consists of computing the a
posteriori pmf of x, ,, given the observation y,, as-
suming that the interfering symbols x;, are statis-
tically independent with marginal pmf P;, (a). By
artificially modifying the marginal pmfs of the in-
terfering symbols several low-complexity algorithms
can be derived in a unified way.

Hard IC. By replacing Pj,(a) with its single

mass point approximation ﬁ]n( ) =1

if a
arg maxgeca Pjp(a) (3) reduces to Qpnla) o

exp (—’yk |2k m — a|2 where
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(5)

and where Zj,, are hard decisions based on the EXT
pmfs Pj,(a).

SUMF-based soft IC. By replacing Pj ,(a) with the
complex circularly-symmetric Gaussian pdf with
the same mean 2, = Y 4, aPj,(a) and variance
Eim 1— |%j,n|2, yn can be treated as a Gaus-
sian vector conditionally on zy,. With the addi-
tional simplifying assumption that y, is condition-
ally white, after some trivial algebra (3) reduces

to Qrn(a) x exp (—5,167,z |2k m — a|2> where we let
Opn=—1=t—— and
kom 1+1 > ik Vil an
forae A
Zkn = w_ksk Yn — Z SjW;Tjn (6)
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LMMSE-based soft IC. We make the same condi-
tional Gaussian approximation but we take into
account the resulting covariance matrix X, =
Z#ksjsﬂwﬂ%jm + I.  Then, (3) reduces to

Qrnl(a) o exp (—Bk,n|zk,n—a|2> where we let

/Bk,n

=1
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zkn—ﬁ Sk Ekn Yn — Zs]w]xjn (7)
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Remark: on the use of APPs versus ex-

trinsic pmfs. In several papers (e.g., [4], [5], [6],
[7], [8]) similar algorithms were derived from dif-
ferent arguments but z;, and z;, are calculated
based on the APPs and not on the EXT pmfs. As
a consequence, the residual interference plus noise
at the decoder input, (., = 2k pn — Tk, is biased
conditionally on zy, [9], [10], ie., E[Ckn|Trn] =
—k nTkn Where pg, > 0. In other words, the use
of APPs induces a term which reduces the useful sig-
nal while trying to cancel interference. On the con-
trary, if EXT probabilities are used (assuming large



random interleavers) (j , is conditionally unbiased
and behaves as an additive noise term. It turns
out that the APP based algorithms provide a max-
imum spectral efficiency considerably lower than
their EXT-based counterparts derived here [11].

IV. ASYMPTOTIC PERFORMANCE ANALYSIS

There are two main obstacles to the performance
analysis of the IC algorithms derived in the previ-
ous section: 1) The factor graph contains cycles;
2) The output statistics of 2z ,, produced by IC and
filtering depends in a complicated way on the inter-
ferers residual power and spreading sequences. The
first obstacle is removed by assuming N — oo. The
second obstacle is removed by assuming random
spreading and a large system regime, i.e., K — oo
while the load K/L converges to a given value «
(see [12] and references therein).

Our analysis is based on the probability den-
sity evolution (DE) [13]. Briefly, the messages
{Pri(a) : a € A} and {Qkn(a) : a € A} are random
vectors and their pdfs evolve with the iterations by
propagating along the factor graph. The proba-
bility measure on the messages is induced by the
joint probability measure of the noise N and of the
code words X (uniformly distributed over the user
codes). Both the IC steps and the SISO steps can
be characterized in terms of input-output SNR, (by
making a Gaussian approximation of log-likelihood
ratios at the SISO outputs). The details involve
several technicalities and are given in [10]. Notice
that the APP-based algortihms of [4], [5], [6], [7],
[8] cannot be analyzed in this way since APPs vio-
late the basic fact that what is propagated forward
nevers comes back, which is indeed satisfied by the
sum-product (EXT-based) algorithms.

Let n(™ denote the Asymptotic Multiuser Ejffi-
ciency (AME) at the input of the decoder of any
user (in a large system this is independent of the
particular user). Then, for each of the IC schemes
derived before it is possible to write a recursion for
n € [0,1] in the form

™) = f(F(y),n™)

where F'() is the limit of the empirical distribution
of the user SNRs and the functional f depends on
the particular IC scheme considered. Fig. 2 shows

the characteristic curves of the above recursion for
CC of rate R = 1/2 and generators (5,7)s mapped
onto BPSK, equal power users with SNR v = 3dB
(corresponding to Ep/Ny = 6 dB), and a = 2.5
users/chip. Stable fixed points corresponds to the
intersections of the “S” shaped curve with the di-
agonal, with slope less than 1. For load « less than
a certain threshold which depend on the SNR and
on the IC scheme considered, a single stable fixed
point exists for which 7 is very close to 1. This
corresponds to the (quasi) single-user performance,
i.e., the iterative decoder is able to remove com-
pletely interference and all users achieve the single-
user BER bound. If another fixed point appears,
then the system gets stuck at a very high BER. For
example, in the figure, the hard IC scheme does
not reach the single-user performance while the soft
SUMF and MMSE scheme do. Then, for a given
target BER the system spectral efficiency is deter-
mined by p = o*R where o* is the maximum load
at which the single-user performance (equal to the
target BER) is attained.

Fig. 3 shows the spectral efficiency achievable by
optimal binary CCs of rate 1/2 and 4,8,16,32 and
64 states concatenated with BPSK and QPSK with
various receivers (hard and soft IC) and infinite
iterations. For the sake of comparison, the spec-
tral efficiency achievable by optimal joint decoding,
linear MMSE and SUMF with single-user decod-
ing and Gaussian inputs is also shown (see [14]).
The code complexity increases with Ey /Ny and de-
creases with the spectral efficiency p.
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