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Abstract

Using multicast delivery to multiplesceivers reduces the aggregate bandwidth required from the network com-
pared to using unicast delivery to each receiver. Howevdticast is not yet widely deployed in the Internet. One
reason is the lack of incentive to use multicast delivery. To encourage the use of multicast delivery, we define a new
bandwidth allocation policy, calleflog R D, taking into account the number of downstreauaivers. This policy
gives more bandwidth to a multicast flow as compared to a unicast flow that shares the same bottleneck, however
without starving the unicast flows. Therg RD policy provides also an answer to the question on how to treat a
multicast flow compared to a unicast flow sharing the same bottleneck.

We investigate three bandwidth allocation policies for multicast flows and evaluate their impact on both receiver
satisfaction and fairness using a simple analytical study and a comprehensive set of simulations. The policy that
allocates the available bandwidth as a logarithmic function of the number of receivers downstream tifedhedo
achieves the best trade-off between receiver satisfaction and fairness.

Keywords: Unicast, Multicast, Bandwidth Allocation Policies.

1 Introduction

There is an increasing number of applications such as software distribution, audio/video conferences, and audio/video
broadcasts where data is destined to multieteivers. During the last decade, ltieast routing and multicast delivery

have evolved from being a pure research topic [7] to being experimentally deployed in the MBONE [11] to being
supported by major router manufacturers and offered as a service by some ISPs. As a result, the Internet is becoming
increasingly multicast capable. Multicast routing establishiesethat connects the source with the receivers. The
multicast tree is rooted at the sender and the leaves are the receivdtadulelivery sends data across this tree
towards the receivers. As opposed to unicast delivery, data is not copied at the source, but is copied inside the network
at branch points of the multicast distribution tree. The fact that osiggle copyof data is sent over a link that leads to
multiple receivers results in a bandwidth gain oflthcast over unicast whenever a sender needs to send simultaneously

to multiple receivers. Giverk receivers, thenulticast gainfor the network is defined as the ratio of unicast bandwidth

cost to multicast bandwidth cost, where bandwidth cost is the product of the delivery cost of one packet on one link



and the number of links the packet traverses from the sender t8 teeeivers for a particular transmission (unicast
or multicast). In case of shortest path unicast and multicast routing between source and receiverkictst gain
for the model of a full o-ary multicast tree'is
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Even for random networks and multicast trees different from the idealized full o-ary tree, the multicast gain is
largely determined by the logarithm of the number of receivers [21, 24].

Despite the widespread deployment of multicast capable networks, multicast is rarely provided as a service and
network providers keep the multicast delivery option in their routers turned off. However, multicast results in band-
width savings for the ISPs and allows the deployment of new services like audio/video broadcast. Several reasons
contribute to the unavailability of multicast; multicast address allocation, security, network management, billing, lack
of congestion control, lack of an incentive to use multicast are among the reasons that slow down the deployment of
multicast (see [8] for a detailed discussion about the deployment issues for the IP multicast service). In this paper,
we address how to increase the incentive to use multicast from the receiver’s point of view. It could be argued that as
multicast consumes less resources than unicast, a service using multicast should be charged less than the same service
using unicast. However, as multicast is expensive to be deployed and probably more expensive to be managed (group
management, pricing, security, etc.) than unicast, it is not clear whether a provider will charge less for multicast than
for unicast. As discussed by Diot [8], multicast is only cost-effective for an ISP when it results in significant bandwidth
savings. Indeed, as multicast is significantly more expensive than unicast, it is most of the time worthwhile to support
small groups with unicast. We believe that the main incentive for a provider to use multicast is that multicast enables
the deployment of new services that scale with a large number of receivers, for example audio and video broadcast.

The problem of providing receivers with an incentive to usétivast is very difficult. In general, users want high
satisfaction, but do not care whether the provider uses unicast or multicast to deliver the content. The argument that
multicast allows applications to scale with a large number of receivers is not a good argument for a user because it
does not change the user’s satisfaction, except if the service cannot be provided without multicast due to a very large
number of receivers. If we give more bandwidth toltimast, a multicast user will experience a higher satisfaction
than a unicast user which results in an incentive to use multicast.

We saw that it is not easy to establish precisely who benefits how much from multicast. However, we saw that
multicast allows to deploy new services. Therefore, it is very important to give a receiver-incentive toltisasnu
in order to give to the receivers an indisputable benefit to udeéaast. We want to give an incentive to use multicast
by rewarding the multicast gain in the network to the receivers; at the same time we wanttanieast traffic fairly
relative to multicast traffic. The two motivations for increasing the bandwidth share for multicast compared to unicast
are: First, to give a receiver-incentive to uselticast; Second, to favor multicast due to its significant bandwidth
saving. We believe that the second point can be highly controversial. It does not seem fair to give the same amount
of bandwidth to a flow serving one receiver and to another one servingitonsireceivers. However, the notion of
fairness is subjective and debatable.

We investigate bandwidth allocation policies that allocate the bandwidth locally at each single link to unicast and
multicast traffic, and we evaluate globally the bandwidth perceived by the receivers. For three different bandwidth

!See section 3.1 for some insights on the multicast gain and appendix A for a rigorous proof of the results.
The problem of treating fairly unicast and multicast traffics is related to the more general question of how multicast flows should be treated
in comparison to a unicast flow sharing the same bottleneck.



allocation policies, we examine the case where a unicast network is augmented with a multicast delivery service and
evaluate the receiver satisfaction and the fairness among receivers.

The rest of the paper is organized as follows. In Section 2 we present the three bandwidth allocation strategies, and
introduce the model and the assumptions for their comparison. In Section 3 we give some insights into the multicast
gain, and we analytically study the strategies for simple network topologies. In Section 4 we show the effect of
different bandwidth allocation policies on a hierarchical network topology. In Section 5 we discuss the practical issues
of our strategies, and Section 6 concludes the paper.

2 Model

2.1 Assumptions

We examine, in this paper, how to best allocate the bandwidth of a link between competing unicast and multicast traffic.
We consider scenarios with a given numbesf unicast sources, a given numberof multicast sources, a different
numberM of receivers per miticast source, and a different bandwidttfor each network link to be allocated among

the source-destination(s) pairs.

For this study, we make several assumptions and simplifications. The assumptions are: i) Knowledge in every
network node about every flo; through an outgoing link. ii) Knowledge in every network node about the number
of receiversRi(S;, ) for flow S; reached via an outgoing link iii) Each node is making the bandwidth allocation
independently. A particular receiver sees the bandwidth that is the minimum bandwidth of all the bandwidth allocations
on the links from the source to this receiver. iv) The sources have theitigpbsend through different bottlenecks
via a cumulative layered transmission [20, 19]. For receivers of the satieastidelivery, the (bottleneck) bandwidth
seen by different receivers may be different. In fact, each receiver sees the maximum available bandwidth on the path
between the source and the receiver.

These assumptions are not restrictive in the sense that they do not simplify or limit the model. Indeed, i) and ii)
are mandatory for per-flow bandwidth allocation with respect to the number of receivers. Weakening assumption ii)
to require only, for instance, the knowledge in some network nodes about roughly the number of receivers per flow
reached via an outgoing link, is a area for future research. Assumip}isimply considers independent nodes, and
iv) guarantees that the sources are able to get all the available bandwidth.

However, in order to make the evaluation of the model more tractable, we make two simplifications concerning
the traffic: i) A constant bit rate traffic for every flow. ii) No arriving or departing flows. Simplification i) means that
we do not consider the throughput variations of a flow, for instance, due to congestion control. Therefore, the sources
immediately get all the available bandwidth. Simplification ii) means that we do not consider the dynamics of the
flows, for instance, in the case of Web traffic (multiple arriving and departing flows to get a web page). As we consider
a static scenario, the sources remain stable at the optimal rate. These simplifications are useful to eliminate all side
effects and interferences due to dynamic scenarios. We do not claim our model to take into account the dynamics of
the real Internet, but to provide a snapshot. At a given moment in time, we evaluate the impact of different bandwidth
allocation policies for a given scenario. Adding dynamics to our model would not improve our study, but simply adds
complexity in the evaluation of the bandwidth allocation policies. Indeed, the dynamics is not related to the bandwidth
allocation policies, but to the ability of the sources to get the available bandwidth. The impact of the dynamics of the
flows on the bandwidth allocation policies is, however, an avenue for future research.



2.2 Bandwidth Allocation Strategies

We present three bandwidth allocation policies. It is important to us to employ the bandwidth-efficient multicast
without starving unicast traffic and to give at the same time an incentive for receivers to connecttidgasnuather
than via unicast. Our objective is twofold: On one hand we want to increase the average receiver satisfaction, on the
other hand, we want to assure a fairness among different receivers.

We assume a network of nodes connected via links. At the beginning, we assume every netwdnkdirklink
bandwidthC;. We compare three different strategies for allocating the link bandwidtb the flows flowing across
link [. Letn; be the number of flows over a link Each of the flows originates at a sour€g: € {1,...,n;}. We
say that a receiver is downstreamof link [ if the data sent from the source to receivas transmitted across link
l. Then, for a flow originating at source, R(S;,!) denotes th@umber of receivers that are downstreamof link
[. For an allocation policy, B, (S;, () denotes the bandwidth shared of lih&llocated to the receivers 6f that are
downstream of.

The three bandwidth allocation strategies for the bandwidth of a singlé #irdk

¢ Receiver Independent (RI):Bandwidth is allocated in equal shares among all flows through a link — indepen-
dent of the number of receivers downstream. At a lirdach flow is allocated the share:

1
Brr(S;,1) = n_lCl

The motivation for this strategy is: thel strategy does not represent any changes in the current bandwidth
allocation policy. This allocation policy weighs multicast and unicast traffic equally. We consider this policy as
the benchmark against which we compare the other two policies.

¢ Linear Receiver Dependent (LinRD):The share of bandwidth of linkallocated to a particular flow; depends
linearly on the number of receivef(S;, /) that are downstream of link
R(S;, 1)

Brin Si, )= =————C
Link0 (55 1) = S T

The motivation for this strategy is: givenreceivers forS; downstream of link, the absence of multicast forces
the separate delivery to each of thd2eeceivers via a separate unicast ffowor a multicast flow, we allocate
a share that corresponds to the aggregate bandwiditseparate unicast flows.

¢ Logarithmic Receiver Dependent (LogRD):The share of bandwidth of linkallocated to a particular stream
S; depends logarithmically on the number of receiv(s;, /) that are downstream of link
1+ 1In R(S;,1)
>t (14 1In R(S;,1))

Brogrp (Si) 1) = ¢y

The motivation for this strategy is: multicast receivers are rewarded with thtécesi gain from the network.
The bandwidth of link allocated to a particular flow is, just like the multicast gain, logarithmic in the number
of receivers that are downstream of lihk

3We assume shortest path routing in the case of unicast and multicast.
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Our three strategies are representativedagseof strategies. We do not claim that the strategies we pick are the
best representatives of each class. It is not the aim of this paper to find the best representative of a class, but to study the
trends between the classes. One can define numerous classes of strategies. We do not claim that one of the three classes
of strategies is optimal. However, we restrict ourselves to these three strategies as we believe these policies shed light
on the fundamental issues that come with the introduction of the number of receivers in the bandwidth allocation.
The following example illustrates the bandwidth allocation for the case dfittear Receiver Dependepblicy. We
have two multicast flows originating & andS; with three receivers each (see Fig. 1).

R R Ry

S; 3/6=1/2C 2/3CG
-~ ————
S, 3/6=1/2C, 1/3G,
1/2C
,,,,,, 3
Node R
— Red link
— How§S
Flow S,
Sourcei

receiver j of sourcei
Capacity of link k

ol N

Figure 1: Bandwidth allocation for linear receiver-dependent policy.

For link 1, the available bandwidtty; is allocated as follows: Sinc&(S;,1) = 3 andR(S5;,1) = 3, we get
Brinrp(S1,1) = Brinrp(52,1) = %Cl = 0.5C}. Forlink4, we haveR(S;,4) = 2 andR(S2,4) = 1. Therefore
we getBri.rp(51,4) = %04 and Brinrp (52,4) = %04. Given these bandwidth allocations, the bandwidth seen
by a particular receiver is the bandwidth of the bottleneck link on the path from the source teor example, the
bandwidth seen by receiveét; is min(3C1, 2Cy, £ ).

The way we allocate bandwidth could lead to scenarios where bandwidth needs to be reallocated, we call this
the bandwidth reallocation problemimagine three flowd, F,, and F5 with only one receiver each. The flows

I, and I, share a link of bandwidthC', and flowst, and I35 share a linkl ¢ of bandwidth%. With any of the
2
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three policies, the bandwidth allocated on lilzk is % for £} and I, and the bandwidth allocated on lirdk is
2

% for I, and f3. Therefore,l, cannot use its allocated bandwio@hon link {. However, as we consider static
scenarios with constant bit rate flows, the bandwidth that is not usdg loannot be reallocated tB;. This is the
bandwidth reallocation problenThis problem could adversely impact the results of the simulation. One way to solve
this problem is to consider dynamic flows which grab the available bandwidth in case of unused bandwidth. This is
contrary to the simplifications required by our model. Another way to solve this problem is to statically reallocate the
unused bandwidth. However, in case of a complex topology, this leads to convergence problems that are beyond the
scope of this paper. In fact, we decided to evaluate, for each simulation, the amount of unused bandwidth, and we
found that there is very little unused bandwidth. Therefore, we do not expect the bandwidth reallocation problem to
adversely impact the results of our simulations.

2.3 Criteria for Comparing the Strategies

Our goal is to increase the megeteiver satisfactiorhowever, not at the detriment tdirness In order to evaluate
receiver satisfactioandfairness we define two basic measures, one describing the average user satisfaction, the other
one describing the fairness among users.

Receiver Satisfaction

There are many ways to define receiver satisfaction and the most accurate is reidi@ietnfortunately, utility is
a theoretical notion that does not allow to compare the utility of two differecgivers and does not give an absolute
(i.e. for all receivers) scale oftility [12]. We measurereceiver satisfactionas the bandwidth an average receiver
seeé. Letr be a receiver of a source and let(ly,1s,...,11) be the path of. links from the source to, then, the
bandwidth seen by the receivers:

B, = minL{Bp(S7 L} p € {RI,LinRD, LogRD}

1=1,...,

With the total number of receivers of all sources we define thraean bandwidth B, as:
R
_ 1 . .
B, = = > By, p € {RI,LinRD, LogRD} (1)
r=1

Jiang et al. [17] introduced a global measure for the throughput delivered via the whole network that is defined as
the sum of the mean throughput over all the flows. For the global throughput measure, itis possible to weight multicast
flows with a factorR®, whereR is the number of receivers afid< o < 1. To the best of the authors knowledge, the
approach of Jiang et al. [17] is the only one taking into account the number of receivers tfcashfiow. While
their approach takes into account the number of receivers to measure the global network throughput, our approach is
different in two aspects: First, we take the number of receivers into account fatltieation of the bandwidth on
links and use a policyl{og R D) that weights multicast flows in the allocation with the logarithm of the number of
receivers. Second, we measure receiver satisfaction with respect to all receivers, not just the ones of a single group.

“While there are other criteria to measure satisfaction such as delay or jitter, bandwidth is a measure of interest to the largest number of
applications.



Fairness

For inter-receiver fairness, several measures exist, including the product measure [2] and the fairness index [16]. For a
discussion of the different measures see [13].

Jiang et al. [17] defined inter-receiver fairness for a singl#ioast flow as the sum of the receiverliies, where
utility is highest around the fair share. Due to the icagies coming with thetility function, we do not consider a
utility function and use a fairness measure that takesdantount all receivers of all flows.

We use the standard deviation of the bandwidth among receivers to be the measure of choice for inter-receiver
fairness.

R

R
o= J L > (B, - Bp)? p € {RI, LinRD, LogRD} (2)
r=1

The key point with this fairness measure is that we consider a notion of fairness independent of the network and
of the localization of the bottlenecks. Indeead#ch receiver has a given satisfaction. The feeling of fairness for each
receiver only depends on the satisfaction of the other receivers, but is independent of any network parameters. For
instance, if a receiver has a satisfaction lower than all the other receivers, he will feel a high unfairness even if his low
satisfaction is due to a slow modem.

We defineideal fairness as the case where all receivers receive the same bandwidthiddairfairness our

measurer = 0 has its lowest value. In all other cases, the bandwidth sharing among receivers is unfair and

Optimality

The question now is how to optimize batceiver satisfactioandfairness For the strategy and the scenarig, let

o (p, s) be the function that defines our fairness criteria Big, s) be the function that defines our receiver satisfaction.
An accurate defittion of s is: s 4+ p defines the full knowledge of all parameters that have an influence on receiver
satisfaction and fairness. Salefines all the parameters without the strategWe define

Ormaz(S) = mpin o(p,s)

and ) )
Bz (s) = max B(p, s)

We want to find a functiorf'(s) such asv s: o(F(s),s) = 04.(s) andV s: B(F(s),s) = Ba:(s). If such a
function F'(s) exists for alls, it means that there exists a p&ir(s), s) that defines for als an optimal point for both
receiver satisfactioandfairness Feldman [12] shows thagceiver satisfactiois inconsistent wittfairness, which
means it is impossible to find such a functidifs) that defines an optimal point for botaceiver satisfactiomnd
fairnessfor all s. So we cannot give a general mathematical criteria to decide which bandwidth allocation strategy is
the best. Moreover, in most of the cases it is impossible to find an optimal point foSoartiao.

Therefore, we evaluate the allocation policies with respect to the tradeoff betemsver satisfactiomndfair-
ness Of course, we can define criteria that can apply in our scenarios, for instance, sttateggtter than strategy
Bif Z—g <Ly andg—g > I, whereL ; is the maximum loss dhairnessaccepted for strategy and/; is the minimum

5In terms of mathematical economics we can say that Pareto djtyiisanconsistent with fairness criteria [12].



increase ofeceiver satisfactioffior strategyA. But, the choice ofL ; and /; needs a fine tuning and seems pretty
artificial to us.

Receiver satisfaction and fairness are criteria for comparison that are meaningful only in the same experiment.
It does not make sense to compare the satisfaction and the fairness among different sets of users. Moreover, it is
impossible to define an absolute level in satisfaction and fairness. In particular, it is not trivial to decide whether a
certain increase in satisfaction is worthwhile when it comes at the price of a decrease in fairness. Hopefully, for our
study the behavior of the three strategies will be different enough to define distinct operating points. Therefore, the
evaluation of the tradeoff betweegceiver satisfactioandfairnessdoes not pose any problem.

3 Analytical Study

We first give some insights into the multicast gain and the global impact of a local bandwidth allocation policy. A
rigorous discussion of both points is given in appendix A and appendix B. Then, we compare the three bandwidth
allocation policies from Section 2 for basic network topologies in order to gain some insights in their behavior. In
Section 4 we study the policies for a hierarchical network topology.

3.1 Insights on Multicast Gain

We can define the multicast gain in multiple ways aadh defiition may capture very different elements. We restrict
ourselves to the case of a full o-ary distribution tree with either receivers at the leaves — in this case we model a point-
to-point network — or with broadcast LANs at the leaves. We consider one case where the unicast and the multicast
cost only depends on the number of links (the unlimited bandwidth case) and another case where the unicast and the
multicast cost depends on the bandwidth used (the limited bandwidth case).

We define thdandwidth costas the sum of all the bandwidths consumed on all the links of the tree. We define
thelink cost as the sum of all the links used on the tree; we count the same liimkes when the same data are sent
n times on this link. LetC; be the unicast bandwidth/link cost from the sender to all of the receiver§ gnthe
multicast bandwidth/link cost from the same sender to the seoevers.

For the bandwidth-unlimited case, every link of the tree has unlimited bandwidtid.;ahdC’y; be the link cost
for unicast and multicast, respectively. We define the multicast gain as thegg?atidf we consider one receiver on
each leaf of the tree, the rtticast gain depends logarithmically on the number of receivers. If we consider one LAN
on each leaf of the tree, the fitinast gain depends logarithmically on the number of LANs and linearly on the number
of receivers per LAN (see appendix A.1 for more details).

For the bandwidth-limited case, every link of the tree has a capatitiet Cy andC'; be the bandwidth cost
for unicast and multicast, respectively. Unfortunately, for the bandwidth-limited case, the multicast gain defined as
%ﬁ makes no sense because it is smaller than 1 for a large numberltidasiureceivers (see appendix A.2 for

more details). We define another measure that combines the satisfaction and the cost that we call cost per satisfaction
GB — global cost
~— global satisfaction

the multicast gain ag% whereGG By andG By are the unicast and multicast cost per satisfaction, respectively. If

we consider one receiver on each leaf of the tree, the gain depends logarithmically on the number of receivers. If we
consider one LAN on each leaf of the tticast tree, the gain depends logarithmically on the number of LANs and
linearly on the number of receivers per LAN (see appendix A.2 for more details).

that tells us how much bandwidth we invest to get a unit of satisfaction. Now, we define



In conclusion, for both the bandwidth unlimited and limited case, the multicast gain has a logarithmic trend with
the number of receivers in case of point-to-point networks. Thiicast gain has also a logarithmic trend with the
number of LANSs, but a linear trend with the number of receivers per LAN. Therefore, with a small number of receivers
per LANs the multicast gain is logarithmic but with a large number of receivers per LANs thieastigain is linear.
Appendix A gives an analytical proof of these results.

3.2 Insights on the Global Impact of a Local Bandwidth Allocation Policy

In section 2.2, we suggest theg RD policy because we want to reward the Itiaast receivers with the niticast
gain. However, it is not clear whether allocating locally the bandwidth as a logarithmic function of the number of
downstream receivers achieves to reward th#ioast receivers with the niticast gain, which is a global notion.

To clarify this point, we consider a full o-ary tree for the bandwidth-unlimited case when there is one receiver per
leaf. We find (see appendix B for a proof) that the policy that rewards multicast with its gainfig/tth&> policy and
not theLog RD policy as expected. If we reward multicast with its real gain using/the? D policy, we will give
to multicast the bandwidth that corresponds to the aggregate bandwigttbefarate unicast flows (see section 2.2).
However, we have to consider that we use multicast in order to save bandwidth. If we allocate to a multicast flow the
same bandwidth than the bandwidth usedibgeparate unicast flows, the use of multicast makes no sense as it does
not save bandwidth compared to unicast. Therefore, rewarding a multicast flow with its gain (as defined in appendix A)
makes no sense.

In the following, we will see that théin R D is a very aggressive policy for unicast flows while the; R D policy
gives very good results for both the unicast and multicast flows.

3.3 Comparison of the Bandwidth Allocation Policies
3.3.1 Star Topology

We consider the case whekeunicast flows need to share the link bandwidthwith a single multicast flow withn
downstream receivers, see Fig. 2.

With the R1 strategy, the bandwidth share of a IinkEiJ{rlC for both a unicast and a multicast flow. ThénRD
strategy gives a share gnﬂr—kC to each unicast flow and a share.¢-C' to the multicast flow. Thé.og RD strategy
results in a bandwidth o,gmc for a unicast flow an%%(i for the multicast flow.

. ! . k4(1+Inm -
The mean receiver bandwidths over all receivers (unicast arlimg:am) for the three policies are:

1 kg c
k+mi:1k+1_k+1

. 1 (& ¢ & mC k+m?
Brinrp = k+M(Zm+k+Zm+k)_(k+m)20

ABRI =

_ 1 il C o C(1+lnm) \  k+m(l+Inm)
Brogrp = i Lm Ek—l- L+inm +§:k‘|‘ 1+Inm)) (k+m)k+1+1nm ¢
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SU : Unicast source
R : Unicast receiver
Sy Multicast source
R\ : Multicast receiver

Figure 2: One multicast flow andunicast flows over a single link.

By comparing the equations for any number of multicast receiwvers, 1, and any number of unicast floks> 1
we obtain:

BLmRD > BLogRD > BRI (3)

The receiver-dependent bandwidth allocation strategiegyRD and LogRD, outperform the receiver-
independent strategi/ by providing a higher bandwidth to an average receiver. This is shown in Fig. 3, where
the mean bandwidths are normalized By;, in which case the values depicted express the bandwidth gain of any
policy overRI.

Fig. 3(a) shows the mean bandwidth fer= 60 multicast receivers and an increasing number of unidasts
1,---,200. The receiver-dependent policiésn R D and Log RD show an increase in the mean bandwidth when the
number of unicasts is small compared to the number of multicast receivers. The increase With e policy is
less significant than the increase with thie R D policy since thd.og R D policy gives less bandwidth to the multicast
flow than theL:n R D policy for the same number of receivers. Atilshally, more link bandwidth is allocated to the
multicast flow than in the case of a higher number of unicasts, which result in a lower share for multicast. With an
increasing number of unicasts, the gainef. RD andLog RD decreases.

After assessing the bandwidth gain bfn RD and Log RD for a number of unicast receivers higher than the
number of multicast receivers, we turn our attention to the case where the numbdtichAstveceivers is increasing
m = 1,---,200 and becomes much higher than the number of unicasts (0). Fig. 3(b) shows that the mean
bandwidth forL:in RD andLog RD is increasing to multiples of the bandwidth &f .
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Mean bandwidth, Star, C=1, m=60

Mean bandwidth, Star, C=1, k=60
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(a) Increasing the numbér of unicasts;60 multicast re-
ceivers.

(b) Increasing the size of the multicast grou0 unicasts.

Figure 3: Normalized mean bandwidth for the Star topology.

We saw that the receiver-dependent policies significantly rewaittigast receivers and that thien R policy
is better than thd.og RD policy with respect to the receiver satisfaction. Now, we have to study the impact of the
receiver-dependent policies on the fairness.

Standard deviation, Star, C=1, k=60
0.4

— RI
0.35j LinRD .
--- LogRD

025, : : : k L -

bandwidth
o
n

10 10" 10
size of the multicast group

Figure 4. Standard deviation for the Star topology. Increasing thessizel, ..., 200 of the multicast groupf = 60
unicasts.
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The following equations give the standard deviation over all receivers for the three policies:

crr = 0

k-m

OLinRD = C(m_lv(mm)iﬁ(mm—m

_ C-lnm k-m
TLosBD = 11 4 lum (k+m)(k+m—1)

By comparing the equations for any number of multicast receiwvers, 1, and any number of unicast floks> 1
we obtain:

OLinRD > OLogRD > ORI (4)

While the L:nRD is the best policy among our three policies with respect to the receiver satisfaction, it is the
worst policy in terms of fairness. Fig. 4 shows the standard deviatioh fer 60 unicast flows and an increasing
multicast groupn = 1, ..., 200. With the Star topology, all unicast receivers see the same bandwidth andtadbsiu
receivers see the same bandwidth. Between unicast receivers #ichstueceivers no difference exists for thé
strategy. For thd.:nRD strategy a multicast receiver receivestimes more bandwidth than a unicast receiver and
for the Log RD strategy a multicast receiver receid@s+ In m) times more bandwidth than a unicast receiver. The
standard deviation for all the receivers is slightly increased with g D policy compared to thé& ! policy, and is
more significantly increased with tHen R D policy compared to th& ! policy (see Fig. 4).

The high bandwidth gains of thiezn R D strategy result in a high unfairness for the unicast receiversL&pR D,
the repartitioning of the link bandwidth between unicast and multicastivers is less unequal than in the case of
LimRD. In summary, thd.og RD policy leads to a significant increase in receiver satisfaction, while it introduces
only a small decrease in fairness. We can conclude that among the three stratedids makes the best tradeoff
between receiver satisfaction and fairness.

Surprisingly we will obtain nearly the same results in Section 4.3 when we examine the three policies on a large
random network. The similarity of the Fig. 3(b), and 4, with the figures of Section 4.3 indicates that the simple Star
topology with a single shared link can serve as a model for large networks.

3.3.2 Chain Topology

We now study bandwidth allocation for the case where a multicast flow is traversing a unicast environment of several
links. We use a chain topology, as shown in Fig. 5, whetmicast flows need to share the bandwidth with a single
multicast flow leading tan receivers. However, the unicast flows do not share bandwidth among each other, as
opposed to the previous single shared link case for the star topology.

At each link, theR[ strategy allocates ifC for both the unicast flow and the multicast flow. Th&xRD strategy
results in a share o;fnﬂr—lC for the unicast flow and-27C' for the multicast flow. ThelogRD strategy results in a

share ofmC for the unicast flow and a share @1{2—20 for the multicast flow.

The mean receiver bandwidth for the three cases is:

| Q)
| Q)

B 1 k4+m
Bp = ——
RI k—l—m;
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SU : Unicast source
R : Unicast receiver
Sy Multicast source
R M : Multicast receiver

Su

Figure 5: One multicast flow andunicast flows over a chain of links.

_ 1 LIS " m-C k + m?
Brinrp = k—l—m(;m—l—l—l_;m—l—l)_(k—l—m)(m—l—l)c
1 k C 2 C(1+1nm) k+m—+m-Ilnm

= C
k—l—m(ZQ—l—lnm—l—Z 241Inm (k+m)(2+1Inm)

BLogRD
=1
The strategy with the highest mean bandwidth depends on the relation between the number of multicast receivers

and the number of unicast flows. If the number of unicasts equals the number of multicast re¢eivers,then all
policies result in the same average receiver bandwidét/@f For all other cases, with > 1 andm > 1 we have:

Bry > BLogRD > BLinkD k>m
Brinrp > Brogrp > Bri E<m (5)

The receiver-dependent policiésn R and Log RD perform better than th&/ policy when the size of the
multicast group is larger than the number of unicast sessions. While the number of multicast receivers can increase
to large numbers and is only limited by the number of hosts in the network, the number of unicast crossing traffic is
limited by the length of the path source-receiver. This is shown in Fig. 6, where the mean bandwidths are normalized
by Brr, in which case the values depicted express the bandwidth gain of any polici fver

Fig. 6(a) shows the mean bandwidth far= 30 multicast receivers and an increasing number of unicast sessions
k = 1,...,200. As the number of unicasts increases, receiver-dependent policies become wor&d tpalicy.

Fig. 6(b) shows the mean bandwidth for= 30 unicast receivers and an increasing number olticast receivers.
The receiver-dependent policies perform worse thanfth@olicy for small multicast group sizes, but as the size of
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Figure 6: Normalized mean bandwidth for the Chain topology.

the multicast group increases the bandwidth gain for receiver dependent policies increases rapidly. In Fig. 6(b), for the
multicast group size: = 30, the three policies lead to the same mean bandwidth, for the multicast group siz&d,
the Lin R D policy yields to more than 20% gain over thd policy and thel.og R D policy yields to more than 15%
gain over theRR1 policy.
We see that, concerning the receiver satisfaction, the receiver-dependent policies have a more complex behavior
with a chain topology than with a star topology. To complete the study of the chain topology, we look at the fairness.
The standard deviation over all the receivers for the three policies is:

orr = 0
' C(m—1) k-m
OLinkD m+1 \E+m)k+m—1)
C-Inm k'mk—l— 1
9LogRD 24+InmV kE+m m

By comparing the equations for any number of multicast receiwvers, 1, and any number of unicast floks> 1
we obtain:

OLinRD > OLogRD > ORI (6)

The LinRD policy, as for the star topology, has to the worst fairness. Fig. 7 shows the standard deviation for
k = 30 unicast flows and an increasing multicast group= 1, ...,200. For RI, unicast receivers and rticast
receivers obtain the same share, fom RD a multicast receiver receives times more bandwidth than a unicast
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Figure 7: Standard deviation for the Chain topology as a function of thensia&the multicast group fok = 30
unicasts.

receiver and fol.og R D a multicast receiver receivés$ 4 In m) times more bandwidth than a unicast receiver. As the
multicast session siz& increases, the unicast flows get less bandwidth undetth& D and thel.og R D strategy,
while the RI strategy gives the same bandwidth to unicast and multicast receivers.L:kli&D) policy leads to

a worse fairness than thieog RD policy, however, the gap between the two policies is smaller that wittSthe
topology (compare Fig. 7 and Fig. 4).

We conclude that among the three strategied el DD strategy achieves for large group sizes the best compro-
mise between receiver satisfaction and fairness. However, f@hhatopology the superiority of th€og R D policy
is not as obvious as for ttgtartopology.

This simple analytical study allowed to identify some principal trends in the allocation behavior of the three
strategies studied. Thieog RD policy seems to be the best compromise between receiver satisfaction and fairness.
To deepen the insight gained with our analytical study, we will study the three strategies via simulation on a large
hierarchical topology.

4 Simulation

We now examine the allocation strategies on network topologies that are richer in connectivity. The generation of real-
istic network topologies is subject of active research [3, 10, 25, 26]. Itis commonly agreed that hierarchical topologies
better represent a real Internetwork than do flat topologies. Wearse [10] to create hierarchical topologies con-
sisting of three levels: WAN, MAN, and LAN that aim to model the structure of the Internet topology [10]. For details
about the network generation witlkers  and the used parameters the reader is referred to Appendix C.

4.1 Unicast Flows Only

Our first simulation aims to determine the right number of unicast flows to define a meaningful unicast environment.
We start with our random topolod®T and add at random locations of the LAN-leaves unicast senders and unicast
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receivers. The number of unicast flows ranges from 50 to 4000. Each simulation is repeated five times and averages
are taken over the five repetitions. We computegfach plott5% confidence intervals.

Mean bandwidth with confidence interval (95%)

Standard deviation with confidence interval (95%)

— RI RI
LinRD 2.5¢ LinRD
8 -~ LogRD 1 --- LogRD
< |
S
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©
c
8

00 1000 2000 3000 4000 00 1000 2000 3000 4000
number of unicast flows number of unicast flows
(a) Mean bandwidth. (b) Standard deviation.

Figure 8: Mean bandwidth (Mbit/s) and standard deviation ofeadkivers for an increasing number of unicast flows,
k =[50, ...,4000].

First of all, we see in Fig. 8 that the 3 allocation policies give the same allocation. Indeed, there are only unicast
flows and the differences of behavior between the policies depend only on the number of receivers downstream a link
for a flow, which is always one in this example.

Secondly, the mean bandwidth (Fig. 8(a)) decreases as the number of unicast flows increases. An added unicast
flows decreases the average share. For instance, if we take one link of cdapab#yed by all unicast flows,unicast
flows on that link obtain a bandwidth & each.

We plot the standard deviation in Fig. 8(b). For a small number of unicast flows, we have high standard deviation.
Since there are few unicast flows with respect to the network size, the random locations of the unicast hosts have a
great impact on the bandwidth allocated. The number of LANs in our topology is 180. So, 180 unicast flows lead
on average to one receiver per LAN. A number of unicast flows chosen too small for a large network results in links
shared only by a small number of flows. Hence, the statistical measure becomes meaningless. When the network
is lightly loaded adding one flow can heavily change the bandwidth allocated to other flows, and we observe a large
heterogeneity in the bandwidth allocated to the different receivers. On the other hand, for 1800 unicast flows, the mean
number of receivers per LAN is 10, so the heterogeneity due to the random distribution of the pairs sender-receiver
does not lead to high standard deviation. According to Fig. 8(b), we chose our unicast environment with 2000 unicast
flows to obtain a low bias due to the random location of the sender-receiver pairs.

4.2 Simulation Setup

For our simulations we proceed as follows.
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e 2000 unicast sources and 2000 unicast receivers are chosen at random locations among the hosts.

e One multicast source and- - -, 6000 receivers are chosen at random locations. Depending on the experiment,
this may be repeated several times to obtain several multicast trees, each with a single source and the same
number of receivers.

e We use shortest path routing [6] through the network to connect the 2000 unicast source-receiver pairs and to
build the source-receivers itigast tree [9]. As routing metric, the length of the link as generatetidoy  is
used.

e For every network link, the number of flows across that link is calculated. By tracing back the paths from the
receivers to the source, the number of receivers downstream is determined for each flow on every link.

e At each link using the information about the number of flows and the number of receivers downstream, the
bandwidth for each flow traversing that link is allocated via one of the three strate§iesL:nRD, and
LogRD.

e In order to determine the bandwidth seen by a receiyéhe minimum bandwidth allocated to a flow on all
the links along the path from source to receiver is taken as the bandwjdt#een byr for strategyp (see
section 2.3).

The result of the simulation gives the mean bandwigljtior the three bandwidth allocation strategies. We conduct
different experiments with a single and with multiple multicast groups.

4.3 Single Multicast Group

For this experiment, we add one multicast group to the 2000 unicast flows. The size of the multicast group varies from
1 up to 6000 receivers. There are 70 hosts on each LAN and the number of potential senders/receivers is therefore
12600. This experiment shows the impact of the group size on the bandwidth allocated to the receivers under the three
allocation strategies. This simulation is repeated five times and averages are taken over the five repetitions.

We simulate small groups sizes:(= [, ..., 100]), then large groups sizes:( = [100, ...,3000]), and finally
evaluate the asymptotic behavior of our policies £ [3000, ..., 6000]). The asymptotic case does not aim to model
a real scenario, but gives an indication about the behavior of our policies in extreme cases. While 6000 multicast
receivers seems a lot compared to the 2000 unicast flows, this case gives a good indication about the robustness of the
policies. We display the results with a logarithmic x-axis.

Fig. 9(a) shows that the average user receives more bandwidth when the allocation depends on the number of
receivers. A significant difference between the allocation strategies appears for a groupgseer than 100. For
small group sizes, unicast flows determine the mean bandwidth due to the high amount of unicast receivers compared
to multicast receivers. We claim that receiver-dependent policies increase receiver satisfaction.

A more accurate analysis needs to distinguish between unicast dtidastureceivers. Miticast receivers are
rewarded with a higher bandwidth than unicast receivers for usirtjoast as the comparison between Fig. 10(a) and
Fig. 10(b) shows. This is not surprising as our policies reward using multicast. Moreover, the increase in bandwidth
allocated to multicast receivers leads to a significant decrease of bandwidth available for unicast receivers for the
LinR D policy, while the decrease of bandwidth is negligible for tlag R D policy (Fig. 10(a)) even in the asymptotic
case. In conclusion, theog R D policy is the only policy among the three policies that leads to a significant increase
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Figure 9: Mean bandwidth (Mbit/s) and standard deviation of edkivers for an increasing fticast group size
m =1, ...,6000], k = 2000, M = 1.

of receiver satisfaction for the average Itiaast receiver without affecting the receiver satisfaction for the average
unicast receiver.

The standard deviation for the average user increases with the size of the multicast group for the receiver-dependent
policies (Fig. 9(b)). This unfairness is caused by the difference of the lower bandwidth allocated to the unicast flows
compared to the higher bandwidth given to the a multicast flow (Fig. 10(a) and 10(b)L:#8D and LogRD, ¢
tends to flatten for large group sizes, since the multicast receivers determine, due to their large number, the standard
deviation. The standard deviation for unicast receivers (Fig. 11(a)) is independent oftisashgroup size and of the
policies. For a small increasing group size, fairness first becomes worse among multicast receivers, as indicated by the
increasing standard deviation in Fig. 11(b), since the sparse multicast recdiivey esults in a high heterogeneity of
the allocated bandwidth. As the group size increases further, multicast flows are allocated more bandwidth due to an
increasing number of receivers downstream. Therefore, the standard deviation decreases with the number of receivers.
In the asymptotic part, the standard deviation for the RD policy decreases faster than for theg RD policy
since as the number of receivers increases, the amount of bandwidth allocated tdtitestrflow approaches the
maximum bandwidth (the bandwidth of a LAN), see Fig. 10(b). Therefore, all the receivers see a high bandwidth near
the maximum, which leads to low standard deviation. Another interesting observation is that the multicast receivers
among each other have a higher heterogeneity in the bandwidth received than have the unicast receivers, compare
Fig. 11(a) and Fig. 11(b). A few bottlenecks are sufficient to split the multiezstivers in large subgroups with
significant differences in bandwidth allocation that subsequently result in a higher standard deviation. For the 2000
unicast receivers, the samettbenecks affect only a feweceivers.

The standard deviation taken over all the receivers hides the worst case performance experienced by any individual
receiver. To complete our study, we measure the minimum bandwidth, which gives an indication about the worst
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Figure 10: Mean bandwidth (Mbit/s) of unicast and multicasgivers with confidence interval (95%) for an increasing
multicast group size: = [1, ..., 6000], &£ = 2000, M = 1.

case behavior seen by any receiver. The minimum bandwidth over all the receivers is dictated by the minimum
bandwidth over thenicastreceivers (we give only one plot, Fig. 12(a)). As the size of thétioast group increases,

the minimum bandwidth seen by the unicast receivers dramatically decreases fomtR® policy, whereas the
minimum bandwidth for thd.og R D policy remains close to the one for tiid policy even in the asymptotic part of

the curve. We can point out another interesting result: the minimum bandwidth fé&/tpelicy stays constant even

for very large group sizes; thein R D policy that simulates the bandwidth that would be allocated if we replace the
multicast flow by an equivalent number of unicast flows, results in a minimum bandwidth the rapidly decreases toward
zero. Therefore, we note the positive impact of multicast on the bandwidth allocated, and muitéatigimproves the

worst case bandwidth allocatiomVe see in Fig. 12(b) that the minimum bandwidth increasesidticastreceivers

with the size of the multicast group for the receiver-dependent policies. In conclusiohi:it&) policy leads to
important degradation of the fairness when the multicast group size increases, whergag Rl policy always
remains close to th&/7 policy.

For the RI policy, we see that the increase in the multicast group size does not influence the average user satis-
faction (Fig. 9(a)), nor the fairness among different receivers (Fig. 9(b)). Also, the difference between unicast and
multicast receivers is minor concerning the bandwidth both received (Fig. 10(a) and 10(b)), and the unfairness (Fig.
11(a) and 11(b)). ThéogRD policy is the only policy among our policies that significantly increases receiver satis-
faction (Fig. 9(a)), keeps fairness close to the one oftfigoolicy (Fig. 9(b)), and does not starve unicast flows, even
in asymptotic cases (Fig. 12(a)).

Finally, one also should note the similarity between Fig. 9(a), 9(b) obtained by simulation for a large network and
Fig. 3(b), 4 obtained by analysis of the star topology. This suggests that the star topology is a good model to study the
impact of the three different bandwidth allocation policies.
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Figure 11: Standard deviation of unicast and multicast receivers with confidence interval (95%) for an increasing
multicast group size: = [1, ..., 6000], £ = 2000, M = 1.

4.4 Multiple Multicast Groups

We now consider the case of multiple multicast groups and 2000 unicast sessions. We add to the 2000 unicast sessions
multicast sessions of 100 receivers each. The number bifoast sessions ranges from 2 to 100. There are 100 hosts
on each LAN, the number of potential receivers/senders is therefore 18000. The simulations were repeated five times
and average are taken over the five repetitions.

In this section, each plot can be fisoned into three parts: the first part shows the results for a small number of
multicast receivers with respect to the number of unicast receiyérs=([1, ..., 10] groups), the second part shows
the results for a large number of multicast receivers compared to the number of unicast redéivergl(), ..., 50]
groups), and the third part indicates the asymptotic behavior of our polities:([50, ..., 100] groups). Again, the
asymptotic case gives an indication about the behavior of our policies in extreme cases and about the robustness of our
policies.

The three policies give nearly the same mean bandwidth over all the receivers (Fig. 13(a)hgThe policy is
the best policy for the mean bandwidth over all the receivers. We can explain this behavior with our simple analytical
study. We see for the chain topology that there are some cases wharentR® strategy gives worse results than
the Log RD and theR[ strategy. We can consider a real network as a composition of stars and chains, therefore, it
is not surprising to observe, for a large topology, a composition of the behavior of both the star and chain topology.
We see that the bandwidth allocation of theg R D policy over theRI policy first slightly increases as the number
of multicast groups increases (until = 10), and then decreases with the number of multicast groupsier 10,
the number of multicast receivers that benefits from the receiver-dependent policies increases and so the differences
between receiver-dependent and receiver-independent policies increase. However, in the second part of the curves
(M > 10), the number of multicast sessions tends to have more impact than the number of multicast receivers. Indeed,
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Figure 12: Minimum bandwidth (Mbit/s) with confidence interval (95%) of the unicasivers and of the nfticast
receivers for an increasing ftigast group sizen = [1, ..., 6000], £ = 2000, M = 1.

when the number of multicast session increases we have two behaviors: i) As the number of sessions (unicast or
multicast) increases the bandwidth available for each session decreases, and therefore, the benefits due to receiver-
dependent policies decreases; ii) The receiver-dependent policies rewlichstdiows as a function of the number

of receivers. But, if all the flows have the same number of receivers, receiver-dependent policies do not make any
significant difference. Fig. 14(a) shows that they 2D policy gives roughly the same bandwidth than thepolicy

for unicast receivers whereas thén R D policy leads to a lower bandwidth. Fig. 14(b) shows a very important result,

the receiver-dependent policies significantly reward th&ioast receivers compared to tld policy. As the number

of multicast groups increases, the differences between the policies decrease, since the number of multicast sessions
tends to have more impact on the mean bandwidth than the number of multicast receivers. Fig. 14(b) shows that the
receiver dependent policies achieve their objective, which is to rewaltitasi flows.

Fig. 13(b) shows that standard deviation is roughly the same for the three bandwidth allocation policies. Fig. 15(b)
shows that the multicast receivers have higher standard deviation with the receiver-dependent policies than with
RI. The standard deviation is roughly the same for the three bandwidth allocation policies for the unicast receivers
(Fig. 15(a)). As the number of multicast sessions increases, multicast flows dominate due to the high amount of mul-
ticast receivers compared to unicast receivers, and therefore, the standard deviatitiitta$tneceivers for the three
bandwidth allocation strategies becomes close due to the high homogeneity of the sessions. The minimum bandwidth
is dictated by the unicast receivers, so the plots for all the receivers and for the unicast receivers are the same. Fig. 16(a)
shows an interesting result. Then RD policy gives very little bandwidth to unicasteeivers, whereas thevg R D
policy allocates roughly the same minimum bandwidth thanitlhigoolicy. Fig. 16(b) shows the minimum bandwidth
for multicast receivers is slightly better for the receiver-dependent policy thafdor a small number of multicast
sessions, and the minimum bandwidth is slightly worse for a large number of multicast sessions. Indeed, for a small
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Figure 13: Mean bandwidth (Mbit/s) and standard deviation of all ¢ceivers for an increasing number of ltieast
sessionsy = 2000, M = [2, ..., 100], m = 100.

number of multicast sessions the interaction between sessions is low, therefore the probability that a multicast session
decreases the bandwidth seen by a multicast receiver of another session is low. But, for a large numibieast mu
sessions, the interaction between multicast sessions is high, and the probability that a multicast session decreases the
bandwidth seen by a multicast receiver of another session is higher.

We did another experiment that aims to model small conferencing groups where multicast groups of a size 20 are
added. But the results of this experiment do not differ from the results of the experiment with multicast group sizes of
100 receivers and we do not present these results.

In conclusion, the receiver satisfaction and fairness of all the receivers are roughly the same for the three bandwidth
allocation strategies (Fig. 13), but theg R D policy is the only policy that greatly improves the average bandwidth
allocated to multicast receivers (Fig. 14(b)) without starving unicast flows (Fig. 16(a)).

5 Practical Aspects

5.1 Estimating the Number of Downstream Receivers

Up to now, we quantified the advantages of using bandwidth allocation strategies based on the number of downstream
receivers. Estimating the number of receivers downstream of a network node has a certain cost but has other benefits
that largely outweigh this cost. Two examples of these benefits are feedback accumulationtaadtoharging.

One of the important points of the feedback accumulation process is the estimation of the number of downstream
receivers. Given the number of receivers is known in the network nodes, the distributed process of feedback accumu-
lation [23], or feedback filtering in network nodes becomes possible and has a condition to terminate upon.

While multicast saves bandwidth, it is currently not widely offered by network operators due to the lack of a valid
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Figure 14: Mean bandwidth (Mbit/s) of unicast and multicasgivers with confidence interval (95%) for an increasing
number of multicast sessioris= 2000, M = [2, ..., 100], m = 100.

charging model [5, 15]. By knowing the number of receivers at the network nodes, different charging models for
multicast can be applied, including charging models that use the number of receivers. In the case of a single source
and multiple eceivers, the amount of resources used witliticast depends on the number of receivers. For an ISP,
in order to charge the source according to the resources consumed, the number of receivers is needed. The bandwidth
allocation policy used impacts the charging in the sense that the allocation policy changes the number of resources
consumed by a multicast flow, and changes the cost of a multicast flow for the ISP. However, in appendix B, we see
that a simple local bandwidth allocation policy leads to a global cost that is a complex function of the number of
receivers. Itis not clear to us whether an ISP can chargeltcast flow with a simple linear or logarithmic function
of the number of receivers. Moreover, several ISPs (see [8]) use flat rate pricinglfaasidue to the lack of valid
charging model. Even in the case of flat rate pricing, the number of downstream receivers is useful witeaatmu
tree spans multiple ISPs. In this case, we have a means to identify the numbeeigérs in each ISP. The charging
issue is orthogonal to our paper and is an important area for future research.

The estimation of the number of downstream receivers is feasible, for instance, with the Exgtesstmauting
protocol [15]. The cost of estimating the number of downstream receivers is highly dependent on the method used
and the accuracy of the estimate required. As our policy is based on a logarithmic function, we only need a coarse
estimate of the number of downstream receivers. Holbrook [15] describes a low overhead method for the estimation
of the number of downstream receivers.

5.2 Introduction of the LogRD Policy

Another important question is how to introduce they E D policy in a real network without starving unicast flows. In
section 4, we show that even in asymptotic cased thgh D strategy does not starve unicast flows, but we do not have
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Figure 15: Standard deviation of unicast and multicast receivers with confidence interval (95%) for an increasing
number of multicast sessioris= 2000, M = [2, ..., 100], m = 100.

a hard guarantee about the bandwidth allocated to unicast receivers. For instanceltmastrfiaw with 1 million
downstream receivers sharing the sameléoeck than a unicast flow will grab 93% of the available bandwidth. This
is a large amount of the bandwidth, but that does not lead to a starvation of the unicast flow.

The Log RD policy will asymptotically — when the number of multicast receivers tends toward infinity — lead
to an optimal receiver satisfaction (limited by the capacity of the network) and to a low fairness. In particular, the
multicast flow will grab all the available bandwidth of the bottleneck link and starve all the unicast flows sharing this
bottleneck link. It is possible to devise a strategy based or.the? D policy that allocates to the multicast flows
never more thark times the bandwidth allocated to the unicast flows sharing the same bottleneck. We can imagine
the Log R D strategy to be used in a hierarchical link sharing scheme (see [14, 1] for hierarchical link sharing models).
The idea is to introduce our policy in the general scheduler [14] (for instance we can configure the weight of a PGPS
[22] scheduler with thd.og R D policy to achieve our goal), and to add an administrative constraint in the link sharing
scheduler (for instance we guarantee that unicast traffic receives at least x% of the link bandwidth). This is a simple
way to allocate the bandwidth with respect to they RD policy, and to guarantee a minimum bandwidth for the
unicast flows. Moreover, Kumar et al. [18] show that it is possible to integrate efficiently a mechanism like HWFQ [1]
in a Gigabit router, and WFQ is already available in the recent routers [4].

5.3 Incremental Deployment

An important practical aspect is whether it is possible to incrementally deplojdh& D policy. To answer this
guestion we make the following experiment. We consider the random topology used in section 4 and a unicast en-
vironment consisting of 2000 unicast flows. We add to this unicast environment 20 multicast flows with a uniform
group size of 50 multicast receivers randomly distributed. The simulation consists in varying the percentage of LANS,
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Figure 16: Minimum bandwidth (Mbit/s) with confidence interval (95%) of the unicasivers and of the nfticast
receivers for an increasing number of ltfzast sessiong; = 2000 , M = [2, ..., 100], m = 100.

MANSs, and WANSs that use théog R D policy compared to th& 7 policy. We make the assumption that each LAN,
MAN, and WAN is an autonomous system managed by a single organization. So when an organization decides to use
the Log RD policy, it changes the policy in all the routers of the LAN, MAN, or WAN it is responsible for. We say
that a LAN, MAN or WAN is Log R D if all the routers use théog R D policy. The simulation consists in varying the
number ofLog RD LANs and MANs from 0% to 100%, for the WAN we only look at a full support (all routers are
LogRD) or no support (all routers arg/). We call these percentages respectively perLAN, perMAN, and perWAN.
This simulation is repeated five times and averages are taken over the five repetitions. The results are given with a
confidence interval of 95% 20Kbit/s around the mean bandwidth.

The main behavior we see in Fig. 17 is theerdependencyf the parameters perLAN, perMAN, and perWAN on
the mean bandwidth for the multicast receivers. An isolated deployment éfdng D in just the LANS, MANS, or
WANS does not allow to achieve a mean bandwidth close to the mean bandwidth obtained when the whole network
is LogRD. For instance, the perMAN parameter does not have a significant influence on the mean bandwidth when
perLAN = 0. However, whermper LAN = 100 andperW AN = 100, the perMAN parameter has a significant
influence on the mean bandwidth. The results obtained depend on the network configuration (number of LANS,
MANSs, and WANSs, link bandwidth, etc.). However, we believe the property of interdependency of the parameters
perLAN, perMAN, and perWAN to hold in all the cases.

In conclusion, to reap the full benefit of tHexg RD policy, a coordinated deployment is necessary. However,
as the lack of links using theog R D allocation does not lead to any performance degradation for the network, an
incremental deployment is possible.
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Figure 17: Influence on the mean bandwidth (Mbit/s) for the multicastivers for an hierarchical incremental de-
ployment of theLog R D policy, k£ = 2000, M = 20, m = 50.

6 Conclusion

If one wants to introduce multicast in the Internet, one should give an incentive to use it. We propose a simple
mechanism that takes into account the number of receivers downstream. Our proposal does not starve unicast flows
and greatly increases multicast receiver satisfaction.

We defined three different bandwidth allocation strategies as well as criteria to compare these strategies. We
compared the three strategies analytically and through simulations. Analytically, we studied two simple topologies:
a star, and a chain. We showed that thegy R D policy leads to the best tradeoff between receiver satisfaction and
fairness. The striking similarities in the results for the analytical study and the simulations confirm that we had chosen
valid models.

To simulate real networks, we defined a large topology consisting of WANs, MANSs, and LANS. In a first round of
experiments, we determined the right number of unicast receivers. We studied the introductitticasinn a unicast
environment with three different bandwidth allocation policies. The aim was to understand the impact of multicast in
the real Internet. We showed that allocating link bandwidth dependent on the flows’ number of downstream receivers
results in a higher receiver satisfaction. They R 1 policy provides the best tradeoff between the receiver satisfaction
and the fairness among receivers. Indeed,/tbeR D policy always leads to higher receiver satisfaction thanilie
policy for roughly the same fairness, whereastig R D policy leads to higher receiver satisfaction than Kiag R D
policy, however, at the expense of unacceptable decrease in fairness.

Our contribution in this paper is the definition and evaluation of a new bandwidth allocation policy Ealiéd)
that gives a real incentive to use multicast. Also, #weR D policy gives a relevant answer to the open question on
how to treat a multicast flow compared to a unicast flow sharing the same bottleneck. To the best of our knowledge,
we are the first that take into account the number of multieastivers to reward niticast flows. Moreover, we show
that the deployment of theog R D policy is feasible when deployed per ISP at the same time as the ISP upgrades its
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network to be multicast capable.
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A Discussion on Multicast Gain

To evaluate the bandwidth multicast gain, we restrict ourselves to the case of a full o-ary tree with receivers at the
leaves — in this case we model a point to point network — or with broadcast LAN at the leaves. We consider one case
where the unicast and the multicast cost only depends on the number of links (the unlimited bandwidth case) and one
case where the unicast and the multicast cost depends on the bandwidth used (the limited bandwidth case).

Let the full o-ary tree be of height. We assume the sender to be at the root, so ther& ateo” receivers or
N = o" LANs with Ry receivers on each LANK = Ry - N). We define théandwidth costas the sum of all the
bandwidths consumed on all the links of the tree. We defindinkecost as the sum of all the links used on the tree,
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we countn times the same link when the same data aresdinies on this link. Let”;; be the unicast bandwidth/link
cost from the sender to all of the receivers ang the multicast bandwidth/link cost from the same sender to the same
receivers.

A.1 Bandwidth-Unlimited Case

We assume that every link of the tree has unlimited bandwidth.(Izeand C'y; be the link cost for unicast and
multicast, respectively.
If we consider one receiver on each leaf of the tree we have:

CU:0h+0h—1 o4 ot oMt :h-oh:h-R:R-logo(R) @)
h h+1
; o] — 0 ]
g ! g g - 1
Cur ;0 o—1 0 — 1(R )
We define the multicast gain as the ratio:

Cr R o—1
— —log,(R)—— -
Cwvr o9 (R)R— 1 0

The multicast gain depends logarithmically on the number of receivers.
If we consider one LAN on each leaf of the tree we have:

Cv=h-R=h-N-Rnx=Ry-N -log,(N)

h h41
; o] — 0 ]

Cy = = = N -1

M ;0 o—1 0 — 1( )

We define the multicast gain as the ratio:

Cu o—1 1

— = Ry - -log,(N

Cy 0 N 1- % o9 ( )

The gain depends logarithmically on the number of LANs and linearly on the number of receivers per LAN.

A.2 Bandwidth-Limited Case

Every link of the tree has a capacity. Let C;y andCys be the bandwidth cost for unicast and multicast, respectively.
If we consider one receiver on each leaf of the tree we have:

CU f— 0‘C+02‘€+03‘€+“‘+0h‘
0 0?

oh—1

= ZC-OIh'C'OIC'O'ZOQO(R)

=1

. h+1 _
Cy = CSoi=c.2 .2

= o—1 o—1

(R—1)
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The multicast gain is:
Cu (- 1)103;0(3)
Cwvr R-1

This means that there is a multicast gain smaller than 1 for large R. But, of course, in the unicast case (which is
now globally less expensive), we also have much smaller receiver satisfaction due to the bandwidth-limited links close
to the source. Therefore, the definition for the standard multicast gain does not make sense in the bandwidth-limited
case. For the unlimited case, receivers are equally satisfied, since they receive the same bandwidth dichgte mu
gainmakes sense

We need to define another measure that combines the satisfaction and the cost. We use cost per satisfaction. We
look at the ratio of bandwidth cost per satisfaction that tells us how much bandwidth we need to invest to get a unit of

satisfaction.

. _ global cost - - - -
We now employ:GB = global safisfaction To compute the global satisfaction, we add the satisfaction over all

receivers. Let the global satisfaction Bg for unicast and>,; for multicast.

4]
SU - R‘C‘Oh_lzR CO_h:R C E:CO
Sy = R-C
Then(:B — global cost

global safisfactior!® -

Cuv  C-o0-log,(R)

B :—:—:l OR
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Now the new multicast gain is:
B -1
G u._©° ‘ R log. (R)

G By 0 R—-1

The gain depends logarithmically on the number of receivers.
If we consider one LAN on each leaf of the hicast tree we have:

C C C
Cy = 0-C+02-——|—03-—2—|—---—|—0h- — = C'-0-log,(N)
0 0 0

ho ot — o )
= Z: - —_ . N—l
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The multicast gain is:
Cu log,(N)
CM_(O_l)N—l

Once again the multicast gain smaller than 1 for lakgeThe global satisfaction is:
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Sy = R-C-———=C-0

global cost
ThenG'B = Gishal safisfactior -

GBy = % = log,(N)
CM N -1 0

G By = .
M= SM RN-N o—1

Now the new multicast gain is: 0B PN
v _o—1 Ry-
GBy ~ o No1 lowe™)
The gain depends logarithmically on the number of LANs and linearly on the number of receivers per LAN.

In conclusion, for both the unlimited and the limited bandwidth case, the multicast gain has a logarithmic trend
with the number of receivers in case of point-to-point networks. For broadcast LANs at the leaves oftibasinu
distribution tree, the multicast gain has a logarithmic trend with the number of LANs, but a linear trend with the
number of receivers per LAN. Therefore, with a small number of receivers per LAN theast gain is logarithmic
but with a large number of receivers per LANs theltiwast gain is linear.

B Global Impact of a Local Bandwidth Allocation Policy

We consider a full o-ary tree for the unlimited bandwidth case when there is a receiver per leaf. The unicast link cost
isCi = h - R (see Eq. 7). Now we consider the multicast link cost for #¥e the LinRD, andLog RD policies.
For instance when there are 2 receivers downstream of lthle Z.:» R D policy allocates the equivalent of 2 units of
bandwidth and thé.og R D policy allocates the equivalent df+ In(2) units of bandwidth compared to thi&l policy
which allocates 1 unit of bandwidth.

The multicast link cost for thé& ! policy is:

h
CRI — Oi —

The multicast link cost for thé:n R D policy is:

R-1)

CﬁnRDIO'E—FOQ'E—I—”'—I—Oh'Ezh'RICU
0 0? ol
The multicast link cost for thé og R D policy is:

CLogRD R 2 R _ i 7 R
o-(I+In—)+o’(1+In—5)+ 4o 1—|—1n— = o' L+ —)
=1

We havel +In & < Zandl +1In £ < £ for £ £ 1. So forh > 1 ando > 1 we haveijgRD < CHnRD,
In conclusion we see that the policy that rewards multicast with its gain is#h& D policy and not thd.og RD
policy as expected.
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C Tiers Setup

We give a brief description of the topology used for all the simulations. The random topRibigygenerated with

tiers  vl1.1 using the command line parametéess 1 20 9 52 13 1111 . AWAN consists of 5

nodes and 6 links and connects 20 MANS, each consisting of 2 nodes and 2 links. To each MAN, 9 LANs are
connected. Therefore, the core topology consists f40 + 20 - 9 = 225 nodes. The capacity of WAN links is
155Mbit/s, the capacity of MAN links is 55Mbit/s, and the capacity of LAN links is 10Mbit/s.

--- WAN
— MAN
— LAN

Figure 18: The random topolodT

Each LAN is represented as a single node and connects several hosts via a 10Mbit/s link. The number of hosts
connected to a LAN changes from experiment to experiment to speed up simulation. However, the number of hosts is
always chosen larger than the sum of the receivers and the sources all together.
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