
THESE DE DOCTORAT DE

SORBONNE UNIVERSITE
préparée à EURECOM

École doctorale EDITE de Paris n◦ ED130
Spécialité: «Informatique, Télécommunications et Électronique»

Sujet de la thèse:

Fuzzing in the 2020s:

Novel Approaches and Solutions

Thèse présentée et soutenue à Biot, le 8/12/2023, par

Andrea Fioraldi

devant le jury composé de:

Rapporteur &
Président Prof. Mathias Payer EPFL

Rapporteur Prof. Marcel Böhme Max Planck Institute for
Security and Privacy

Examinateur Prof. Marius Muench University of Birmingham

Examinateur Prof. Melek Önen EURECOM

Directeur de thèse Prof. Davide Balzarotti EURECOM





Preface

My PhD journey has been filled with exciting challenges and incredible
support from those around me. Solving these challenges would not have
been possible without the people who have been there with me.

This thesis, the cumulative results of 3 years of work, joy, delusions, and
countless chess matches, is the output of a collaborative effort between all
the people around me and me, not only those who put a significant amount
of work in advancing the state-of-the-art in fuzz testing, but also those who
supported me with friendship and encouragement.

Aristotle stated that friendship is “one soul dwelling in two bodies”;
thus, my contributions to the scientific community also belong to those who
are always with me, even if physically not.

Acknowledgements

I want to express my heartfelt thanks to my family, mother, father, sister,
and to who is not anymore here but encouraged me for all these years to be
the best version of me possible.

No words are needed for my lifelong friends, I promise this is the last
degree that I get.

Thank you to the new friends who were with me along this path, even
if some of you just for a few months.

To my advisor, for dealing with a rather “uncommon” PhD student, and
the colleagues who exchanged precious knowledge with me, thank you.

I’m grateful also to the organization, AFLplusplus, and its members,
who shared with me most of the crazy things we did in these three years.

Lastly, I want to thank my fellow hacker’s friends, mHACKeroni and
more, we hacked a satellite, we rock.





Abstract

Security remains at risk due to elusive software vulnerabilities, even with
extensive fuzzing efforts. Coverage-guided fuzzers, focusing solely on code
coverage, often fall short in discovering specific vulnerabilities.

The proliferation of diverse fuzzing tools has fragmented the field, mak-
ing it challenging to combine different fuzzing techniques, assess contribu-
tions accurately, and compare tools effectively. To address this, standard-
ized baselines are needed to ensure equitable evaluations.

AFL, due to its popularity, is often extended to implement new proto-
types despite not being a naive baseline and its monolithic design. On the
other hand, custom fuzzers written from scratch tend to reinvent solutions
and often lack scalability on multicore systems.

This thesis addresses these challenges with several contributions:
A new feedback mechanism called InvsCov is introduced, which con-

siders program variable relationships and code coverage. It refines program
state approximation for diverse bug detection. Another additional feed-
back we introduce explores data dependency graphs to enhance fuzzing
by rewarding new dataflow edge traversal, effectively finding vulnerabili-
ties missed by standard coverage. We also present a thorough analysis of
AFL’s internal mechanisms to shed light on its design choices and their im-
pact on fuzzing performance. Finally, to address fragmentation, LibAFL is
introduced as a modular and reusable fuzzing framework. Researchers can
extend the core fuzzer pipeline, evaluation of compelling techniques, and
combination of orthogonal approaches. An attempt to rewrite AFL++ as
a frontend to LibAFL won the SBFT’23 fuzzing competition in the bug-
finding track.

These contributions advance the field of fuzz testing, addressing the chal-
lenges of sensitivity in feedback mechanisms, bug diversity, tool fragmen-
tation, and fuzzers evaluation. They provide a foundation for improving
fuzzing techniques, enabling the detection of a broader range of bugs, and
fostering collaboration and standardization within the community.





Résumé

Malgré les efforts considérables mis en œuvres en matière de fuzzing, la
sécurité des logiciels informatiques reste menacée par des vulnérabilités in-
saisissables.

Les coverage-guided fuzzers, qui se concentrent uniquement sur la cou-
verture de code, ne parviennent généralement pas à découvrir des vulnéra-
bilités spécifiques.

La multiplication de divers outils de fuzzing a grandement divisé la com-
munauté et a rendu difficile la combinaison de différentes techniques de
fuzzing, l’évaluation précise des contributions et la comparaison efficace des
différents outils. Pour remédier à cette situation, il est nécessaire de disposer
d’un socle commun afin de garantir des évaluations précises et équitables.

AFL, en raison de sa popularité, est souvent utilisé comme base lors de
la création de nouveaux prototypes malgré le fait qu’il ne s’agisse pas d’une
référence naïve et sa conception monolithique. D’autre part, les fuzzers
personnalisés réécrits à partir de zéro ont tendance à réinventer la roue et
utilisent souvent inneficacement la puissance des les systèmes multicœurs.

Cette thèse relève ces défis en apportant plusieurs contributions:
Un nouveau mécanisme de feedback appelé InvsCov est introduit, qui

prend en compte les relations entre les variables du programme et la couver-
ture du code. Il affine l’approximation de l’état du programme pour opti-
miser la détection de divers bugs. Une autre approche que nous introduisons
explore les graphes de dépendance des données pour améliorer le fuzzing en
récompensant la traversée de nouvelles arêtes du graphe de flux de données,
ce qui a permis la découverte de nouvelles vulnérabilités manquées par la
couverture standard efficacement. Nous présentons également une analyse
approfondie des mécanismes internes d’AFL afin de mettre en lumière ses
choix de conception et leur impact sur les performances du fuzzing. En-
fin, pour remédier au problème de fragmentation cité précédemment, nous
proposons un outil dédié au fuzzing modulaire et réutilisable: LibAFL.
Les chercheurs peuvent étendre la pipeline de base du fuzzer, l’évaluation



de nouvelles techniques techniques et la combinaison d’approches orthogo-
nales. Une tentative de réécriture de AFL++ comme frontend de LibAFL

a remporté le concours de fuzzing SBFT’23 dans le domaine de la recherche
de bugs.

Ces contributions font progresser le domaine du fuzzing, en abordant les
défis de la sensibilité des mécanismes de feedback, de la diversité des bugs dé-
couverts, de la fragmentation des outils et de l’évaluation des fuzzers. Elles
fournissent une base solide pour l’amélioration des techniques de fuzzing,
permettant la détection d’une plus large gamme de bugs, et favorisant la
collaboration et la standardisation au sein de la communauté.
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Chapter 1

Introduction

In the landscape of software development and security, the pursuit of robust
and secure software has become more critical than ever before. Software vul-
nerabilities can lead to catastrophic consequences, including data breaches,
system crashes, and compromised user privacy. In this context, the field
of software testing has witnessed remarkable advancements to identify and
mitigate vulnerabilities efficiently. Among these advancements, Fuzzing has
emerged as a prominent dynamic testing technique. By generating unex-
pected inputs and injecting them into software, fuzzing aims to uncover
latent vulnerabilities that traditional testing methods might miss.

The importance of fuzzing constantly increased in the last decade since
the advent of American Fuzzy Lop (AFL) [175] that consecrated coverage-
guided fuzzing, a twist of traditional fuzzing that takes into account the
uncovered code regions as feedback, as preferred technique able to uncover
bugs almost automatically, even without any knowledge of the input for-
mat [178].

The constant innovation contributed to its success, generating great at-
tention in academia [111], with thousands of papers published in the last
years, and in industry thanks to its great bug-finding performance. Dur-
ing the DARPA Cyber Grand Challenge [45], a competition to advance the
development of systems for “automated, scalable, machine-speed vulnera-
bility detection and patching” played in 2016, the most successful deployed
solutions [156, 27, 32] were using a variant of coverage-guided fuzzing to
implement the component responsible for automated vulnerability discov-
ery. Google, with its OSS-Fuzz [3, 150] program, everyday runs fuzzers such
as AFL++ [65] and LibFuzzer [105] to test more than one thousand open
source projects at scale.

The popularity of fuzzing [128], compared to other techniques such as

1
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static code analysis, can be also explained by the ability of fuzzers to produce
proofs of vulnerabilities, crashing testcases that can be used by security
researchers and developers to exploit or fix a vulnerability. The virtual
absence of false positives and the ease of use of the tools made fuzzing
a first-class citizen in security development cycle pipelines and not just a
popular tool in the restricted community of security researchers.

The novelties in the field in the past years were constant, from the
introduction of the coverage feedback to various techniques to increase the
ability to uncover new program points [16, 138, 174], a necessary – but not
sufficient – condition to find bugs, the introduction of models of the input
space combined with the feedback to fuzz deeper parts of code [13, 72] and
the engineering of solutions to automatically test multi-interaction programs
such as network servers [131, 147].

Investigating the field of fuzz testing in the 2020s, after years of at-
tention and constant improvements in the performance of fuzzers and with
overall better security of the tested software, needs a shift in the angle from
which we observe the field to discover that there are still important open
challenges to address.

1.1 Challenges in Modern Fuzzing

Observing software vulnerabilities found by security researchers over the
years, there are still some of them that affect well-fuzzed software and that
fuzzers were unable to find [122].

One of the reasons why a coverage-guided fuzzer may struggle to detect
bugs is that relying solely on code coverage is necessary but not sufficient for
bug discovery. To cope with this challenge, more sensitive [162] feedbacks
were proposed in literature, such as calling context-aware edge coverage, but
while they mitigate the problem they don’t fully solve them. The condition
that triggers the fault can be implicit in coverage and so fuzzers need a
specific feedback that reason on the whole program state.

Another kind of hard bugs for fuzzers are the ones going beyond memory
corruption. Most of the fuzzing nowadays focuses on finding crashes or
assertion errors, often with the aid of memory sanitizer [149, 64]. Logic
bugs in memory unsafe code [99], but also other kinds of bugs in memory
safe languages [40], are a work-in-progress challenge in fuzz testing that
is gaining attention due to the recent expansion of this technique to the
developers’ world.

The proliferation of fuzzing tools, each with its own set of features and
variations, has led to a fragmented landscape [111], an often underestimated
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challenge in academia. This fragmentation hampers the effective combina-
tion of orthogonal fuzzing techniques, makes it challenging to assess individ-
ual contributions accurately, and complicates comparisons between different
tools. To overcome these challenges there’s a growing need to establish stan-
dardized baselines. These baselines serve as a common ground for evaluating
and comparing fuzzing solutions, ensuring that assessments are conducted
on a level playing field.

In the past, both industry and academia have gravitated towards AFL,
a fuzzing tool renowned for its groundbreaking heuristics, and many en-
hancements have been built upon the AFL baseline to boost code coverage
and bug discovery capabilities. This has led to a situation where AFL, al-
though highly effective, is being used as a baseline for research when it is,
in fact, a complex and well-engineered tool.

The problem of the current fuzzers regarding this problem, including
AFL++, the most active and popular fork of AFL that we developed, is
that they are designed to be tools and so without code reuse in mind. To
build another fuzzer, the way to go is to spend a lot of time adapting
different techniques from different fuzzers and so reinventing the wheel.
Custom fuzzers written from scratch are usually naive, single core loops with
a mutator, while creating the n-th fork of AFL increases the fragmentation.
Moreover, all these fuzzers have scalability problems.

1.2 Contributions

In this thesis, we present several contributions to address the previously
discussed challenges. The structure of the thesis starts with an introductive
chapter on fuzzing background, Chapter 2, then five chapters follow, one
for each contribution presented in the subsequent text, and in the end we
discuss the conclusion and the future work of the thesis.

Chapter 3

While fuzz testing proved to be a very effective technique to find software
bugs, we stated that one of its main limitations is the fact that popular
coverage-guided designs are optimized to reach different parts of the pro-
gram under test, but struggle when reachability alone is insufficient to trig-
ger a vulnerability. In reality, many bugs require a specific program state
that involves not only the control flow but also the values of some of the
program variables. Unfortunately, alternative exploration strategies that
have been proposed in the past to capture the program state are of little
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help in practice, as they immediately result in a state explosion.
In this contribution, we propose a new feedback mechanism that aug-

ments code coverage by taking into account the usual values and relation-
ships among program variables. For this purpose, we learn likely invariants

over variables at the basic-block level and partition the program state space
accordingly. Our feedback can distinguish when an input violates one or
more invariants and reward it, thus refining the program state approxima-
tion that code coverage normally offers.

We implemented our technique in a prototype called InvsCov, devel-
oped on top of LLVM and AFL++. Our experiments show that our ap-
proach can find more, and different, bugs with respect to fuzzers that use
a pure code-coverage feedback. Furthermore, they led to the discovery of
two vulnerabilities in a library tested daily on OSS-Fuzz, and still present
at the time in its latest version.

Chapter 4

To further investigate the field of alternative feedbacks to uncover more
bugs, we examined existing program representations looking for a match
between expressiveness of the structure and adaptability to the context of
fuzz testing. In particular, we believe that data dependency graphs (DDGs)
represent a good candidate for this task, as the set of information embedded
in this data structure is potentially useful for finding vulnerable constructs
by stressing combinations of def-use pairs that would be difficult for a tra-
ditional fuzzer to trigger. Since some portions of the dependency graph
overlap with the control flow of the program, it is possible to reduce the
additional instrumentation to cover only “interesting” data-flow dependen-
cies, those that help the fuzzer to visit the code in a distinct way compared
to standard methodologies.

To test these observations, we propose a new approach that rewards the
fuzzer not only with code coverage information but also when new edges in
the data dependency graph are hit. Our results show that the adoption of
data dependency instrumentation in coverage-guided fuzzing is a promis-
ing solution that can help to discover bugs that would otherwise remain
unexplored by standard coverage approaches. This is demonstrated by the
72 different vulnerabilities that our data-dependency driven approach can
identify when executed on 38 target programs from three different datasets.
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Chapter 5

AFL is one of the most used and extended fuzzer, adopted by industry and
academic researchers alike. While the community agrees on AFL’s effective-
ness at discovering new vulnerabilities and its outstanding usability, many
of its internal design choices remain untested to date. Security practitioners
often clone the project “as-is” and use it as a starting point to develop new
techniques, usually taking everything under the hood for granted. Instead,
we believe that a careful analysis of the different parameters could help
modern fuzzers improve their performance and explain how each choice can
affect the outcome of security testing, either negatively or positively.

The goal of this paper is to provide a comprehensive understanding of
the internal mechanisms of AFL by performing experiments and comparing
different metrics used to evaluate fuzzers. This can help to show the effec-
tiveness of some techniques and to clarify which aspects are outdated. To
perform our study we performed nine unique experiments that we carried
out on the popular Fuzzbench platform. Each test focuses on a different as-
pect of AFL, ranging from its mutation approach to the feedback encoding
scheme and its scheduling methodologies.

Our findings show that each design choice affects different factors of
AFL. While some of these are positively correlated with the number of
detected bugs or the coverage of the target application, other features are
instead related to usability and reliability. Most importantly, we believe
that the outcome of our experiments indicates which parts of AFL we should
preserve in the design of modern fuzzers.

Chapter 6

The release of AFL marked an important milestone in the area of software
security testing, revitalizing fuzzing as a major research topic and spurring
a large number of research studies that attempted to improve and evaluate
the different aspects of the fuzzing pipeline.

Many of these studies implemented their techniques by forking the AFL
codebase. While this choice might seem appropriate at first, combining mul-
tiple forks into a single fuzzer requires a high engineering overhead, which
hinders progress in the area and prevents fair and objective evaluations
of different techniques. The highly fragmented landscape of the fuzzing
ecosystem also prevents researchers from combining orthogonal techniques
and makes it difficult for end users to adopt new prototype solutions.

To tackle this problem, in this chapter, we propose LibAFL, a frame-
work to build modular and reusable fuzzers. We discuss the different com-
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ponents generally used in fuzzing and map them to an extensible framework.
LibAFL allows researchers and engineers to extend the core fuzzer pipeline
and share their new components for further evaluation. As part of LibAFL,
we integrated techniques from more than 20 previous works and conduct
extensive experiments to show the benefit of our framework to combine and
evaluate different approaches. We hope this can help to shed light on cur-
rent advancements in fuzzing and provide a solid base for comparative and
extensible research in the future.

Chapter 7

In this last contribution, we present a first attempt at rewriting the widely
used fuzzer AFL++ as a frontend of LibAFL, our new framework for fuzzers
development. This prototype, AFLrustrust as it is written in the Rust pro-
gramming language, was evaluated in the SBST’23 Fuzzing Competition
with great results even though it is just a first attempt with missing com-
ponents that are still under development.

1.3 List of Publications

During the development of this thesis, several papers were published, but
only some of them are contributions to this dissertation. We report all
of them, while we underline the ones that are included in this thesis (in
chronological order):

• Andrea Fioraldi, Daniele Cono D’Elia, Davide Balzarotti
“The Use of Likely Invariants as Feedback for Fuzzers”
in 30th USENIX Security Symposium (USENIX Security 21)

• Andrea Fioraldi, Alessandro Mantovani, Dominik Maier, Davide Balzarotti
“Registered Report: Dissecting American Fuzzy Lop - A FuzzBench
Evaluation”
in the 1st International Fuzzing Workshop (FUZZING 2022)

• Alessandro Mantovani, Andrea Fioraldi and Davide Balzarotti
“Fuzzing with Data Dependency Information”
EuroSP 2022, Genoa, Italy

• Andrea Fioraldi and Dominik Maier and Dongjia Zhang and Davide
Balzarotti
“LibAFL: A Framework to Build Modular and Reusable Fuzzers”
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Proceedings of the 29th ACM conference on Computer and communi-

cations security (CCS) , Los Angeles, U.S.A.

• Andrea Fioraldi and Alessandro Mantovani and Dominik Maier and
Davide Balzarotti
“Dissecting American Fuzzy Lop – A FuzzBench Evaluation”
ACM Trans. Softw. Eng. Methodol.

• Andrea Fioraldi and Dominik Maier and Dongjia Zhang and Addison
Crump
“AFLrustrust: A LibAFL-based AFL++ prototype”
The 16th Intl. Workshop on Search-Based and Fuzz Testing, Fuzzing

Competition

• Addison Crump and Andrea Fioraldi and Dominik Maier and Dongjia
Zhang
“LibAFL_libfuzzer: Libfuzzer on Top of LibAFL”
The 16th Intl. Workshop on Search-Based and Fuzz Testing, Fuzzing

Competition

• Addison Crump and Dongjia Zhang and Syeda Mahnur Asif and Do-
minik Maier and Andrea Fioraldi and Thorsten Holz and Davide
Balzarotti
“CrabSandwich: Fuzzing Rust with Rust (Registered Report)”
Proceedings of the 2nd International Fuzzing Workshop (FUZZING)

2023

• Pietro Borrello, Andrea Fioraldi, Daniele Cono D’Elia, Davide Balzarotti,
Leonardo Querzoni, Cristiano Giuffrida
“Predictive Context-sensitive Fuzzing”
In Network and Distributed System Security Symposium, NDSS 24
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Chapter 2

Background

In this chapter we introduce several background notions required to un-
derstand the contributions of this thesis. We start discussing fuzz testing
and its variants, then we present the concept of likely invarints and data
dependency graphs.

2.1 Fuzz Testing

Fuzz Testing, or fuzzing, is a family of software testing techniques first pro-
posed in the ’90s [118]. Recently, fuzzing techniques saw significant im-
provements in their effectiveness, and contributed to the discovery of many
security vulnerabilities [128, 111]. Nonetheless, the key idea behind Fuzz
Testing research remained simple: repeatedly execute the program under
test by using randomly generated inputs, usually chosen to be either un-
expected or invalid. Fuzzing tools monitor a program for failures, such as
invalid memory accesses or out-of-memory crashes, and report to the user
the inputs that triggered such behaviors.

The most naive embodiment of fuzzing just provides random inputs
to the program under test without any knowledge about its characteristics
(e.g., input format) or the program execution. This approach, albeit still ef-
fective in testing legacy code [117], has obvious limitations. Therefore, many
different solutions have been proposed over the past decades to increase the
effectiveness in bug finding far beyond naive fuzzing. We can group these
techniques according to the following three criteria: 1) the amount of in-
formation they require to know from the program, 2) the technique they
use to generate new testcases, and 3) the feedback they use to guide the
exploration.

9
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According to the first criterion, we can distinguish three main categories
of fuzzers:

• White-box fuzzers, which build a full picture of the program using
program analyses. Concolic executors like Sage [71] and SymCC [132]
belong to this category, as they collect a model of the program in terms
of logic constraints during the execution. The cost of such white-box
analyses, however, may often be untenable [128];

• Black-box fuzzers, which blindly generate random inputs for testing.
They can access knowledge about the input format, but generate in-
puts regardless of how the program implementation looks like [171] [113];

• Grey-box fuzzers, which fall halfway between the two previous cat-
egories. They access limited information provided by a lightweight
instrumentation applied to the program under test, blending the pro-
gram analysis and testing stages [128]. An example of such informa-
tion is the code coverage extracted from a testcase by systems like
AFL [180] and LibFuzzer [105].

According to our second criterion, we can distinguish instead fuzzers
based on their input generation methodology. The two most commonly
used approaches in this respect are generational and mutational fuzzers.
A generational fuzzer creates new testcases from scratch, either randomly
or by relying on some form of format specification—like a grammar [88]
or a domain specific language [55]. Mutational fuzzers instead derive new
testcases from a set of prior testcases by mutation; the mutations can be
generic [180], target-specific [160], or driven by a user-supplied [13] [130] or
inferred [22] [63] format specification.

Finally, by using our third and last criterion, fuzzers can be divided ac-
cording to the information they use to drive their exploration, which we call
Feedback. A popular and very effective technique is coverage-guided fuzzing,
which uses code coverage as feedback to drive the testcase generation. Pre-
vious studies have shown that coverage-based fuzzers are often one order of
magnitude more effective at discovering bugs [49]. As also other forms of
feedback are possible, we will refer more in general to this fuzzing design as
Feedback-Driven Fuzz Testing.

2.2 Feedback-Driven Fuzz Testing

In short, when a CGF solution generates a testcase that triggers a previously
unexplored portion of the program, it deems the testcase as interesting
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and adds it to a queue of inputs (dubbed seeds) maintained for further
processing. By combining this technique with a mutational approach, we
obtain an evolutionary algorithm driven by code exploration.

Code coverage can be measured in different ways, for instance by consid-
ering basic blocks alone or by including entire calling contexts [162]. By far,
the most popular criterion used for coverage-guided fuzzers is edge cover-

age, which maximizes the number of edges visited in the control flow graph
(CFG) of program functions. Fuzzers like AFL [180] extend pure edge cov-
erage by also including a hit count for edges (i.e., how many times a testcase
exercises them) to better approximate the program state. Recently, Ankou

developed this idea further by adding coverage-equivalent testcases to the
queue depending on the results of an online principal component analysis
for hit count differences between executions.

As we anticipated before, other metrics are possible for driving fuzzer
evolution. FuzzFactory [126] recently studied several alternatives, such as
the fact that the size of memory allocations can be a useful feedback to ex-
pose out-of-memory bugs, while the number of identical bits in the operands
of a comparison instruction [103] can help in circumventing fuzzing road-
blocks. In short, all these feedback techniques act as shortcuts to domain-
specific testing goals for which code coverage is not an adequate description.

A more general approach would be to consider, alongside control flow
decisions, also data flow information regarding the program state. The most
naive embodiment of this feedback—and to the best of our knowledge also
the sole to date—is the ‘memory’ feedback, where every newly observed
data values from memory load and store operations are considered as nov-
elty factor for the fuzzer. Unfortunately, this solution easily leads to state
explosion [162].

2.2.1 Increasing code coverage

One of the main objectives for many proposed optimizations to coverage-
guided fuzzing is to reach a higher amount of covered program points in
the same time window compared to previous solutions. This metric comes
from the observation that a fuzzer cannot uncover a fault in an unxeplored
portion of the code.

During the last years, the community identified some artifacts in the
code that prevent a fuzzer to explore the code behind these so-called ”road-
blocks“. The main types of roadblocks are:
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Multi-byte comparisons. The probability that a generic byte-level mu-
tator guess from scratch the value needed to bypass a certain multi-byte
comparison is near to 0. Several approaches try to overcome this problem,
like LAF-Intel [5] that splits them into several single-byte comparisons at
the compiler level, Vuzzer [139] and Angora [35] that identify portions
of the input related to the values in the comparisons using taint analysis, or
RedQueen [16] that heuristically replaces correspondences between input
and comparisons.

Checksum checks. Checksums checks are a particularly hard version
of comparison. While they can be solved by providing valid inputs, the
problem is that any generic mutation invalidates it generating an invalid
input, making the fuzzer unable to explore the code behind these checks.
The most common way to handle these checks is to patch them out and
restore them when the fuzzer finds a crash, manually or automatically, as
proposed in several works [129, 16, 63].

Hashtable lookups. The third important code pattern identified as a
problem for coverage-guided fuzzers is the hashtable lookups as the infor-
mation needed to get the right item is not explicit in code coverage and
eventual comparisons are between encoded versions of portions of the in-
put. Current automatic solutions [16, 65] are quite naive because they can
solve the roadblock if the lookup is in a specific helper function looking at
its pointer arguments. While using a helper function is a common coding
pattern for hashtable lookups, this is not an exhaustive solution and the
state-of-the-art [14] requires manual annotations.

In addition, a popular technique to handle roadblocks is hybrid fuzzing,
in which a concolic executor is used to aid the fuzzer [174, 132, 29]. For the
checksum checks, the concolic engine can be used to repair the checksums
on crashing testcases. For the other two kinds of roadblocks, in theory, it
should be possible to solve them with this technique but concolic engines
struggle to solve hashmap-like lookups due to the complexity of handling
symbolic pointers.

2.2.2 Meaningful inputs generation

A problem that fuzzers face is the inability to stress code paths behind the
parsing stage. While generic mutators are very good in stressing parsers
with invalid inputs, in order to fuzz deep in the program we need mutators
able to go beyond the parser.
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A widely adopted solution is to guide the input generation with a model
of the input format, that can be a grammar [13, 155] or a block-based model
[130], using an internal representation, like the AST, that is easy to mutate
while preserving validity.

An important field is the research into the automation of this process,
as writing an input model is still a human task. So in the past year, some
solutions were proposed to infer how the input bytes are handled by the
program with the goal of mutating them accordingly [22, 63].

Another important property of inputs that some domain-based fuzzers
may want to preserve is semantic validity. For instance, when fuzzing a
compiler, a testcase that uses undefined variables is syntactically valid, but
the compilation will fail. Fuzzers such as Fuzzilli [75] or CodeAlchemist

[77] implement semantic-preserved mutations to fuzz JavaScript interpreters
behind the compilation stage.

2.2.3 Hunting non-crashing faults

While the algorithmic improvements to fuzz testing play an important part
in the game, the discrimination between testcases that trigger or not a fault
is another important room for fuzzers’ enhancement.

It is easy to spot bugs that cause a crash in the application just by
observing the exit status for instance on UNIX systems, but many bugs are
silent and do not corrupt the application state enough to cause a crash [119].

An example of this kind of bugs is many logic bugs related to integer
arithmetic. While in some application the invalid state may be propagated
further in the code and cause a crash, in many others this kind of faults
remain silent.

2.3 Program Properties and Invariants

Property-based testing is a software testing methodology in which some form
of specification of the program’s properties drives the testing process. Such
specification simultaneously defines what behaviors are valid and serves as
basis for generating testcases [61].

The correctness oracle can be embedded in the target program itself in
the form of a set of assertions that check the validity of each invariant,
i.e., a property that according to the specification must always hold at that
program point [58]. Testcases can then be generated by aiming at violating
the invariant assertions.
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QuickCheck [39] is probably the most well-known among such sys-
tems. Recently works such as Zest [125] and Hypothesis [108] borrows
fuzzing concepts like feedback-driven mutations to improve their efficiency
when testing, respectively, Java and Python codebases.

Since delegating the identification of program properties to the devel-
opers can be a daunting prospect, automation has been the subject of a
large body of previous works in the field. Automated invariant learning is
also a widely explored topic in other areas, for instance for memory error
detection [140].

Invariants can be discovered by conducting static code analysis: for
instance, rcore [70] builds on abstract interpretation [41] and monitors
invariants at run-time to detect program state corruption from memory er-
rors. Generally, such invariants are sound and incur limited false positives,
yet the inherent over-approximation of static analysis may generate invari-
ants too coarse to discriminate program states in an effective manner for
high-level analysis.

Therefore, a more precise way to discover invariants, which also pro-
duces them in greater quantity, consists of inspecting the program state
at run-time. For this reason, approaches like [78], [56], and [127] build
on information gathered during the execution, in a dynamic fashion. The
downside of dynamic approaches is that, unlike static ones, they produce
likely invariants, i.e., invariants that hold for the analyzed traces but may
not hold for all inputs. Hence, they may result in false positives when the
learned invariants capture only local properties of the observed executions.

In Chapter 3 we build upon this well-known coverage problem [58] and
turn it into an advantage for driving a fuzzer. We do that by starting from
a corpus of testcases that—as it is the case with real applications—cannot
be representative of all program states, then we modify a fuzzer to make it
more sensitive to behaviors that diverge from the likely invariants obtained
from the initial corpus. In this case, the fact that the learned invariants
capture properties of the observed executions instead of properties of the
program itself is the key intuition we use to generate a more diverse set of
input values.

Invariants historically play a key role in many development tasks such
as software testing, optimization, and maintenance [58]. In the context of
security research, several works have explored invariants for other problems
as well.

In the context of anomaly detection, invariants can act as oracles for
program hardening. Works such as [70] and [153] instrument programs to
block memory corruption exploits in production, as run-time checking costs



2.4. Data Dependency Graphs 15

turn out to be modest. Web applications can benefit from similar protection
as well, as explored in [42] with Daikon and PHP code.

Fault localization is another popular twist. Whenever multiple invari-
ants turn out to be violated, a typical workflow to locate the root cause is
to study similar inputs to filter out non-relevant invariants. An example
is Sahoo et al. [143], which uses dynamic backward slicing to remove more
invariants, and Aurora [23], which employs a statistical analysis of the
learned predicates.

2.4 Data Dependency Graphs

Data Dependency Graphs (DDGs) were first introduced by Ferrante et
al. [60] in 1987 as a program representation to capture the data-flow rela-
tionship among each instruction in the program. More formally, the LLVM
documentation defines a data dependence graph as a structure that “repre-
sents data dependencies between individual instructions. Each node in such

a graph represents a single instruction and is referred to as an ‘atomic’ node

[...]” [9] while edges are defined as “def-use dependencies between the atomic

nodes”.
The introduction of DDGs paved the way to new program analysis tech-

niques, such as program slicing [167, 34] (i.e., the set of statements that
affect the value of a certain variable) and reaching definitions [11] (i.e., the
set of definitions that could hit a certain point in the code). Over the years,
researchers have proposed DDG-based techniques to build new approaches
in compiler optimizations, as reported by the seminal work in this field by
Kuck et al. [94]. For instance, Heffernan et al. [81] used the data depen-
dencies that exist inside a program to improve instruction reordering and
increase the CPU pipeline performances. Other works [97, 82] proposed
advanced scheduling approaches based on the adoption and transformation
of the DDG to measure the dependencies among instructions and evaluate
when to perform a reordering operation. Another common application of
DDGs is dead code elimination, which aims at identifying which assignments
in the code can be removed after checking that no subsequent operations
depend on them [93, 24, 31].

In software security, DDGs are often used to verify if potentially unsafe
or poorly sanitized data (the source) can propagate information inside the
program until it reaches a certain statement that can trigger a vulnerability
(the sink). This led to a set of applications of the DDG, especially in static
software testing. For instance, in 1994 Kinloch et al. [91] suggested that
the combination of the DDG with the Control Flow Graph (CFG) could
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help programmers at detecting bugs. More recently, Yamaguchi et al. [169]
proposed a program representation, known as the Code Property Graph,
that combines the CFG, the DDG, and the Abstract Syntax Tree (AST) of a
program. The authors then designed specific queries over this data structure
to detect vulnerable patterns in the code. The popularity of DDGs for
vulnerability discovery is confirmed by the comparison performed by Zhioua
et al. [183] among static software testing tools. The authors found that 3 out
of the 4 investigated frameworks implemented a data dependency analysis
component when scanning C source code. However, data dependencies are
not just used to analyze source code but play a very important role also
in other scenarios. For instance, Cheng et al [37] use them to perform
taint analysis on IOT firmware images with the goal of finding vulnerable
flows, and several model checking techniques rely on them to detect unsafe
program points [114, 165].

Possible applications of the Data Dependency Graph are not limited to
unsafe languages such as C/C++. In 2009, Hammer et al. [76] proposed an
approach based on path conditions in dependency graphs that can be used
to reveal security-sensitive flows inside Java code. Moreover, in 2015 Qian
et al. [135] developed a static analysis framework to detect vulnerabilities
in Android applications by traversing the DDG, similarly to what already
done in [169] for C source code.



Chapter 3

Introducing Likely Invariants

as Feedback

Thanks to its success in discovering software bugs, Fuzz Testing (or fuzzing)
has rapidly become one of the most popular forms of security testing. While
its original goal was simply to randomly generate unexpected or invalid in-
puts, today’s fuzzers always rely on some form of heuristics to guide their
exploration. The most popular of these strategies is, by far, Coverage-

Guided Fuzzing (CGF), in which the fuzzer selects inputs that try to in-
crease some coverage metric computed over program code—typically, the
number of unique edges in the control flow graph. Consequently, a large
body of research has focused on overcoming the limitations of coverage-
guided fuzzers, for instance by proposing techniques to solve complex path
constraints [174] [132] [156] [138] [16], by reducing the large number of invalid
testcases generated by random mutations [130] [125] [13] [22] [63], or by fo-
cusing the exploration on more ‘promising’ parts of the program [123] [120] [26].

While these improvements have considerably decreased the time required
to visit different parts of the target application, it is important to under-
stand that code coverage alone is a necessary but not sufficient condition to
discover bugs. In fact, a bug is triggered only when i.) program execution
reaches a given instruction, and ii.) the state of the application satisfies
certain conditions. In rare cases, there are no conditions on the state, as
it is the case for most of the bugs in the Lava-M [51] dataset—which were
artificially created to be triggered by simply reaching a certain point in the
target applications [80].

On the one hand, this aspect is very important because the use of code
coverage to reward the exploration results in the fact that fuzzers do not
have any incentives to explore more states for an already observed set of

17
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control-flow facts (e.g., branches and their frequencies). Thus, it is consider-
ably harder for existing tools to detect bugs that involve complex constraints
over the program state. On the other hand, the simple solution of reward-
ing fuzzers for exploring new states (state coverage) is also a poor strategy,
which often decreases the bug detection rate. This is due to the fact that,
for non-trivial applications, the number of possible program states is often
infinite.

Therefore, special techniques are needed to reduce the program state into
something more manageable to explore during testing, while still preserving
the fuzzer’s ability to trigger potential bugs. To date, few works have tried to
find such compromise. For instance, some fuzzers approximate the program
state by using more sensitive feedbacks, like code coverage enriched with
call stack information, or even with values loaded and stored from memory.
This second approach, as shown by Wang et al. [162], better approximates
the program state coverage by taking into account not only the control flow
but also the values in the program state, but is less efficient than others in
finding bugs as it incurs into the state explosion problem mentioned above.

To capture richer state information while avoiding the state explosion
problem, researchers have also looked at human-assisted solutions. For in-
stance, FuzzFactory [126] lets the developers define their domain-specific
objectives and then adds waypoints that reward a fuzzer when a generated
testcase makes progress towards those objectives (e.g., when more bits are
identical among two comparison operands).

At the time of writing, the most successful approximation of the program
state coverage is achieved by targeting only certain program points selected
by a human expert, as recently proposed in [15]. In the work, portions of the
state space are manually annotated and the feedback function is modified
to explore such space more thoroughly. We believe that the automation of
this process may be a crucial topic in future research in this field.

Our Approach. In this first chapter, we propose a new feedback for
Fuzz Testing that takes into account, alongside code coverage, also some
interesting portions of the program states in a fully automated manner and
without incurring state explosion.

The key idea is to augment edge coverage—the most widely-adopted and
successful code coverage metric used by fuzzers—with information about
local divergences from ‘usual’ variable values. To this end, we mine likely

invariants on program variables by executing an input corpus (such as the
queue extracted from a previous CGF campaign) and learning constraints
on the values and relationships of those variables over all the observed ex-
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ecutions. It is important to note that execution-based invariant mining
produces constraints that do not necessarily model properties of the pro-
gram, but rather local characteristics of the analyzed input corpus [57]:
hence, constraints may be violated under different inputs.

Our intuition is that these local properties represent an interesting ab-
straction of the program state. We thus define a new feedback function that
treats an edge differently when the incoming basic block sees one or more
variable values that violate a likely invariant. This approach increases the
sensitivity of a standard CGF system, rewarding the exploration of program
states that code coverage alone would not be able to distinguish.

We develop a set of heuristics to produce and refine invariants, and tech-
niques to effectively instrument programs with a low-performance overhead—
a very important metric in fuzzing. We implement them into a prototype
called InvsCov on top of LLVM [95] and the AFL++ [65] fuzzer.

Our experiments, conducted over a set of programs frequently tested by
other fuzzers, suggest that our feedback, by succinctly taking into account
information about usual program state in addition to control flows, can
uncover both more and different bugs than classic CGF approaches.

Contributions. In summary, the main contributions of this chapter are:
• A new feedback that combines control flows with an abstraction of the

program state from mined invariants;
• A prototype implementation of our approach based on LLVM and

AFL++ called InvsCov;
• An evaluation of the effectiveness of our approach against classic and

context-sensitive edge coverage.
We share the InvsCov prototype as Free and Open Source Software at

https://github.com/eurecom-s3/invscov

3.1 Methodology

1 int wavlike_msadpcm_init (SF_PRIVATE *psf, int blockalign, int

samplesperblock)

2 { MSADPCM_PRIVATE *pms ;

3 unsigned int pmssize ;

4 // Likely Invariants:

5 // - blockalign ∈ { 0, 2, 256 }

6 // - blockalign < samplesperblock

https://github.com/eurecom-s3/invscov
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7 ...

8 pmssize = sizeof (MSADPCM_PRIVATE) + blockalign + 3 *

psf->sf.channels * samplesperblock ;

9 ...

10 pms->samples = pms->dummydata ; // array in pms

11 pms->block = (unsigned char*) (pms->dummydata +

psf->sf.channels * samplesperblock) ;

12 pms->channels = psf->sf.channels ;

13 pms->blocksize = blockalign ;

14 ...

15 }

Listing 3.1: Excerpt of wavlike_msadpcm_init() initialization code.

1 static int msadpcm_decode_block (SF_PRIVATE *psf,

MSADPCM_PRIVATE *pms)

2 {

3 ...

4 sampleindx = 2 * pms->channels ;

5 // Likely Invariants:

6 // - pms->blocksize == 256

7 while (blockindx < pms->blocksize)

8 { bytecode = pms->block [blockindx++] ;

9 pms->samples [sampleindx++] = (bytecode >> 4) & 0x0F ; //

heap overflow bug

10 pms->samples [sampleindx++] = bytecode & 0x0F ;

11 } ;

12 ...

13 }

Listing 3.2: Vulnerable code found in msadpcm_decode_block().

In this section, we present the intuition behind our approach by using
an example of a real-world vulnerability we discovered during our experi-
ments. The vulnerability is a heap overflow in the WAV file format parsing
of libsndfile, a popular library to operate on audio files. Listings 3.1 and 3.2
show the affected code. Specifically, the vulnerability is located in themsad-

pcm_decode_block function of file ms_adpcm.c, reported here at line 9
in Listing 3.2.

For our purpose, it is interesting to note that all the coverage-guided
fuzzers we used in our experiments (§6.4) were able to reach the vulnerable
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point in the code without, however, triggering the bug. Despite the fact
that the vulnerable code is ‘easy-to-reach’ and that libsndfile is often used
in fuzzing experiments (including the Google OSS-Fuzz project and recent
research works such as [69] and [172]), the bug was still present when we
ran our experiments.

This is likely due to the fact that to trigger the bug the loop should write
outside the memory pointed by pms->samples, which references the C99
variable-size array field at the end of the pms structure. This only happens
when the program is in a specific state, characterized by a small allocation
size for the pms buffer (line 8 in Listing 3.1) and a pms->blocksize value
(line 13 in Listing 3.1) sufficiently high to force the loop to write out of the
bounds of the array.

However, none of these requirements can be extracted from code cover-
age, as there are no branches in the program that involve these thresholds.
Instead, they both depend on two input-derived values: blockalign and
samplesperblock. Hence, a CGF-based exploration may easily satisfy one
of the requirements but, without recognizing this as progress in the pro-
gram exploration, it would unlikely satisfy both at the same time. In fact,
any generated testcase satisfying either requirement would exercise an “in-
termediate” program state closer to the bug, but would not be seen as an
interesting one to add to the queue for more mutations, because in the eyes
of CGF it does not bring novel code coverage.

This example shows the challenge that modern fuzzers encounter when
exploring the state of a program, even for code that does not entail difficult
path conditions to be reached. State-of-the-art CGF systems can saturate
in coverage while still missing bugs at program points touched in their op-
eration. Also, they may fail to generate testcases to cover unseen program
points whenever those are reachable only upon meeting conditions that do
not depend on control flow alone.

3.1.1 Program State Partitions

The core idea of this chapter is that we can divide the program space in
different partitions at multiple points in the application code, by learning
likely invariants from executing the program under test over an initial corpus
of inputs.

To continue with our example, let us imagine that we can fuzz libsndfile
for a certain amount of time, e.g., 24h, with a standard CGF system (we will
discuss in §3.1.4 the effect of different corpora on the extracted invariants).
By investigating the values of the variables across all seeds saved by the
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Figure 3.1: State partitioning for wavlike_msadpcm_init() induced by the
two likely invariants LI1, LI2. The bug can be exercised only when in
partition B (LI1, LI2 both violated).

fuzzer, we would identify two likely invariants for the init function and one
for the vulnerable decoding loop. All invariants are included as comments
in Listings 3.1 and 3.2.

It is important to understand that these invariants are descriptive of the
limited number of states that were induced by the corpus generated by the
fuzzer. In other words, each invariant expresses a condition over the state
of the program that the fuzzer was unable to violate during the testing
experiment. Therefore, our intuition is that we can use these invariants to
divide the program state into a number of partitions, as depicted in Figure
3.1 for the init function.

In this case, we can see that the two invariants partition the space in four
non-contiguous areas (A to D in the figure), all but the first unvisited by
the fuzzer. This information allows us to provide feedback to the fuzzer to
explore new abstract states without incurring into the classic state explosion
problem.

Moreover, since these states can be reached only by violating the in-
variants we learned over previous executions of the fuzzer, our intuition
is that they are likely to bring the program into seldom-explored corner
cases—where vulnerabilities may lie undetected for a long time.

To capture this information, the approach presented in this chapter aug-
ments the classic edge coverage feedback by using the violation of likely
invariants learned over basic blocks. In an ideal world, we could learn ex-
act invariants and transform them in terms of code coverage, allowing pure
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coverage-based fuzzers to receive feedback to progress towards these areas.
However, as described in §2.3, current invariant mining techniques lead to
both over or under approximations.

3.1.2 Using Invariants as Feedback

The common limitation of dynamic invariant detection is that the resulting
invariants often capture local properties of the test suite more than static
properties of the program.

However, for our purpose, this is exactly what we want. In fact, likely
invariants that represent only local properties of the corpus are interesting
because their violation would tip fuzzers about what value combinations in
the program state are unusual, and ideally the home of bugs.

Therefore, we define our invariant-based feedback as a combination of
edge coverage with the information about which likely invariants are vio-
lated in the source basic block. To inform the fuzzer about the progress
towards interesting states, we then tweak the classic novelty search algo-
rithm adopted by most coverage-based systems. In particular, for each
CGF-instrumented control flow graph edge, we make it generate a different
value for the novelty search for each unique combination of violated invari-
ants. As we will detail in Section 3.2.2, we track invariants individually
and reward them independently at each basic block: this choice brings an
unambiguous, implicit encoding of program state partitions.

The invariants ability to partition the program state space without in-
curring state explosion is also one of the key insights of our approach. At
each basic block N invariants can partition the state locally just like N
non-parallel lines can divide a plane into N ∗ (N + 1)/2 + 1 regions. In
practice, since each basic block typically manipulates only few variables, N
is usually a very low value (statistics in Appendix 3.5).

Back to our example, for the wavlike_msadpcm_init function we have
two variables involved in the learned invariants: blockalign and samples-

perblock. The partition that triggers the vulnerability is B—the one that
sees both invariants violated. Our fuzzer found the bug for a value assign-
ment {blockalign = 1280, samplesperblock = 8}.

With the enriched sensitivity from our invariant-based feedback, the
fuzzer can violate each invariant separately, save such testcases for partitions
A and D, and for instance splice the two testcases to generate one that
brings the state to B. More in general, our approach can generate inputs
that violate multiple invariants by either combining or mutating previous
seeds—each violating one or more distinct invariants.
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As for the likely invariant involving pms->blocksize in the buggy func-
tion (Listing 3.2), we observe that violating it is not a sufficient condition
to trigger the bug. The field is assigned equal to blockalign in Listing 3.1,
but also samplesperblock has to contribute to expose the bug.

3.1.3 Pruning the Generated Checks

With our example, we showed how we can use invariants to partition the
program state and how we can then provide this information as feedback to
drive the fuzzer’s exploration.

However, not all invariants are equally useful: while having more in-
variants does not affect our methodology (i.e., we do not lose sensitivity
by exposing more partitions), the extra states they generate can pollute
our feedback and the additional instrumentation can impact the run-time
overhead.

Therefore, we designed three classes of pruning rules to remove invariants
that would be fruitless to check either in light of other available information
or because of the nature of their constituents.

1. The first class of invariants we discard are those that are impossible

to violate. For instance, our likely-invariant mining system would
often learn that unsigned integer variables are always greater than or
equal to zero—which is not a very useful condition to drive a fuzzer. To
identify these and alike cases, we perform a Value Range Analysis [79]
for each function of the program under test. Arguments and global
storage are initially seen unconstrained, and the analysis produces
bounds for function variables that hold for any execution. Using range
information, we instruct our miner to never generate likely invariants
that are logically weaker than the ones found statically. Since these
invariants cannot be violated, we can save the instrumentation cost
required to monitor them.

2. The second class of fruitless invariants are those that combine unre-
lated variables. To remove these relationships, we compute Compa-

rability Sets for each function of the program under test: each variable
belongs to only one such set, and invariants combining variables across
different sets are discarded. We initially create a separate set for each
variable, then use a unification-based policy by iterating over function
instructions and merging the sets of two variables whenever those oc-
cur as operands for the same statement. Eventually, a comparability
set contains variables that take part in related computations. Few
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exceptions apply: for instance, in an array pointer computation we do
not merge the sets of the base and the index elements as they are not
directly related.

3. Whenever different invariants have overlapping conditions, it is
possible to optimize their run-time verifications by reusing previously
computed values. In particular, we target pairs of likely invariants
that share the same conditions on some of their variables. If the two
invariants concern two program points p and p′ where p′ can execute
only after p, we can use a standard flow-sensitive analysis to determine
whether between p and p′ there are no intervening re-definitions for
any of the involved variable. In that case, we simply propagate the
value computed at p and save the computation cost at p′.

The output of the value-range analysis and the comparability sets are
computed beforehand and passed to the invariant miner, which takes them
into account when generating the invariants. Overlapping conditions are
instead dealt with when producing the program—augmented with code for
checking invariants—that will undergo the testing process.

3.1.4 Corpus Selection

For our entire solution to work, we need to be able to learn likely invariants
from a large number of executions of the program under test. Therefore,
like for many other evolutionary fuzzing techniques, the choice of the initial
corpus of inputs is critical.

An unwise choice can generate invariants that do not describe with suf-
ficient generality the shape of the variables in the program state. For in-
stance, it is a common practice in fuzzing to download many files of a given
file format when testing a parser, but almost all those files are valid files. If
we learn likely invariants from the program executions of such a corpus, we
will bias our invariants on the validity of the file format and, in some cases,
this can be a mistake because we might miss interesting partitions of the
program state related to invalid inputs.

As we want to address the problem of finding bugs even when the fuzzer
saturates in coverage [74], a natural choice is to use as corpus the queue of
a coverage-guided fuzzer taken as soon as that fuzzer shows signs of slowing
down in reaching new coverage points. A violation of an invariant learned
over such corpus will lead to novel feedback for the fuzzer and desaturate
the search.
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Figure 3.2: High-level workflow of invariant-based fuzzing.

To confirm our intuition we downloaded a dataset of valid files for the
programs we tested in §6.4 and mined likely invariants by using such test-
cases. We then compared the invariants extracted from these initial seeds
with those obtained using the queue after a 24h run of a coverage-based
fuzzer initially supplied with the same seeds. In our experiments, we ob-
served that the invariants extracted only by using the valid files led to the
discovery of 20% fewer unique bugs than with the invariants extracted from
an initial run of a fuzzer.

3.2 Implementation

In the previous section, we introduced the motivation and the key ideas
behind our approach. However, we intentionally avoided discussing two
important aspects of our solution: i.) how we define the state we want to
capture in our invariants, and ii.) how we perform the instrumentation of
the program under test to collect the information required by our technique.
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Our approach can be implemented in different ways, for instance by
instrumenting the target source code, or by performing binary-level in-
strumentation via static rewriting [50] or dynamic translation [47]. While
each approach has its own pros and cons, for our experiments we opted
for a compiler-based implementation of our invariant-based fuzzing using
LLVM [95] and the Daikon [57] likely-invariants system.

Our prototype is written in C++ and re-uses the fast intra-procedural
integer range analysis of Pereira et al. [136] for LLVM, which takes an
asymptotically linear time to complete. Figure 3.2 provides a high-level
view of the complete architecture. We implemented two custom compile-
time transformation phases (consisting of roughly 5 KLOC) for LLVM:

1. Learning phase, where we emit logging instrumentation for program
state variables to feed the invariant miner;

2. Instrumentation phase, where we augment the code of the program
under test to evaluate the likely invariants in a form directly suitable
for coverage-guided fuzzers.

In short, during the Learning phase we record all the information about
the program state required for invariant mining. We achieve this by running
an augmented version of the program under test over a corpus of inputs,
which can be obtained in several ways (§3.1.4; in the experiments described
in §6.4 we use the seeds generated from a 24h coverage-guided fuzzing ses-
sion). For invariant mining we use the Daikon dynamic invariant detector,
one of the most used dynamic miners: first presented in 2007, Daikon is
still under active development.

At each instrumentation place, invariant mining faces a cubic time com-
plexity in the number of constituents (i.e., program variables) [58]. How-
ever, since our technique is applied at the level of basic blocks, the number
of variables is practically a small constant, and the total computation cost
for invariant mining becomes linear in the number of basic blocks in the
program.

During the Instrumentation phase, we then encode likely-invariant in-
formation in program functions to expose them to coverage-guided fuzzers.
Our transformed programs can execute out of the box on any AFL-based
fuzzer but, as we elaborate in more details in §3.2.2, we foresee minimal
adaptations to support coverage tracking schemes from other fuzzer families.
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3.2.1 State Invariants Learning

In order to learn the likely invariants, we need to observe the values of the
program state during the execution of the program over the initial corpus
of inputs. To achieve that, we compile a dedicated version of the program
under test that includes additional instrumentation to collect such values
at run-time.

Since our prototype is implemented on top of the Intermediate Repre-

sentation (IR) of LLVM, we can easily expose the state of the program at
the level of each basic block. Also, the IR allows us to avoid issues with
uninitialized values that affect tracing complex data types at the source
code level [4]. For instance, a structure may contain a pointer, and to ex-
tract the present pointed value for tracing purposes its address must be
valid. The original Kvasir front-end of Daikon uses expensive dynamic bi-
nary instrumentation [47] to read variables and inspect memory. However,
by working at the IR level, we can just wait until the address appears in a
virtual register as the result of a load operation and use it for tracing.

Another advantage of using an Intermediate Representation is that, in
an IR, instructions are typically expressed in a Single Static Assignment
(SSA) form [142]. SSA entails that each variable can only be assigned once,
and each use must be reached by a (unique) prior definition.

For simplicity, in our implementation we ignore floating-point instruc-
tions and model the program state by looking at SSA variables holding
integer values. For local variables, since multiple SSA variables exist in the
IR for a single source-level variable1, we restrict our analysis to those SSA
variables that can be directly connected to a source-level variable, by using
debug metadata from the LLVM front-end.

When a program instead accesses non-local storage or a field of a non-
primitive type, LLVM introduces an SSA variable as result of a load op-
eration for the current contents. By instrumenting such IR variables, our
invariant mining extends also to global variables, heap storage, and fields of
structs.

Moreover, since our goal is not just to model the state of an application,
but to improve the effectiveness of a security-oriented testing technique, we
focus our analysis on those variables that can have security-related conse-
quences, according to the following three rules:

• The variable is part of a GetElementPtr instruction2for pointer com-
putation unless only constant indexes are involved;

• The variable value is loaded from or stored to memory by using a
Load or Store instruction;
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• The variable represents the return value of a function.
To collect the value of each variable we implemented an LLVM function

pass that, alongside instrumenting the variables of interest with logging
machinery, also dumps at compilation time the Comparability sets and the
integer ranges [136] to support the pruning techniques described in §3.1.3.

The pass creates a JSON file for each code module to store information
about program points and variables (type, comparability, and bounds). We
then process and merge these intermediate files from all modules to produce
the Daikon declaration file3, adding also comparability and range bound
information for the sake of invariant pruning (Section 3.1.3). We instruct
Daikon to run the instrumented program over each input in the corpus
and retrieve the values logged for its variables. We mine our invariants by
using the on-demand mode of Daikon, which learns incrementally from
each execution.

3.2.2 Program Instrumentation

In the second phase of our approach, we embed the likely invariants obtained
from the Learning phase in the program under test and add the required
AFL instrumentation to drive the fuzzer. For this, we turn each invariant
into a C function that we compile to LLVM IR and invoke from the pro-
gram point of interest. The function takes as arguments the IR values that
are part of the invariant and evaluates them, returning a unique identifier
when the invariant is violated, and zero otherwise. Listing 3.3 provides an
example of such functions, generated for an invariant with identifier 123

that checks whether var0 > 1.

unsigned __daikon_constr_123(int var0) {

if (!(var0 > 1))

return 123 << 1;

return 0;

}

Listing 3.3: Example of generated C code from an invariant.

// Original AFL edge-coverage code

__afl_area_ptr[cur_loc ^ prev_loc]++;

1Special φ-functions regulate the currently visible assignment when it depends on the

CFG basic blocks the program traversed.
2https://llvm.org/doxygen/classllvm_1_1GetElementPtrInst.html
3https://plse.cs.washington.edu/daikon/download/doc/developer/File-formats.

html#Declarations

https://llvm.org/doxygen/classllvm_1_1GetElementPtrInst.html
https://plse.cs.washington.edu/daikon/download/doc/developer/File-formats.html#Declarations
https://plse.cs.washington.edu/daikon/download/doc/developer/File-formats.html#Declarations
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prev_loc = cur_loc >> 1;

// Extended to capture violations of invariants

__afl_area_ptr[cur_loc ^ prev_loc]++;

prev_loc = cur_loc >> 1;

prev_loc ^= __daikon_constr_123(var0);

prev_loc ^= __daikon_constr_321(var2, var3);

Listing 3.4: Classic and Extended AFL instrumentation for edge coverage.

To expose the violation of invariants as if there were a code coverage
change, we modify few lines that are part of the classic AFL instrumenta-
tion, as depicted in Listing 3.4. In the original code, cur_loc represents the
identifier assigned to the current block, and prev_loc is the right-shifted-
by-one value of the previous block identifier. An edge coverage event is
reported by XOR-ing these two variables and by incrementing the corre-
sponding entry in the __afl_area_ptr coverage map. In this way, the code
can also capture the number of times that the edge is executed modulo 256
(map values are 8-bit unsigned integers).

To include the information about the violated invariants into the AFL

feedback, we encode the identifiers of the violated invariants into prev_loc

by using the XOR operation. This allows each edge to also capture which
invariants were violated in the source basic block. Listing 3.4 shows how we
augment edge coverage with the combination of the outcome of the functions
that check the invariants with identifiers 123 and 321. Note that zero is the
identity element for XOR, so edge coverage is unaffected when an invariant
is not violated (i.e., the invariant’s function returns zero).

We insert our instrumentation by using an LLVM Function pass. During
this phase, we also apply the optimization to remove overlapping conditions,
as described in §3.1.3, by identifying those invariant evaluations in different
blocks that perform the same checks on the same values. To minimize their
number, and therefore avoid redundant instrumentation that could slow
down the execution, we build the dominator tree [134] for each function
of the target program and emit the check only at the top-level block in
such tree that strictly dominates all the other blocks in which the same
invariant appears. Thanks to the SSA form, the value returned for the
check is guaranteed to be visible at its dominated blocks, and therefore we
can avoid re-executing the evaluation function.
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3.3 Evaluation

In our experiments we tackle the following research questions:
• RQ1. Are our invariant pruning heuristics effective in reducing the

number of generated checks?
• RQ2. Does our new feedback incur state explosion?
• RQ3. Can our feedback lead a fuzzer to effectively exploring more

program states than code coverage?
• RQ4. Can our feedback uncover more, or just different, bugs than

code coverage?
• RQ5. What run-time overhead does our feedback introduce?

Target Programs

Program Package KLOC Sanitizers

catppt CATDOC 0.95 7 ASan, UBSan

xls2csv CATDOC 0.95 7 ASan, UBSan

jasper Jasper 2.0.16 176 ASan

sndfile-info libsndfile 1.0.28 79 ASan, UBSan

pcre2 (harness) PCRE2 10.00 68 ASan, UBSan

gm GraphicsMagick 1.3.31 251 ASan, UBSan

exiv2 Exiv2 0.27.1 80 ASan, UBSan

bison Bison 3.3 100 ASan

Table 3.1: List of target programs used for the evaluation along with the
corresponding package, the lines of C/C++ code, and the sanitizers used
when compiling each program.

In order to answer these questions, we selected 8 real-world target pro-
grams as subjects for our experiments. We opted for programs that work
on distinct file types and follow different strategies in the implementation of
the parsing stage. In more detail, cappt and xls2csv look up tokens using
large switch constructs, jasper works on a chunk-based format, sndfile-info
is stream-oriented, pcre2 uses lookup tables, gm combines different strate-
gies, exiv2 is chunk-based and uses C++ objects to represent chunks, and
bison is an LR parser. The versions we selected are known to contain bugs as
they are widely used in past works (e.g., [69] [112] [138]) to test fuzzers. For
a rigorous evaluation we also manually de-duplicate crashes when assessing
bug finding capabilities [92].
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Program Command line

catppt @@

xls2csv @@

jasper -f @@ -t jp2 -T mif -F /dev/null

sndfile-info –cart –instrument –broadcast @@

pcre2 (harness)

gm convert @@ /dev/null

exiv2 @@

bison @@

Table 3.2: List of command line used for the each target program when run
in the fuzzer.

Note that popular benchmarks like Lava-M [51] are not suitable for
evaluating our approach, as the bugs they contain depend exclusively on
code reachability guarded by magic-value comparisons [80]. We also opted
not to use the recent and appealing Magma [80] benchmarks, as their
hardwired logging primitives (used to check for ground truth) split basic
blocks and thus conflict with the granularity of our invariant construction
and instrumentation.

To enable reproduction of our results, Table 3.1 lists the programs we
used in our experiments, their software package and version, their lines of
code, and the sanitizers [154] enabled at compilation time. The command
line used to run them in the fuzzer is in Table 3.2. We applied both Address-
Sanitizer (ASan) and UndefinedBehaviourSanitizer (UBSan) compile-time
instrumentation. However, we had to disable UBSan for two applications
as it introduced unwanted side-effects that made them crash even with the
simplest test inputs.

Experimental Setup

We ran all experiments on a x86_64 machine equipped with an Intel® Xeon®

Platinum 8260 CPU with a clock of 2.40 GHz. We used AFL++ version
2.65d as reference fuzzer to study the benefits of our approach and draw
comparisons with the many configurations AFL++ offers (e.g., alternative
mutation and seed scheduling policies, and context-sensitivity).

We ran each experiment 5 times to reduce the impact of fuzzing random-
ness, and report the median value to aggregate the results. Each experiment
had a 48h budget.

Starting from an initial collection of valid files, we ran AFL++ for 24h
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Invariant pruning

Program None Learning All

catppt 137 137 (100%) 136 (99%)

xls2csv 453 400 (88%) 396 (87%)

jasper 11459 9144 (80%) 9144 (80%)

sndfile-info 3462 3013 (87%) 2996 (86%)

pcre2 4992 4803 (96%) 4497 (90%)

gm 16173 14362 (89%) 13278 (82%)

exiv2 6040 5534 (91%) 4943 (82%)

bison 9363 6263 (67%) 5983 (64%)

Total 52079 43556 41373

% (w.r.t. Unopt.) 100% 84% 79%

Table 3.3: Number of generated checks without any optimization, with
optimizations for learning phase only, and with optimizations for learning
& instrumentation phases.

and collected its queue as a corpus, which we used both as corpus for learning
the likely invariants and as initial seeds for all the fuzzers we evaluate in
our experiments. The same configuration was used in [22] for incremental
fuzzing runs and allowed CGF fuzzers to approach saturation in our tests.

Throughout the rest of the section, we will denote with InvsCov a fuzzer
that uses our invariant-based instrumentation as feedback, with CodeCov

a fuzzer that uses classic edge coverage as feedback, and with CtxCov a
fuzzer that augments edge coverage with context sensitivity.

3.3.1 RQ1: Invariant Pruning

To answer the first research question, we measured how the pruning rules
introduced in §3.1.3 ultimately impact the number of tests for likely invari-
ants that our system needs to insert into the program under test.

Table 3.3 reports the number of checks generated without any optimiza-
tion enabled, with only those for the learning phase (comparability sets and
removal of invariants impossible to violate) enabled, and with also the op-
timization applied at the instrumentation phase (overlapping conditions).

The optimizations from the learning phase reduce the amounts of checks
by 14% on average. This resulted in an average of 1.4 likely invariants gener-
ated for each basic block that accesses one or more profiled variables (§3.2.1)
in the LLVM IR. Upon adding the overlapping-conditions optimization from
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Testcases Edges

Program InvsCov CodeCov InvsCov CodeCov

catppt 213 119 404 404

xls2csv 1358 770 1013 1007

jasper 10831 3188 5452 5487

sndfile-info 1764 1297 8164 8074

pcre2 25534 15205 9831 9502

gm 12802 9488 25680 25216

exiv2 7016 5661 31201 31062

bison 5019 4419 6703 6700

Geo mean 3985 2466 5596 5548

% (w.r.t. CodeCov) 162% 100% 101% 100%

Table 3.4: Median number of testcases stored in the fuzzers’ queues and
edges covered over 5 trials of 48h.

the instrumentation phase, the total number of invariants decreased by 21%.
While the overall reduction may seem small, according to our experiments
the smaller number of invariants to check at run-time resulted in a 10% net
increase in the performance of the fuzzer.

3.3.2 RQ2: State Explosion

The number of testcases maintained in the fuzzer’s queue can serve well the
purpose of verifying whether our technique would result in an explosion on
the number of states the fuzzer has to track. In fact, the number of stored
seeds is representative of the interesting testcases generated and therefore
of distinct portions explored in the state space that is visible to the fuzzer.
Table 3.4 reports the number of testcases in the fuzzer’s queue after a 48h
session. The growth due to the use of invariants is moderate, and only
accounts for a 62% increase across all programs.

This is very important because an excessively large queue becomes un-
manageable for a fuzzer. Wang et al. [162] studied queue sizes for two
memory-based feedbacks (§2.2) and reported growth factors of 21x and 14x
as geometric mean for the DARPA CGC benchmarks, and peaks of 196x
and 512x. The authors also observed that the relative differences among
most seeds were so small that they were very unlikely to lead to the discov-
ery of new bugs. On the contrary, more moderate increases, such as ~8x
over edge coverage for feedbacks focused on control flows (e.g., n-grams,



3.3. Evaluation 35

Violated Checks Exec / Sec

Program InvsCov CodeCov InvsCov CodeCov

catppt 40 5 112 101

xls2csv 113 13 132 128

jasper 971 462 143 166

sndfile-info 558 214 151 152

pcre2 1524 286 2508 4381

gm 1874 715 63 65

exiv2 712 342 67 59

bison 387 234 57 65

Geo mean 458 134 145 156

% (w.r.t. CodeCov) 342% 100% 93% 100%

Table 3.5: Median number of checks violated by the testcases in the fuzzers’
queues and average of the executions per second over 5 trials of 48h.

context-sensitivity), resulted in a profitable end-to-end bug finding.
In most of our programs we measured a growth factor below 2x, except

for jasper, for which it was roughly 3x, yet far behind the numbers that
were reported to cause state explosion in previous studies.

3.3.3 RQ3: Program State Exploration

Since our main goal is to help the fuzzer to explore various program states
that can lead to bugs, we now look at how our proposed approach explores
the program behaviors that would be visible to a pure code coverage-based
approach.

First of all, we study the (cumulative) edge coverage on the original,
un-instrumented program collectively exercised by executing the seeds (i.e.,
testcases) from the queues of InvsCov and CodeCov. Such coverage is a
common metric in fuzzers evaluation, as a fuzzer cannot reveal a bug in a
program point if it first does not explore it at least one time.

In Table 3.4 (column ‘Edges’) we report the median edge coverage of
AFL++ when using, respectively, invariants or standard edge coverage as
feedback. Overall, the differences are very small. For most targets, In-

vsCov results in a coverage comparable to CodeCov, showing that our
technique does not result in a decrease of edge coverage. On some pro-
grams, our approach even helped the fuzzer to increase coverage over the
saturated corpus, suggesting that some code paths may be reached only
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with the right combination of conditions over some program state variables.
It is important to remember that the goal of our system is NOT to in-

crease code coverage, but instead to increase the state coverage along the
paths reached by a fuzzer. Therefore, we study the number of invariants vio-
lated by using our feedback mechanism compared to the traditional Code-

Cov, as a proxy of the improved program state coverage. The ‘Violated
Checks’ column in Table 3.5 shows that AFL++ with InvsCov, thanks to
our instrumentation mechanism (§3.2.2), maintains a set of testcases that
violate more invariants than AFL++ with just CodeCov. Overall, our ap-
proach was 3.4x more effective than pure CodeCov at helping the fuzzer
to visit different partitions of the program state.

3.3.4 RQ4: Bug Detection

Default MOpt Rare

Program Invs

Cov

Code

Cov

⋂
Invs

Cov

Code

Cov

⋂
Invs

Cov

Code

Cov

⋂
catppt 3 3 3 3 3 3 3 3 3

xls2csv 17 15 13 18 17 15 17 16 14

jasper 7 5 5 8 5 4 8 4 4

sndfile-info 11 10 10 10 10 10 11 10 10

pcre2 77 35 28 81 52 36 80 48 38

gm 19 14 13 18 14 13 20 14 13

exiv2 8 7 7 8 7 7 8 7 7

bison 5 5 5 5 5 5 5 5 5

Total 147 94 84 151 113 93 152 107 94

% (w.r.t. CodeCov) 156 % 100 % 89 % 134 % 100 % 82 % 142 % 100 % 88 %

Table 3.6: Median unique bugs found with and without invariant-based
feedback over 5 trials of 48h for each target program and three different
fuzzers (Default, MOpt and Rare).

As the ultimate goal of Fuzz Testing is to detect bugs in programs we
now analyze in more details the bugs InvsCov could find in our experiments
and study their properties.

To compare InvsCov against classic edge coverage, we consider addi-
tional AFL++ configurations that exercise different designs in other com-
ponents of the fuzzer, such as the scheduling strategies for mutations or
seed selection. These strategies are orthogonal to the feedback function in
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InvsCov
CodeCov

Figure 3.3: Venn Diagram showing the bugs Default found by either
InvsCov or CodeCov, and by both (gray).

use. Therefore, in the end, we expect InvsCov to outperform CodeCov

independently of other parameters. We believe this type of multi-pronged
experiments allows for a more fair evaluation to isolate the contribution of
the feedback technique alone.

In particular, we selected three AFL++ configurations for our tests:

• Default, i.e., the standard configuration of AFL++ used also for the
other research questions;

• MOpt, i.e., AFL++ equipped with the MOpt [107] mutation sched-
uler, a powerful technique that dynamically prioritizes mutations ac-
cording to their expected efficiency at any time in the execution;

• Rare, i.e., AFL++ scheduling that prioritizes seeds that exercise
paths not along the ‘hot’ regions traversed by most seeds in the queue.
Different, complex embodiments of this idea proved to be effective in
a number of previous works [27] [98] [25].

We run these three state-of-the-art fuzzers on all target programs for
48h, to simulate a fuzzing campaign with a medium-small length, as previ-
ously used to evaluate fuzzers in works such as [123] and [22].

For crash de-duplication, we first grouped the reported crashes by using
a standard call-stack hash from the stack trace. However, as automatic de-
duplication with stack hashes is generally unsound (it can both under- and
over-count [92] depending on the case), we decided to manually inspect and
triage each testcase.

Table 3.6 reports how many unique manually deduplicated bugs each
fuzzer found over our set of subject programs4. The table also reports the
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Program Reached InvsCov \ CodeCov

catppt 0 0

xls2csv 0 4

jasper 1 2

sndfile-info 1 1

pcre2 41 51

gm 0 6

exiv2 0 1

bison 0 0

Total 43 65

Table 3.7: Median number of bugs in the set difference between the Invs-

Cov and CodeCov bugs (see Table 3.6) that are reached in coverage by
CodeCov but not triggered.

intersection between the bugs found with our approach and with classic edge
coverage. This relationship, summarized for all programs in the Venn dia-
gram of Figure 3.3, highlights that guiding fuzzers by using state invariants
not only results in more bugs being discovered, but also in different bugs5.

Notably, the fuzzers that use our InvsCov feedback never underper-
formed with respect to the corresponding CodeCov versions, in all con-
figurations. For two targets, catppt and bison, all fuzzers found the very
same number of bugs, suggesting that these bugs are easy to trigger without
particular requirements over the program state. Notably, on some of the
targets (sndfile-info, xls2csv, gm, exiv2), the use of invariants allowed the
fuzzer to also discover previously unknown bugs and vulnerabilities, like the
one we used as running example in §3.1.

To better understand the bugs that only InvsCov was able to uncover,
we classify them according to whether or not CodeCov was able to reach
the crash point (obviously, without triggering it). We report the number of
‘covered but not triggered’ bugs for CodeCov in Table 3.7. It is interesting
to observe that the instructions responsible for 43 of the 65 bugs discovered
by InvsCov were reached by CodeCov, but not triggered due to the lack of
the correct combination of state conditions required to trigger the bug upon
reaching the flawed program point. These types of bugs are particularly
common for pcre2. Since the program is essentially a parser that makes
use of lookup tables, its program states are heavily data-dependent. The
importance of the program state is also confirmed by the fact that some of
the crashing locations were reached already by the initial input corpus we
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supplied to the fuzzers. Thus, our approach shows a clear advantage for
those programs that contain data dependencies in their flows.

For the remaining 21 bugs for which traditional fuzzers were unable to
even reach the vulnerable location, a possible reason—as we discussed al-
ready for Table 3.4 (§3.3.3)—could be the fact that the use of invariants
also allowed the fuzzer to achieve a slightly better code coverage. Indeed,
specific conditions on program state values may be needed not only to un-
cover a fault but also to progress the exploration towards some code regions
of the program under test.

As an additional set of experiments, we analyzed the default configura-
tion of AFL++ with edge coverage augmented by context-sensitivity6 (Ctx-

Cov), firstly introduced by Chen et al. [35], which turned out to be the
form of feedback that revealed more bugs in the recent analysis of Wang et
al. [162]. We report the number of triaged bugs for InvsCov and CtxCov

in Table 3.8, running five 48-h trials with the same initial corpus of the
other experiments.

Our experiments confirm that CtxCov performs better than Code-

Cov (+11%), revealing more unique bugs on four targets (2 on xls2csv,
6 on pcre2, 1 on exiv2 and gm). Nonetheless, call-stack information for
the context does not contain explicit information on program data, and
InvsCov consistently finds more or different bugs than CtxCov as well
(e.g., +47 on pcre2, +6 on gm2). The number of bugs found by both
slightly improves for two subjects (2 bugs on xls2cov and pcre2) compared
to CodeCov, suggesting that calling-context information offered AFL++

a different angle based on call paths to exercise the program states that
trigger such bugs.

Finally, we also explored the hybrid scenario (marked as Combined in Ta-
ble 3.8) in which we augmented edge coverage with both our invariants and
context-sensitivity at once. This combined approach led to the discovery of
another heap vulnerability in libsndfile (function wavlike_ima_decode_-

block). While this solution performs overall slightly worse than invariants
alone, we observed promising peaks on single runs of pcre2 (119 for Com-
bined, 92 for InvsCov, 47 for CtxCov), jasper (12-8-6), and sndfile-info

4The classes we observe are the typical ones from sanitization with ASan and UBSan

(e.g., heap and stack overflow, division by zero). As the bugs are many, we omit tedious

information on their types for brevity.
5InvsCov may also miss bugs reported by CodeCov within a fixed time budget

because of fuzzing entropy and different seed scheduling choices over different queues.

However, those bugs are still within reach for InvsCov.
6Fuzzers can use calling-context information, i.e., the sequence of routine calls concur-

rently active on the stack when reaching a program location [48].
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Program InvsCov CtxCov
⋂

Combined

catppt 3 3 3 4

xls2csv 17 17 15 18

jasper 7 5 5 6

sndfile-info 11 10 10 11

pcre2 77 41 30 65

gm 19 15 13 21

exiv2 8 8 7 8

bison 5 5 5 5

Total 147 104 88 138

% (w.r.t. CtxCov) 141 % 100 % 85 % 133%

% (w.r.t. CodeCov) 156 % 111 % 94 % 147%

Table 3.8: Median number of bugs found with InvsCov and CtxCov,
their intersection, and the bugs found with a fuzzer Combined that uses
both feedbacks simultaneously.

(12-11-10). The downside of combining multiple feedback refinements is, in
fact, that with larger queues (e.g., +79% on pcre2 w.r.t. InvsCov) the
randomness in seed scheduling impacts which program portions, and ulti-
mately bugs, get explored in a limited time budget. We report the complete
experimental data in Appendix §3.5, and leave the investigation of how to
optimize combinations of this kind to future work.

3.3.5 RQ5: Run-Time Overhead

As our technique requires adding a more complex instrumentation to the
program under test, it is reasonable to expect a higher run-time over-
head with respect to CodeCov. Following the approach of the authors
of RedQueen [16], we measured the average execution speed of AFL++

when executed on our target programs for 48h. Table 3.5 details (in column
‘Exec / Sec’) how many executions per second InvsCov and CodeCov were
able to perform. The experiments show that our technique introduced on
average a slowdown of 8%. We believe this to be a moderate price to pay
to increase the ability of fuzzers to explore more (and more diverse) states
of the programs under test.

A counter-intuitive result here is that for some programs the execution
speed measured for InvsCov is higher than for CodeCov. The reason
is that in some programs many invariant violations were triggered along
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fast code paths: as InvsCov causes the fuzzer to spend more time on the
same code path if one or more invariants are violated along it, the fuzzer
ultimately focused on those parts and executed the other, slower paths less
often than when using CodeCov, thus benefiting from shorter executions.

3.3.6 Discussion

The results of our experiments confirmed that our feedback, by distinguish-
ing when program variables deviate from their ‘usual’ values, improves the
sensitivity of a fuzzer for program states that code coverage alone fails to
reward. Out of the 65 buggy program points that only our approach could
drive to a crash, edge coverage alone was able to reach 43 of them, without
however exposing the bug because the program was not in the correct state.
Even when using refined code-based feedbacks like context-sensitivity, our
approach continued to reveal more and different bugs than CGF.

Our tests also show that our instrumentation is tenable: it introduces
only a moderate 62% growth on the fuzzer’s queue size (orders of magnitude
less than memory feedbacks, and still smaller than several code-based feed-
backs [162]) and it slows down testcase execution by 8% on average. These
costs are clearly amortized in our experiments by the many more unique
bugs reported by our technique.

Finally, our feedback is not decremental in terms of code coverage com-
pared to edge coverage and, in some cases, it can also ‘unlock’ more state-
dependent program portions for further exploration. As briefly experi-
mented in the Combined scenario, InvsCov and fine-grained forms of code
feedbacks may also complement each other. Such a fuzzer would be able to
better differentiate and explore those local state properties that are influ-
enced by control-flow facts (e.g., the call path).

3.4 Limitations and Future Directions

Our approach augments the classic edge coverage feedback with information
on violated likely invariants. As we emit AFL-compliant instrumentation
for the sake of compatibility, there is a possibility of hash collisions—just like
with AFL—when indexing the shared map for coverage updates. AFL++

offers an alternate link-time instrumentation scheme [86] that is collision-
free but breaks compatibility. We may devise an InvsCov variant that
benefits from such design, devising a solution that combines LTO with in-
variants like Borrello et al. [28] did for CtxCov or exploring split maps
for the invariant and edge feedbacks.
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On the methodological side, an intrinsic limitation of our approach is
that it is not adaptive. We learn invariants once, while there could be
potential to explore by refining them as the exploration advances and new
value conditions are observed. A follow-up of our approach would then
be to devise an online invariant mining module. Recent machine learning
advances in anomaly detection like [46] could offer valid support to this end.
We believe that a fuzzer that adaptively learns the state space partitions
over variables can have a positive practical impact, and potentially help
in desaturating fuzzing campaigns like OSS-Fuzz to catch more bugs in
software already well-tested with CGF solutions.

Finally, as we study data facts at basic-block level, our likely invari-
ants cannot capture ‘implicit’ relations between variables that do not get
processed together in any block.

3.5 Appendix

In the following we report supplementary data for some of the experiments
that we discussed throughout §6.4.

For the first research question, alongside the total number of invariants
we also collected frequency metrics for probes at function and basic-block
level. Due to the dynamic nature of the invariant mining process, only code
actually reached in any execution from the input corpus can feature invari-
ant checks. Table 3.9 reports figures computed over reached code only and
with all our pruning optimizations enabled. While the code characteris-
tics (most prominently, the varying complexity of individual functions) are
reflected by heterogeneous values for invariants checked by a single func-
tion, when considering basic blocks we observe rather regular trends, with
two peaks for bison and jasper, due to their basic blocks typically longer
and richer of LLVM IR virtual register manipulations involving variables of
interest for our method.

For the last set of experiments that we conducted for studying our bug
finding capabilities, here we report statistics on the median queue size for the
CtxCov and Combined fuzzers (Table 3.10), and the peak number of unique
bugs identified among the 5 runs we made for each program under test
(Table 3.11). The context-sensitive feedback benefited from our invariants
as well, yet a larger queue impacts the program states explored by different
runs within the 48h budget.
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Program Per Function Per Block Total

catppt 9.78 (14) 1 (137) 137

xls2csv 12.12 (33) 1.15 (349) 400

jasper 29.88 (306) 2.94 (3106) 9144

sndfile-info 20.09 (150) 1.01 (2979) 3013

pcre2 106.73 (45) 1.32 (3651) 4803

gm 28.78 (499) 1.38 (10391) 14362

exiv2 5.31 (1042) 1.17 (4708) 5534

bison 27.23 (230) 2.14 (2922) 6263

Geo mean 20.53 1.41 2784

Table 3.9: Average number of produced invariants for each function and
basic block with at least one invariant. The reference baseline is reported
between parentheses.

Program InvsCov CtxCov Combined

catppt 213 149 281

xls2csv 1358 950 1766

jasper 10831 3528 18057

sndfile-info 1764 1525 2096

pcre2 25534 27227 45705

gm 12802 10928 14302

exiv2 7016 8457 9073

bison 5019 4975 6076

Geo mean 3985 3143 5356

Table 3.10: Median number of testcases in the queues of InvsCov, Ctx-

Cov, and Combined.
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Program InvsCov CtxCov Combined

catppt 4 3 4

xls2csv 19 19 19

jasper 8 6 12

sndfile-info 11 10 12

pcre2 92 47 119

gm 22 17 21

exiv2 8 8 8

bison 6 5 6

Total 170 115 201

Table 3.11: Peak number of unique bugs found by InvsCov, CtxCov, and
Combined among the 5 runs.



Chapter 4

Fuzzing with Data

Dependency Information

In the context of dynamic analysis, researchers have proposed many ap-
proaches to measure the coverage that a certain input produces in the soft-
ware under testing. One of the possible metrics is path coverage, which
refers to all independent paths present in a program. For example, in soft-
ware testing, the community has focused on path coverage for tests gener-
ation [151, 137] with the goal of automatically producing inputs that can
reach nested code locations. The main limitation of path coverage is that
any non trivial application can contain a huge, and potentially infinite, num-
ber of paths [141, 106] thus making this approach a poor choice for a large
set of programs. Because of this, Fuzzing mostly rely on simpler forms of
coverage, such as the popular edge coverage.

As a necessary condition for a fuzzer to discover a vulnerability is the
ability to generate an input that reaches the location of the flaw in the
target program, code-coverage has become one of the most common metrics
to gauge the effectiveness of a fuzzer and the success of a fuzzing campaign.
In this context, edge coverage became the de-facto standard to measure code
coverage. According to this paradigm, all basic blocks in the control flow
graph (CFG) of the binary are instrumented to reward the fuzzer with a
feedback when new edges connecting two basic blocks are discovered. In
this way, the fuzzing engine can keep track of the new discoveries in terms
of program points and mutate the generated inputs so that they evolve
towards the exploration of nested portions of code. This gave origin to
what is commonly referred as coverage-guided fuzzing.

A common goal among researchers is to develop new techniques to in-
crease edge coverage, which has led current state-of-the-art fuzzers to be

45
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very effective at visiting difficult-to-trigger code locations. For instance,
Redqueen [16] can generate inputs that satisfy complicated conditions, like
the ones that involve a comparison with some magic bytes. However, high
code coverage alone does not always translate in a better ability to dis-
cover bugs, and therefore the fuzzing community had also explored other
approaches based on alternative coverage metrics. In this direction, Parme-
san [123] relies on the code locations instrumented with AddressSani-

tizer [148] and UndefinedBehaviorSanitizer [6] to build a directed
fuzzer that tries to uncover and stress such locations. Ankou [112] adopted
instead a different fitness function to guide the fuzzer by considering dif-
ferent combinations of the branches during the execution of the target.
These approaches have shown promising results at detecting new bugs, thus
suggesting that looking for alternative coverage approximations could help
fuzzers to find different vulnerabilities compared to those normally found
by employing edge-coverage.

Historically fuzz testing has taken inspiration from program analysis
techniques to implement novel solutions that, in the past, have allowed to
increase the fuzzers’ performances. In 2019, Chowdhury et al. [38] rely
on static analysis to make the target easier to be fuzzed, by simplifying the
loop exit conditions and determining the ranges of valid input that can reach
some error locations. Another example of the combination of fuzzing and
program analysis approaches is the use of taint analysis to support fuzzing.
This idea was adopted, for instance, by Rawat et al. in 2017 [139] and Chen
et al. in 2018[35] to infer properties of the application that were used to
generate more suitable input values, thus increasing the amount of visited
code.

A common representation used in program analysis is the Data Depen-

dency Graph (DDG), which could be used as a possible approximations of
code coverage. DDG are very often adopted in other fields, such as com-
pilers [81, 124], mostly used for code transformations or optimisations, and
static software testing [169, 170] where interestingly it is used to determine
the existence of vulnerable patterns in the source code. The fact that the
DDG is already used for vulnerability discovery purposes suggests that it
can be a good feedback candidate to drive a fuzzer to discover vulnerable
paths. Our intuition behind this, is that the set of information contained in
the DDG can provide the fuzzer with an additional feedback that the CFG
alone cannot capture.

To verify our hypothesis we implemented a custom instrumentation ap-
proach, built on top of AFL++ [65] and LLVM [96], where the fuzzer is
rewarded, on top of the traditional CFG instrumentation, every time a new
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significant DDG edge is explored. We encountered several challenges to
make our instrumentation lightweight, incremental with respect to the edge
coverage, and effective in terms of discovered bugs. We tested our proto-
type implementation, DDFuzz, over three different datasets including a
custom one of 10 real world applications, the popular benchmarking ser-
vice Fuzzbench [116] and a third suite of programs previously used in the
state-of-the-art [22].

The findings show that adopting the DDG coverage to guide fuzzers can
lead to the discovery of additional (and different) bugs compared with tra-
ditional approaches. For instance, our data-dependency empowered fuzzer
revealed 26 bugs that the traditional AFL++ strategy missed in our cus-
tom evaluation, by introducing a modest overhead of 10% compared to a
normal edge-coverage instrumented binary. Moreover, our approach results
to be incremental also to other state-of-the-art approaches such as Context
Sensitivity and Ngrams. The second evaluation on Fuzzbench [116] that
contains a larger variety of programs and bugs emphasizes these aspects as
our approach performs better than AFL++ in 5 cases while for 3 further
applications it is still able to find different bugs. As a confirmation of our
methodology, DDFuzz discovers 12 more bugs compared to AFL++ in the
third and final evaluation.

Contributions. In short, this chapter provides the following contribu-
tions:

• We propose a novel instrumentation method, DDFuzz, and we show
its benefits as well as its limitations on a total of 38 target applications.

• We establish a reliable criteria based on the codebase structure which
allows to predict when the use of our approach should be adopted for
a fuzzing campaign.

• We test DDFuzz against several other state-of-the-art instrumenta-
tion approaches as well as a large range of targets demonstrating how,
for each case, our custom instrumentation differs in terms of detected
vulnerabilities.

The code of our prototype is available at

https://github.com/elManto/DDFuzz

https://github.com/elManto/DDFuzz
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4.1 Methodology and Implementation

We now illustrate the methodology and the implementation challenges that
we encountered while developing our solution. The technique presented in
this chapter is implemented as an LLVM [96] pass. While the code is com-
patible with different versions of the LLVM APIs, for our experiments we
used LLVM 13. We chose LLVM for two main reasons: first, its intermedi-
ate representation is emitted in SSA [142] (Single Static Assignment) form,
which means that each variable is assigned only once, and all variables must
be defined before their first use. As we will see in the rest of the section, this
simplifies the recovery of dependencies between LLVM IR variables with re-
spect to other code representations where multiple definitions are allowed.
Second, the LLVM toolchain is already well integrated into popular fuzzing
projects, thus making our solution easy to plug into existing fuzzers’ imple-
mentations, such as AFL++ [65]. This gives us the possibility to deploy
our solution in an effective way, as well as to compare it with other instru-
mentation approaches that are already shipped with the AFL++ package.
The following three subsections describe how our pass works by dividing
the process into three main parts: DDG construction, dependency filtering,
and target instrumentation.

4.1.1 DDG construction

The first decision we had make, when we started to develop our static
analysis part, was the choice of the proper LLVM IR variables to construct
the data dependency graph. The first intuitive approach was to recover the
dependencies of each variable present in the LLVM bitcode by relying on the
def-use edges to represent a dependency. However, we immediately noticed
that such a technique does not fit well with our context. Indeed, because of
the SSA form of the bitcode, this would produce too many dependencies to
account for, which in turn would result in poor feedback for the fuzzer and
in a large overhead in the execution of the target binary.

The LLVM framework applies some optimizations to construct its in-
ternal Dependence Graph [8], such as considering strongly connected com-
ponents as a single node (the so-called P-Node). From now on, we will
refer to this graph as DDGraw, to indicate that we obtained it by the default
LLVM implementation without applying any further transformations/op-
timizations. Although DDGraw is already an improvement with respect to
the base strategy, it was still insufficient to overcome the performance is-
sue. Nevertheless, before completely abandoning this road, we performed a
benchmark where we evaluated this approach against the one that we ended
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Algorithm 1: Data Dependency Graph builder

1 function BuildDDG(module)

2 blocks ← GetBasicBlocks(module)

3 DDGb ← {}, ∀ b ∈ blocks
4 DF T ← {}
5 for b ∈ blocks do
6 instructions ← GetInstructions(b)

7 for i ∈ instructions do
8 if IsDefinition(i) then
9 val ← GetValue(i)

10 DF Tval ← {}
11 end
12 if IsGeneric(i) then
13 val ← GetValue(i)

14 ops ← GetOperands(i)

15 InsertDataFlow(DF T , val, ops)

16 end
17 for u ∈ GetUses(i) do
18 def ← QueryDataFlow(DF T , u)

19 src ← GetParentBlock(def)

20 DDGb ← AddToSet(src)

21 end
22 end
23 end
24 end

up selecting. This was needed to ensure not to discard valid possibilities for
our final prototype tool. Results of this preliminary experiment are reported
along with the other evaluations in Section 4.2.3.

Our intuition then was to consider only a subset of LLVM variables,
depending on how they are defined and used in the bitcode, and to recover
the data dependencies that involve only this subset. This implies that we
had to choose which instructions to consider as definitions and which one
to retain as uses. The first observation was that, at the binary level, the
actual data flow happens only when the memory is read or written. At
the IR level, this led us to adopt the Load and Store instructions as a
possible source and sink of our data flows. In addition to this, we added
the Call instructions, and we considered them as uses of the variables, i.e.,
we track the dependency that reaches the function call parameters. Finally,
we selected the Alloca instructions as a potential source of the def-use edge.
Even though the compiler optimization passes would remove the majority of
the Alloca defined variables, it can still be useful to track the dependencies
that come from these variables when they are maintained in the emitted
bitcode.

Algorithm 1 shows our solution. The two main data structures that we
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use are the DDG itself (a map of sets) and what we call the Data Flow

Tracker (DFT), initialized at the beginning of the algorithm. The DFT is
as a map of sets, where the key is a LLVM Value and for each key we get
a set of LLVM Values the key depends on. Our approach iterates over all
the instructions present in each basic block (line 7) and, when we meet a
defining instruction (i.e., Load and Alloca), we add an entry in the DFT
as shown in the first if block (lines 8-10). For general purpose instructions,
i.e., those instructions that are neither a source nor a sink, we first extract
the operands and subsequently the return value of the instruction (12-14).
The primitive InsertDataFlow is then responsible to track the fact that the
return value is actually depending on the operands variables (line 15). To
achieve this, it stores the Value val in the corresponding DFT set, whose key
has a dependency with the operands ops that are involved in the instruction.
The inner for loop iterates over all the uses in the instruction (line 17). For
each of them, we extract the defining instructions by means of the DFT
(with the primitive QueryDataFlow) and we add a new edge to the DDG
(lines 18-20). QueryDataFlow iterates over the keys of DFT, looking for a
match between u (the use) and one of the elements in the corresponding set,
thus performing a recovery of all definitions that u depends upon. The final
output is a data dependency graph, where an edge connects respectively a
definition of a variable D and a use of a variable that depends on D. From
now on, we will refer to such a graph as DDGfull.

4.1.2 Filtering

Given the goal of producing a lightweight instrumentation that has a limited
impact on the performance of the compiled binary, we introduce a set of
optimizations and filters to reduce the number of locations to instrument.
This filtering phase helps us to discard dependencies that would not add
any additional feedback to the fuzzer, as the associated transition is already
captured by edge coverage. First of all, since our reference granularity is the
basic block, any dependency within the same block of code is not significant.
Similarly, multiple dependencies that connect the same two basic blocks are
merged into a single one.

It is important to remember that the purpose of a DDG coverage in-
strumentation is not to help the fuzzer to reach complicated nested regions
of code, but rather to revisit a determined program point by examining the
different dependencies of the variables involved in such a path. In other
words, not by visiting more code, but by triggering additional paths in
already-explored code. Our hypothesis is that by exploring these additional
dependencies we can uncover new flaws which would normally go unde-
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Def1 Def2

...

Use ...

Branch

...

Figure 4.1: The configuration of the Definition and Uses that we want to
isolate

tected. Because of that, we designed our instrumentation to co-exist with
the classic edge coverage mechanism. This allows our fuzzing engine to
receive two different feedbacks, the former useful to test different depen-
dencies and the latter to further explore the application code. However,
this also means that we had to reason about potential intersections of DDG
and CFG coverage, which would lead to duplicate feedback. Thus, we now
clarify which data dependencies we track and which ones we discard with
our pass.

Essentially, we implemented two main rules to filter out redundant data
dependencies. The first one is to check if a dependency is among two con-
nected basic blocks, i.e., in which one is the successor of the other in the
CFG. In this case, the dependency would not add any additional information
that is not captured already by the edge coverage, and therefore would just
increase the overhead without providing any useful feedback to the fuzzer.
Therefore, in this condition we discard the data flow.

The second rule is an extension of the previous one and covers other
scenarios where a data-dependency is already captured by edge coverage.
In particular, we identified two additional types of data-flow. In the first
one, the use U of a variable depends on a single definition D that can be
located many basic blocks before U . In this scenario, we noticed that it is
not worth maintaining the edge connecting the two basic blocks in our data
structure because by definition if the program reaches the code block of U ,
it must have passed through the definition D already (since it was the only
definition). Traditional edge coverage instrumentation already rewards the
fuzzer when following this path, and therefore, for these situations, we do
not track the data flow and discard the edge from our DDG.
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Differently, we can have a configuration in which the use U of a variable
depends on more than one definition, for instance the use of a φ-node
variable 1. As an example, we can consider Def1 and Def2, as represented
in Figure 4.1. In the graph, the black arrows represent CFG edges while the
blue arrows represent DDG edges. In this case, a fuzzer can reach 100%
edge coverage while still triggering only one of the two def-use pairs. In fact,
because of the mechanism used to log the edge coverage (i.e., the XOR of
the current and previous BBs), the execution can reach the use always from
the same edge, and therefore the fuzzer would not consider the two paths
as two separate discoveries. As a result, this type of dependency is the only
type of flow that we keep, as it is fundamental to reward the fuzzer in a
different way compared to standard approaches (edge-coverage).

In the rest of the chapter, we will refer to the DDG obtained after the
filtering phase as DDGfiltered. To summarize, DDGfiltered is a graph that
contains only flows represented with a def-use relationship and that have at
least two definitions for the same used variable.

4.1.3 Instrumentation

As we explained in Section 2.1, typically AFL-based fuzzers log an edge
visit by computing the XOR between the IDs of the current and previous
locations and use this value as an index to access a bitmap that stores the
number of times a certain edge has been hit. For our purposes, this is still
necessary, because the DDG does not add any information to make the
fuzzer explore deeper code but only to improve how to fuzz some specific
code locations. Therefore, as a first instrumentation layer, we keep the
traditional approach that is used in off-the-shelf fuzzers to log new edges
inside a bitmap.

However, in the context of the DDG this solution does not work, since
the two locations that we want to use as input for the XOR are not con-
secutive and the execution could go through many intermediate BBs before
reaching the one that contains the data-dependent use. To solve this issue,
we add an additional marker variable, originally set to 0, for each basic
block that contains a definition we want to keep track of. Our instrumenta-
tion then changes the marker value to the ID of the block when it reaches
the block itself. Finally, we instrument each basic block containing a use
by generating a new bitmap index obtained by XORing the corresponding
marker variables with the ID of the destination block. Because N ⊕ 0 = N ,

1A φ-node merges many versions of a variable into a new one in relationship with the

incoming control flow. https://gcc.gnu.org/onlinedocs/gccint/SSA.html

https://gcc.gnu.org/onlinedocs/gccint/SSA.html
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// X, Y, Z are random IDs set at compile time

void function() {
u16 on_block_X = 0;

u16 on_block_Y = 0;

int val;

// this if-statement leads to two distinct definitions of the

variable ‘val’ that is then used in the last if-statement,

producing a dependency that we want to instrument

if (...) {

// block X
on_block_X = X;
int a = load_a();

val = a;

} else {

// block Y
on_block_Y = Y;
int b = load_b();

val = b;

}

// without these branches here the DDG edges would be

included in the CFG and so pruned by our filtering pass

if (...) {

...

} else {

...

}

if (val == 0) {

// block Z
u16 idx = on_block_X ^

on_block_Y ^

Z;

__afl_area_ptr[idx]++;
use(val);

} else {

...

}

}

Listing 4.1: A simple example of how our instrumentation looks like.



54 54

Table 4.1: Dataset of the applications used for our study, along with their
version, lines of code, command line and compilation information

Application Package Commit KLOC Command
line

Sanitizers Initial
Queue

bison bison 0ac1584 100 @@ ASAN 3

pcre2(*) pcre2 65457aa 68 ASAN,

UBSAN

3

c2m mir 7670d7e 200 @@ ASAN,

UBSAN

65

qbe qbe e0b94a3 10 @@ ASAN 52

faust faust f9aac26 115 @@ ASAN,

UBSAN

27

readelf binutils 68b975a 120 -s @@ ASAN 3

objdump binutils 68b975a 120 -d @@ ASAN 3

libmagic(*) file d1ff3af 14 ASAN,

UBSAN

3

tiff2pdf libtiff 7d3b9da 63 @@ ASAN,

UBSAN

10

openssl(*) openssl 0d87763 234 ASAN 9

(*) indicates that an harness was used

the result will account only for the definition that was actually executed,
thus resulting in different values when the same basic block is reached by
following different data-flow paths.

For instance, we can consider the code in Listing 4.1, in which we high-
lighted the instrumentation inserted at the IR level. At the beginning of
the function, we insert a marker variable for each definition block that we
want to track, on_block_X and on_block_Y in our example. In the basic
blocks containing the definitions, we set the corresponding marker to the
ID of the block (X and Y respectively). Then, the basic block that contains
the use is instrumented to compute the hash of the markers linked to val

with the ID of the current block (Z). This hash is used as an index in the
AFL bitmap.

4.2 Evaluation

To assess the validity of our approach, we performed a number of experi-
ments to measure and compare the effects of our instrumentation in terms
of bug detection, performance overhead, achieved code coverage, and the
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Table 4.2: Median number of unique bugs detected in 5 trials over 24h of our
evaluation against edge-coverage based fuzzing along with the intersection of
bugs detected in the median case. Results include also the DD ratio for each
of the targets, the slowdown introduced due to our DDG instrumentation
and the p-value obtained with Mann-Whitney

Target DD
ratio

DDFuzz Edge DDFuzz
∩ Edge

Slowdown P-value

bison 15% 5 3 3 2% 0.05

pcre2 14% 30 28 13 6% 0.46

c2m 23% 26 26 23 21% 0.55

qbe 15% 5 3 2 2% 0.04

faust 20% 4 2 2 18% 0.03

Total - 70 62 43 - -

Geomean 17.06% 9.51 6.66 5.14 6% -

readelf 7% 4 4 4 2% 0.45

objdump 7% 5 5 4 1% 0.56

file 5% 1 1 1 1% 0.38

tiff2pdf 8% 9 13 9 4% 0.002

openssl 5% 2 2 2 5% 0.45

Total - 21 25 20 - -

Geomean 6.28% 3.49 3.24 3.10 2% -

possibility to cause queue explosion. We believe that all these points are
equally important to evaluate when proposing a new fuzzing approach, as
they play a role in the overall effectiveness of a solution. Based on the re-
sults of our experiments, we try to understand when the adoption of our
approach is useful for a fuzzing campaign and when, instead, it does not add
any clear advantage with respect to the traditional edge coverage solution.

For our evaluation, we used 3 datasets. The first includes old versions
of 10 real-world open-source projects known to contain bugs. For the first
five applications, we selected software that we expected to contain a large
number of data dependencies. For instance, we decided to include the pcre2
library because of its frequent use of lookup tables, a C compiler frontend
(c2m) and backend (qbe), a popular parser generator (bison), and faust, a
compiler for a functional programming language used mostly for real-time
signal processing. For the remaining five applications, we selected instead
parser-related projects in which we expect data dependencies to be less
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relevant. Three of them (namely readelf, objdump and libmagic) operate
on the ELF file format while tiff2pdf performs image parsing and openssl

is used to perform cryptographic operations.
The goal of this initial distinction, based purely on our expectation of

the amount and impact of data dependencies, is to select some applications
where our approach can provide an advantage and others where probably it
is less useful. This can help us to better assess in which scenario an analyst
should deploy a fuzzing campaign with our approach and when instead the
traditional edge-coverage can provide better results.

Table 4.1 reports the list of applications in our first dataset, along with
the hash commit that we tested and the command line that we used for the
fuzzer. The fourth column reports the lines of code and clearly shows how
our dataset contains software of different sizes, ranging from 10 KLOCs
(qbe) to 234 KLOCs (openssl). In three cases, namely pcre2, file and
openssl, we had to build an harness that invokes the core functionalities of
the libraries. Furthermore, for each fuzzing campaign, we enabled the ASAN
sanitizer, and, when it was possible, we also added the UBSAN sanitizer
(some of the applications failed at building when UBSAN was enabled).
We did not modify the compiler optimization level adopted by AFL++ (by
default set to O3), to make the code execution more performant.

In addition to this first set of experiments, we also wanted to extend
our evaluation to other datasets, to confirm our findings and prove that
our approach can work for different codebases. However, many popular
benchmark datasets which are used in other studies for fuzzing experiments
are not suitable for our purpose. This is due to the fact that such bench-
marks were designed to evaluate the amount of code covered by different
fuzzers, often by inserting artificial bugs. Although code reachability is a
fundamental aspect of a fuzzing approach, our solution does not add any
improvement in terms of code coverage (at least not directly). Rather, it
tries to use data dependencies to augment the amount of discovered bugs
– which does not necessarily imply exploring new program points. As a
consequence, we believe that datasets such as LAVA-M [51] are not ideal
candidates for a proper evaluation. On the other hand, both MAGMA [80]
and Fuzzbench [116] satisfy our requirements as they focus on a number of
bugs and on a large variety of applications. Among the two, we selected
Fuzzbench [116] because it contains a larger number of programs. In total,
this second dataset includes 22 different programs (we had to disable three
applications because they did not compile under clang-based instrumenta-
tions).

Finally, we added a third dataset to our evaluation, this time taken from
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a recent paper by Blazytko et al. [22]. This last benchmark is composed of
targets not selected by us, thus without any a-priori knowledge about the
structure of the programs, but that may still contain targets with relevant
data-dependencies as the focus of the original paper was to deal with highly-
structured inputs and complex parsing code. This final dataset included 6
applications.

4.2.1 Experiment Setup

We performed the experiments with the first and the third dataset on a
x86_64 server containing an Intel Xeon Platinum 8260 CPU with a clock
frequency of 2.40GHz. As already explained, we adopted AFL++ (version
3.14) as a reference fuzzer, both for our implementation and evaluation. One
of the advantages that come with using this project is that it already im-
plements many feedback approaches, such as Edge Coverage, Context Sen-
sitivity, and NGram coverage (from now on respectively Edge, Ctx and
Ngram). Thus, it provides the ideal comparison for our evaluation pur-
poses. In the follow-up of the paper, we will use interchangeably Edge and
AFL++ to indicate the use of standard edge coverage mechanism whereas
we will specify Ctx and Ngram to identify the adoption of alternative
feedback techniques.

Each experiment was made of 5 trials of 24 hours to limit the randomness
of the fuzzer. The initial seeds were mostly taken from the test directories
that were already present in the repositories of the projects to ensure that
they represented valid input files for that application. The initial queue size
is reported in Table 4.1 for each target program in our custom evaluation
set.

For the experiments on the Fuzzbench targets, we adopted the default
configurations described on the public website page [10]. In this case, each
test consists of 20 trials of 23 hours for each fuzzer.

Moreover, as the authors of [92] suggest, we computed the p-value result-
ing from the Mann-Whitney U test, a nonparametric test used to compare
differences between two independent randomly selected sample values that
originate from two distinct populations. For our purposes, the test checks
that our prototype fuzzer is statistically different from the competitor one,
i.e., the default AFL++, in terms of bugs detected during the trials.

4.2.2 Comparison against edge coverage

For our initial evaluation, we want to compare our data dependency cov-
erage instrumentation against the traditional edge coverage approach. The
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first question that we want to answer is whether our approach is helpful in
terms of discovered bugs. We also report a simple metric to capture the
impact of our pass by counting the amount of data dependencies in the
target application. This can tell the analyst if it makes sense to enable our
instrumentation for a new fuzzing campaign. This metric, which we call
DD ratio, is the ratio between the basic blocks that we instrumented with
the dependencies information (as described in Section 4.1) over the total
number of basic blocks in the program.

We computed such a value for the ten applications in our dataset. Re-
sults are reported in the first column of Table 4.2. We can observe that
the value of DD ratio changes quite sharply from application to application,
with a minimum of 5% for openssl to a maximum of 23% for c2m. The
other interesting and more important aspect is that the two sets of applica-
tions are clearly separated by their DD ratio value, confirming our intuition
that the first five were more data-flow intensive. For instance, if we adopt
a threshold of 10%, that derives from the geometrical mean of all ratios for
each target, we can easily classify our codebases into strongly (above the
threshold) and weakly (below the threshold) data-dependent applications.

We then ran our fuzzer evaluation against the traditional edge cover-
age instrumentation. Results are reported in the remaining columns of
Table 4.2, where DDFuzz and Edge indicate respectively the median of
the unique bugs found by the two approaches while the column with la-
bel DDFuzz ∩ Edge represents the findings that are common among the
two (i.e., the intersection). Such numbers are the result of a careful triage
phase that was conducted both in an automated fashion along with a rig-
orous manual check. As a first step, we de-duplicated bugs by grouping
them according to their call-stack hash collected from the stack trace that
we obtained by the sanitizers. However, this simple approach is generally
error-prone (as shown in [92]) and thus we manually inspected all remaining
test cases to avoid any possible duplicates.

The first way to interpret the results is by comparing the number of
discovered bugs by the two approaches. Overall, DDFuzz found 8 vulner-
able flaws more than Edge in the 5 strongly data-dependent applications.
With the exception of c2m, where the median is the same, for the other
four cases, the fuzzer equipped with our instrumentation discovered two
additional bugs each. Viceversa, for the remaining five targets that do not
exhibit a high dependency in their code base, the number of discovered bugs
remained mostly the same. The only exception is tiff2pdf, where DDFuzz

found 4 bugs less than Edge – probably due to the fact that triggering the
bugs was mostly a code reachability problem.
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While these results are promising for strongly data-dependent programs,
the intersections between the discovered bugs can tell us even more. In fact,
not only our approach allows to detect more bugs on average, but it can
find some that are never discovered by Edge in any of the trials. For
instance, for c2m, even if the number of unique bugs is the same, there are
three vulnerable points that are only detected by our approach. This is even
more evident if we consider the intersections for pcre2, where DDFuzz finds
a total of 17 unique bugs which are not revealed by the vanilla AFL++.
For the remaining cases instead (bison, qbe and faust) the unique bugs
identified by DDFuzz are mostly a super set of the ones individuated by
Edge. This trend holds until a sufficiently high data dependency exists
in the analyzed code. Indeed, if we consider the last five rows, where the
DD ratio is always under 8%, the intersections converge towards the total
number of bugs – i.e., the additional instrumentation of DDFuzz had a
negligible impact on the results.

We also measured the overhead introduced by our additional instrumen-
tation, compared again with that introduced by Edge alone. The results,
reported in Table 4.2, show that the overhead introduced by our approach
is overall modest. The slowdown factor was computed as the difference
between 1 and the ratio among the DDFuzz average executions per second
over the Edge executions per second (and then transformed in percentage).
For the five strongly data-dependent applications, the average slowdown is
10% (6% if we consider the geometrical mean), despite the fact that we
observed a non-negligible variation of this value. Such a variation is only
in part justified by the DD ratio, because other factors influence it, such
as the execution path, the control flow executed and the fuzzer execution
mode (i.e., if we used an harness or we make use of the fork system call
to spawn the target process). For the remaining five applications instead,
the executions per second are almost the same between the two fuzzing ap-
proaches, demonstrating again that, in the case of a weakly data-dependent
code structure, our methodology converges towards the default AFL++.
The last column of Table 4.2 concludes our measurements about this exper-
iment with the p-value resulting from the Mann-Whitney U test computed
over the bugs found for each trial. The p-value is significant (<= 0.05)
in 3 out of the 5 cases for the strongly-dependent programs while only
one weakly-dependent application reports a p-value statistically significant.
This again suggests that for high values of DD ratio, DDFuzz behaves
differently from Edge.
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Table 4.3: Comparison of the effects of our filtering strategies in terms of
median number of bugs over 5 trials of 24h each

Target DDFuzz DDFuzzfull Intersection Decrease

bison 5 4 4 67%

pcre2 30 29 24 41%

c2m 26 16 13 44%

qbe 5 4 4 49%

faust 5 1 1 52%

Total 71 54 46 -

Geomean 9.95 5.94 5.49 49.85%

4.2.3 Effects of our instrumentation filters

As presented in Section 4.1, before performing the actual instrumentation of
the DDG, we obtain three different versions of the data dependency graph.
The first is DDGraw which is the result of the default LLVM dependence graph
implementation. The second instead is DDGfull which is the output of Algo-
rithm 1 and serves as base graph to produce our final version, DDGfiltered.
As already explained, we ended up instrumenting this last version of the
DDG in our final implementation of DDFuzz, which is used across the
whole paper. However, in the current section, we want to measure the ef-
fects of our optimizations compared to the other two flavors of the DDG
(DDGraw and DDGfull).

As a first step, we compare the performances that result from the in-
strumentation of DDGraw (the LLVM default implementation) against the
final version of the DDG (DDGfiltered). For this, we selected an applications
in our dataset (qbe) for which our approach had an average performance
and instrumented it by using either the default LLVM data dependency
graph (i.e., DDGraw) or our optimized version. We then launched two fuzzing
campaigns according to the experiment setup described in the previous sub-
section.

We immediately noticed that the instrumentation based on DDGraw was
introducing a major overhead since we had to increase the timeout of AFL++
due to the fact that the instrumented program was not terminating within
the default time interval. After 24 hours, the average executions per second
was 50% higher with our optimization (362 vs. 240), and this resulted in
a median of five discovered bugs for DDFuzz versus two (always a subset
of the five) when using DDGraw.
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Table 4.4: A comparison of Data Dependency coverage against Ngram2,
Ngram4 and Ctx instrumentation approaches in terms of median number
of bugs over 5 trials of 24h each

Target DDFuzz Ngram2 Ngram4 Ctx DDFuzz
∩

Ngram2

DDFuzz
∩

Ngram4

DDFuzz
∩ Ctx

bison 5 5 4 3 3 3 3

pcre2 30 29 23 33 15 14 17

c2m 26 27 27 17 23 22 12

qbe 5 3 4 5 3 4 4

faust 5 2 2 1 2 2 1

Total 71 66 60 59 46 45 37

Geomean 9.94 7.48 7.23 6.09 5.73 5.93 4.76

For the second measurement, we wanted to quantify the effects of our
pruning strategies. As described in Section 4.1.2, we filtered DDGfull to
exclude the edges which are already covered with Edge, producing as a
final output what we call DDGfiltered. To assess to which extent these fil-
tering strategies impacted the performances of our final implementation,
we performed another experiment with the same setup described in Sec-
tion 4.2.1, comparing the filtered with the unfiltered graphs. In this case
we selected only the five applications that exhibit a sufficient amount of
data dependency as we are interested at measuring the effects of our filter
strategies, and it would not be meaningful to consider applications where
our approach instruments only a small amount of locations. Results of this
evaluation are listed in Table 4.3 where we refer to DDFuzz as our proto-
type implementation after the application of the filters and to DDFuzzfull
as the implementation obtained from our pass without the filtering steps
(i.e., the instrumentation of DDGfull). Moreover, we computed the inter-
sections of bugs between DDFuzzfull and DDFuzz (third column) and the
percentage decrease of the instrumented locations (fourth column).

We can immediately notice that bugs discovered by DDFuzz are mostly
a superset of those which are detected with DDGfull. This is because the
feedback produced by the more dense instrumentation is less informative
in terms of the dependencies that were reached. However, the approach
can still find some interesting program points as demonstrated by the in-
tersections with DDFuzz. In facts, for pcre2 and c2m, 8 distinct bugs are
detected by the more naive approach and missed by DDFuzz in the median
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case.
Overall, the instrumented locations decreased by 52% in average (49%

geometrical mean) with respect to the version without the filters enabled.
This resulted in better performances and indeed we observed an average
slowdown of roughly 20% compared to Edge (while, as already shown,
DDFuzz slowdown was 10%). Therefore, we can conclude that our filter-
ing strategies represent an improvement of the standard instrumentation of
DDGfull and justify our design choices.

4.2.4 Comparison against different instrumentation strate-

gies

For the second evaluation of our approach on the custom dataset, we want
to compare DDFuzz against different instrumentation approaches. As we
have shown in Section 4.1, one of the major points of our instrumentation
technique is that the edges in the DDG can connect basic blocks which
are not necessarily consecutive, i.e., when other intermediate basic blocks
exist between the source and the sink. Thus, our first hypothesis was to
examine instrumentation passes such as the ones that rely on Ngram cov-
erage (Ngram). The simple idea behind these is that when computing the
XOR of the edges to find the bitmap index where to log the new discovered
program point, Ngram approaches take into account multiple edges. For
instance, by adopting Ngram2, the index of the bitmap involves the XOR

of the previous 2 locations, while Edge would consider only the previous
location. In other words, Edge is equivalent to a Ngram1 instrumenta-
tion. For our tests, we chose to compile our target binaries with Ngram2

and Ngram4 because, according to Wang et al. [162], these are the two
approaches that provide the best results in terms of number of discovered
bugs. We also compared against Context Sensitivity [162] (Ctx), a recent
approach that takes into account the callstack in addition to the reached ba-
sic blocks. According to its authors, together with the two aforementioned
Ngram instrumentations context sensitivity was the solution that provided
better results.

The results of our second evaluation are showed in Table 4.4, limited
again to only the five strongly data-dependent binaries. As in the pre-
vious experiment, we report the median of unique bugs, de-duplicated as
explained in 4.2.2. The first four columns contain the median detected
bugs depending on each of the four instrumentations that we wanted to
include, while the remaining three columns instead show the intersections
with DDFuzz. There is no solution that outperforms all the others for all
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Table 4.5: A comparison of the median values of line and function coverage
among the programs according to each different instrumentation over 5
trials of 24h each

Target DDFuzz Edge Ngram2 Ngram4 Ctx
Lines Func Lines Func Lines Func Lines Func Lines Func

bison 46.1% 49.7% 43.9% 47.6% 47.5% 50.3% 47.5% 50.3% 47.5% 50.3%

pcre2 53.2% 32.2% 53.8% 32.4% 54.1% 32.4% 54.2% 32.4% 54.2% 32.4%

c2m 48.8% 55.2% 48.8% 55.2% 48.9% 55.2% 48.9% 55.2% 49.2% 55.8%

qbe 76.9% 85.2% 76.6% 85.2% 77.0% 85.0% 77.1% 85.0% 77.0% 85.0%

faust 26.3% 28.5% 26.7% 28.4% 26.7% 28.5% 26.8% 28.5% 26.8% 28.5%

Table 4.6: Comparison among the average queue sizes over 5 trials of 24h
each when data dependency coverage and edge coverage are applied, along
with their ratio

Target DDFuzz Edge Ratio

bison 5,173 2,986 x1.7

pcre2 119,180 16,282 x7.3

c2m 14,323 13,269 x1.1

qbe 2,748 1,814 x1.5

faust 2,934 2,633 x1.1

programs, but DDFuzz results are the best for three out of five applica-
tions and the best overall – with 71 discovered bugs vs. 66 of Ngram2 (the
second-best performer).

Again, by looking at the intersection, we can see that the bugs detected
thanks to the use of our data dependency instrumentation are very different
for each of the tested applications. In each one, DDFuzz finds at least one
different bug that the other approaches could not find. It total, it was
able to detect 25 bugs that were never triggered by Ngram2, 26 more
than Ngram4, and 34 not captured by the Ctx instrumentation. This
shows once more that our extension could provide a very clear benefit for
applications that have a rich set of data dependencies and that even when
DDFuzz is not the approach that finds more bugs overall, it always leads
to detect some different ones. Moreover, it is important to underline that
we believe that all these approaches can (and should) be combined during
a fuzzing campaign.
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4.2.5 Queue Explosion

If the number of vulnerable points detected is an important metric for a
fuzzer effectiveness, the number of inputs generated influences its usability
and could result in poor feedback for the fuzzer.

The authors of [162] found that an increase factor up to ∼8x is still
manageable by the fuzzer and would allow to provide relevant feedback
without incurring in a queue explosion problem. These results were derived
from experiments with different coverage instrumentations, such as Ngram

and Ctx. On the other hand, the authors observed growth factors of 21x
and 14x when using two types of memory feedbacks and concluded that such
values were potentially leading to the explosion in the queue size.

For this, we compute the average size of the queue for our five strongly
data-dependent applications, both in the baseline case with only edge cov-
erage instrumentation and with our data dependency instrumentation. Ta-
ble 4.6 shows the results along with the ratio obtained by dividing the
DDFuzz queue size by the Edge size. The numbers show that the overall
increase is quite moderate. With the exception of pcre2, where the increase
accounts for a factor of 7.3x, all other factors are below 2x, thus showing
that our technique results in additional feedback but not large enough to
cause problems in the input queue.

4.2.6 Code Coverage

As a last experiment on our custom benchmark, we decided to compare
the values of the code coverage that we obtained for our strongly data-
dependent applications. For this test, we used afl-cov [7] which represents
the default solution to measure this metric and is compatible with AFL++
based fuzzers. The tool was launched against the different instrumentation
types that we tested and produced two values for each one: line coverage
and function coverage. Results are reported in Table 4.5 and show the
median values that we observed in our experiments.

If we look at the first two columns that correspond to DDFuzz and
Edge, we observe that there is not one of the two which dominates the
other. In two cases (bison and qbe) DDFuzz performs better whereas for
c2m we registered the same line coverage. For the remaining two projects
instead, Edge reaches a major number of program points.

Other forms of instrumentation led instead to better code coverage.
However, in the worst case (bison), the line coverage difference with the
best approaches is 1.4% while for the other projects is always less than 1%.
This result is in line with our expectations since our approach is not de-
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Table 4.7: Total unique bugs found accross all 20 trials of 23h by DDFuzz

and Edge on FuzzBench

Benchmark Total
bugs

Edge DDFuzz DDFuzz
∩

Edge

DD
ratio

arrow_parquet-arrow-fuzz 105 93 86 74 1%

proj4_standard_fuzzer 0 0 0 0 2%

muparser_set_eval_fuzzer 0 0 0 0 3%

openh264_decoder_fuzzer 10 10 8 8 3%

aspell_aspell_fuzzer 0 0 0 0 4%

systemd_fuzz-varlink 0 0 0 0 4%

tpm2_tpm2_execute_command_fuzzer 0 0 0 0 4%

file_magic_fuzzer 0 0 0 0 7%

libgit2_objects_fuzzer 2 2 2 2 5%

grok_grk_decompress_fuzzer 4 4 2 2 7%

stb_stbi_read_fuzzer 11 11 11 11 8%

njs_njs_process_script_fuzzer 0 0 0 0 11%

php_php-fuzz-execute 21 13 16 8 11%

libxml2_libxml2_xml_

reader_for_file_fuzzer
13 11 12 10 12%

libhtp_fuzz_htp 7 6 7 6 13%

matio_matio_fuzzer 22 20 21 19 14%

php_php-fuzz-parser-2020-07-25 13 12 12 10 14%

poppler_pdf_fuzzer 5 4 3 2 14%

libarchive_libarchive_fuzzer 0 0 0 0 15%

zstd_stream_decompress 0 0 0 0 15%

usrsctp_fuzzer_connect 0 0 0 0 17%

libhevc_hevc_dec_fuzzer 3 1 3 1 19%

Total 214 187 183 150 -

Geomean 9.72 7.98 8.20 6.38 7%

signed to increase coverage, but only to increase paths on already-covered
areas of code.

4.2.7 FuzzBench

We now look at the results we obtained from the experiments we performed
on Fuzzbench [116]. The main goal was to extend our approach to a broader
range of applications and bugs to verify whether our findings could be gen-
eralized beyond our test programs.

In these experiments we limited our comparison to DDFuzz and Edge,
because the reports generated by Fuzzbench do not include the information
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Table 4.8: Median relative code-coverage accross all 20 trials of 23h by
DDFuzz and Edge on FuzzBench

Benchmark Edge DDFuzz

arrow_parquet-arrow-fuzz 96.43 95.02

proj4_standard_fuzzer 100.00 100.00

muparser_set_eval_fuzzer 97.91 97.91

openh264_decoder_fuzzer 99.38 98.91

aspell_aspell_fuzzer 99.91 99.86

systemd_fuzz-varlink 100.00 100.00

tpm2_tpm2_execute_command_fuzzer 96.16 88.62

file_magic_fuzzer 81.65 78.34

libgit2_objects_fuzzer 99.75 99.63

grok_grk_decompress_fuzzer 94.58 91.41

stb_stbi_read_fuzzer 94.81 93.01

njs_njs_process_script_fuzzer 96.22 93.66

php_php-fuzz-execute 96.15 92.77

libxml2_libxml2_xml_reader_for_file_-

fuzzer

94.73 92.85

libhtp_fuzz_htp 99.94 99.85

matio_matio_fuzzer 99.33 99.29

php_php-fuzz-parser-2020-07-25 99.12 98.08

poppler_pdf_fuzzer 97.95 97.96

libarchive_libarchive_fuzzer 96.51 81.32

zstd_stream_decompress 98.12 97.84

usrsctp_fuzzer_connect 99.58 99.65

libhevc_hevc_dec_fuzzer 96.14 93.28

about the intersections of discovered found but only an aggregated value
representing the sum of the unique bugs for all fuzzers. Therefore, if we
had included other instrumentation approaches (as, for instance, Ctx and
Ngram) we would have not been able to distinguish among the bugs found
by each technique. The experiment consisted of 20 trials of 23 hours over
a total of 22 real-world projects. We report the results in Table 4.7, where,
for each target, we list the bugs revealed by the two instrumentation ap-
proaches, the sum of the two, the intersection as well as the DD ratio, that
we introduced in Section 4.2.2. To compute the DD ratio, we built the
22 projects on our local machine, according to the docker specifications re-
ported by Fuzzbench to mimic the same environment setup. This allowed us
to run our instrumentation pass and log the instrumented locations and the
total number of basic blocks necessary to compute the ratio. The targets
in Table 4.7 are sorted by the DD ratio with the weakly data-dependent
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applications in the first half and the strongly data-dependent projects in
the second.

If we look at the total unique bugs detected by the standard AFL++,
we notice that they are more than the amount of vulnerabilities triggered
by DDFuzz (respectively 187 and 183). On the other hand, the geometrical
mean, which indicates a central tendency by flattening the outlier values,
tells us that DDFuzz finds in the mean case 8.20 bugs while Edge stops
at 7.98 vulnerabilities.

By looking at individual applications, we can notice that Edge performs
better in 4 cases while DDCov in 5. For the remaining 13 benchmarks, in 10
cases none of the fuzzers reported any interesting finding (both fuzzers prop-
erly ran but did not trigger any vulnerable location) whereas for 3 cases the
bugs discovered are the same (libgit2_objects_fuzzer, stb_stbi_read_-
fuzzer, php_php-fuzz-parser-2020-07-25), despite the fact that for php_-
php-fuzz-parser-2020-07-25 the two fuzzers find 2 different bugs. More-
over, it is interesting that in two cases where Edge finds more vulnerabili-
ties, our data dependency instrumentation can still trigger different buggy
locations that were not detected by the edge coverage. More specifically,
for arrow_parquet-arrow_fuzz the intersection of bugs is 74 which means
that DDFuzz finds 12 different bugs, and the same happens for one bug dis-
covered in poppler_pdf_fuzzer. Overall the outcomes of this experiment
confirms that the feedback produced by our instrumentation is different
from the standard edge coverage and results in different program points
reached during the fuzzing session. This inherently does not always imply
more bugs but can result in some different ones.

For the 5 projects where DDFuzz works better, the DD ratio indicates
a high value of data dependency (above the 10% threshold we defined in
Section 4.2.2) whereas for 3 out of the 4 projects where Edge wins, the DD
ratio suggests that the application has a lower amount of data dependencies.
The only exception is poppler_pdf_fuzzer, where Edge detected 4 bugs
vs 3 of DDFuzz, despite a data-dependency ratio of 14%.

Overall, this confirms once more that the DD ratio can be used as a
criteria to predict the type of instrumentation that would provide better
results. To conclude our overview of the bugs, we extracted the statistical
significance data included in the Fuzzbench report. Interestingly, both for
DDFuzz and Edge the bug coverage is statistically significant (i.e., p-value
≤ ∼ 0.05) in 7 cases out of the 12 projects where they can detect at least
one vulnerability.

As a parallel consideration, we computed the coverage that our proto-
type fuzzer reached in the Fuzzbench targets. Table 4.8 shows for AFL++
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Table 4.9: Outcome of the third evaluation over a dataset of 6 programs.
The results include the DD ratio, the median number of bugs found with
DDFuzz and Edge coverage, their median intersection, the Slowdown intro-
duced with our instrumentation and the p-value that we obtained with the
Mann-Whitney test.

Target DD
ratio

DDFuzz Edge DDFuzz
∩ Edge

Slowdown P-value

nasm 3% 4 4 4 1% 0.12

sqlite 7% 1 2 1 15% 0.001

lua 11% 9 2 2 20% 0.005

boolector 14% 3 1 1 6% 0.13

mruby 17% 3 3 3 35% 0.45

tcc 12% 11 8 8 7% 0.05

Total - 31 20 19 - -

Geomean 9.3% 3.9 2.6 2.4 8.7% -

and DDFuzz alike, the median relative code coverage that we obtained
across the 20 trials for each target. According to the Fuzzbench documen-
tation, the relative code coverage for a trial is computed as the ratio between
the single-trial coverage over the maximum coverage obtained during the ex-
periment. It is quite evident that for the majority of the programs (17 out
of 22), Edge results in a better code coverage while DDFuzz can do better
only in 2 cases. However, it is interesting to observe that for all targets
where DDFuzz finds more bugs, it also reaches a lower code coverage. This
confirms once more our intuition that fuzzing the data dependency edges
does not help to discover new program points but suggests how to ”stress“
the already discovered code locations in a different way.

4.2.8 Third Dataset

As a final proof of our approach efficacy, we opted to select another dataset,
made of real-world programs, and adopt it to compare against Edge. We
reviewed recent state-of-the-art papers looking for other fuzzing solutions
dedicated to specific classes of target applications (since DDFuzz works best
with highly data-dependent binaries). At the end we settled for the dataset
of Blazytko et al. [22], who evaluated their structure-aware fuzzer on a set
of 8 programs, that we report in Table 4.9 (note that we excluded PHP

and libxml2 as they are already included in the experiment we ran on
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the Fuzzbench dataset, and a second evaluation of these targets would be
unfair, as they both resulted in more bugs for DDFuzz, see Tab. 4.7). For the
experiment setup, we used the same configuration described in Section 4.2.1.

DDFuzz outperformed Edge in 3 targets out of the 4 with a DD ratio
above the threshold (10%), with 11 more bugs overall. On the two targets
with a low DD ratio, our technique performs like the baseline on nasm while
on sqlite it underperforms Edge missing one bug. The Mann-Whitney U
test results in a significative p-value in 3 of the 6 considered cases. With the
exception of boolector, where the test produces a p-value major than 0.05,
the two remaining applications (nasm and mruby) that result in a high
p-value justify this due to the similar number of bugs during the 5 trials.
This evaluation further confirms that the DD ratio is a good predictor of
the efficacy of DDFuzz and thus the insight that our technique should be
applied to a specific class of data-dependent programs.

4.2.9 Classes of Bugs

Another interesting measurement that we carried out on top of our exper-
iments is to study the classes of bugs that DDFuzz revealed during the
several trials. For each of the detected bugs in the median case, we anal-
ysed the reports generated with ASAN for the two datasets that we tested
on our servers. Table 4.10 reports the results in the column Total while the
last column shows the bugs that only DDFuzz could find.

The table shows that DDFuzz can detect several types of bugs, with a
prevalence for Heap Buffer Overflows (38) and Undefined Behaviors that
generate the signal ILL (36). However, many of these bugs are the same
that also the vanilla version of AFL++ can spot during our tests. Thus,
we isolated the ones that are different among the two fuzzers, and found
that the majority accounts for Stack Overflows (11 instances) and Heap
Buffer Overflows (11) while all the other cases are almost equally distributed
between the other classes of bugs.

4.3 A Bug Case Study

In this section, we present a case study about a sample bug that we found
while triaging the crashes that we obtained during our experiments. Our
goal is to show an example of how DDFuzz succeeds in real life and differs
from previous approaches at inspecting the program state.

The application that we consider is tcc, a project that implements a
fast and small C compiler (roughly 50K lines of code). During the triage
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Table 4.10: Classes of bugs detected with DDFuzz in the median case

Bug Class Total DDFuzz Only

Heap BOF 38 11

Global BOF 5 3

Stack BOF 1 0

Heap UAF 4 2

Stack Overflow 19 11

Invalid Ptr Deref 11 3

Invalid Allocation Size 1 0

ABRT 2 1

ILL 36 5

phase, AddressSanitizer reports the presence of a Global Buffer Overflow.
Interestingly, no edge-coverage trial reports the same bug and therefore we
opted to re-implement the approach described in the paper by Wang et
al. [162] to investigate the crash and understand the reason why only one
of the two fuzzers was able to detect it.

The first step consists of reconstructing the testcase tree that originated
the crash. This is possible because AFL++ stores the newly generated
testcases in the queue by naming them with additional info such as the
time, the mutation strategy and the previous testcase whose the mutation
originated the current one. Moreover, when the fuzzer applies a splicing
strategy, the two parents’ names are preserved, thus allowing to recover all
original testcases also in this second scenario. After recovering the testcase
tree, the next step is to show if each mutation generates novelty according
to the fuzzer bitmap. Indeed, in case a certain testcase in the tree does not
generate novelty for the edge-coverage fuzzer, it means that the fuzzer would
have skipped the testcase, loosing one step towards the crashing input. Note
that for the bug we show, we found only one input that generated the
corresponding crash.

After running our set of scripts that implements the previously described
technique, we find that the Global Buffer Overflow is the result of 168 muta-
tions deriving from 2 initial seeds and divided into 133 havoc and 35 splicing.
More importantly, for 3 havoc mutations, the resulting testcase does not
generate any novelty according to edge-coverage, while DDFuzz classifies
it as interesting. The first of these intermediate testcases appears already
after the first 10 mutations of the tree that lead to the bug. This demon-
strates how our Data Dependency instrumentation can affect the findings
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of the fuzzer already after few initial mutations. The other two mutations
that were retained because of the DDG instrumentation come later in the
tree, respectively at the 18th and 105th mutation round. This case is a good
example of how the augmented sensitivity caused by our data-dependency
feedback can help the fuzzer to retain input that can later help to discover
new bugs.

4.4 Discussion

Overall DDFuzz experimented on three different datasets for a total of 38
different target applications. Our numbers and experiments show that em-
bedding data flow information in coverage-guided fuzzing is a useful prac-
tice. The feedback produced by such an instrumentation can reward the
fuzzer in a different way compared to current state-of-the-art techniques
and lead to reaching different program points that would remain unexplored
with coverage-guided approaches proposed so far. This is evident when we
compare the intersections of vulnerabilities triggered by our own approach
against the other instrumentations that we tested. In our custom dataset, it
helped to reveal 27 new bugs compared to Edge. Moreover, in Fuzzbench,
it triggered 33 different buggy locations and in our third real-world evalu-
ation set it was able to find 12 different vulnerabilities. However, DDFuzz

functioning is strictly related to the internals of the tested codebase. In-
deed, as we have seen across our evaluation it is able to spot interesting and
different bugs only in those cases where the tested application exhibits an
high data-dependent structure of the code. Therefore we tried to develop a
reliable heuristic (that we referred as DD ratio) that helps at recognizing
these cases before running the actual fuzzing session. Moreover, we tested
the impact of our technique from the point of view of the growth in the
fuzzer queue, demonstrating that in the average case the increase is minor
than x2, while in the worst case, it is smaller than many coverage guided
approaches. Finally, the code coverage reached by DDFuzz is affected neg-
atively only in a minimal part (-1.4% in the worst case against Ctx) while
in some cases, it can allow to trigger different program points. All these as-
pects come at the expense of a moderate slowdown of 10-14% in the average
case (6-8% if we use the geometric mean) compared to traditional Edge.

In total our dataset includes 38 programs, therefore respecting the
fuzzing guidelines indicated by the authors of [92]. While we cannot make
sure to cover all possible scenarios we thing that the targets we selected for
our experiments are quite representative from different points of view. For
instance, they provide a good variety of weakly and highly data-dependent
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applications as well as they show different trends in terms of performances
and discovered bugs. In particular, we found that the highest amount of
data-dependency present in an app corresponds, in our set, to 23% (c2m)
that resulted in a slowdown of 21%. This hints that in a worst-case scenario
with higher values of the DD ratio, our instrumentation could penalize the
fuzzing session by injecting too much instrumentation. However, during our
research of the targets, especially w.r.t. the first custom dataset, we did not
meet any application producing a DD ratio so high to hinder the fuzzing
process.

That being said, our approach is first of all a sub-approximation of the
path coverage that allows the fuzzer to reach new program points. As we
described in the Introduction, path coverage is not a good solution for many
applications where it results in state explosion. On the other hand, the fact
itself that DDFuzz is an under-approximation in part justifies why our
approach can only work in a subset of cases. However, we believe that
relying on such approximations to produce alternative feedbacks could, and
should, represent a possible road rather than just focusing on edge coverage
based instrumentations and we hope, with our work, to put more emphasis
on this aspect for future research.

4.5 Limitations and Future Work

Although we believe that our implementation well describes the potential
of the data flow information as feedback for fuzzing, there are some points
that we did not investigate, and that could additionally extend and improve
our approach for future uses.

Firstly, our approach is useful particularly for what we called strongly
data-dependent applications. This is at the same time a limitation and a
feature, because it restricts the range of programs for which our fuzzing
approach should be deployed.

Another point of improvement is that our current implementation does
not avoid edge collisions. This could result in some paths that are ignored
as the result of the XOR computation returns the same value for two dif-
ferent sets of edges. Note that this is similar to what happens with the
Ngram instrumentation that solves the collisions problem only in part, in-
troducing a more sensitive feedback that results in more collisions in the
bitmap. Since the scope of our study was to show the efficacy of the DDG
instrumentation, we did not implement a mechanism to avoid this issue.
However, we plan to address this point in future work on this topic. For
instance, a possible solution could consist of two bitmaps, one collision-free
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for edge coverage that implements the AFL++ approach transforming the
program by breaking the critical edges in the CFG [1] and a second smaller
one with collisions for DDG coverage.

For the same reason, we did not try to adapt our approach to binary-only
fuzzing. Although this is technically possible, it would require a different
approach to recover the DDG of the binary, and instrumentation should be
injected either by binary rewriting [54] or by emulation [20]. In any case,
we believe this could represent a promising future research direction, and
we hope it will be considered by researchers on this topic.

Finally, our implementation is based on AFL++ and we did not adapt
it to other fuzzing engines. Given the large number of fuzzers, it is possible
that our approach could work in a different way depending on the underlying
implementation of the engine.
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Chapter 5

Understanding American

Fuzzy Lop

Recent research in software vulnerability discovery has identified fuzzing,
or fuzz testing, as a key technology to efficiently detect bugs in different
types of applications, including classical user-space programs [111, 116], OS
kernels [161, 146, 159] and virtual machine hypervisors [145].

The high demand for more and more advanced fuzzers has resulted in a
large proliferation of new prototype implementations. Some of these solu-
tions have become well-known and largely adopted tools. Others have con-
tributed to the research process, by studying new ideas that help fuzzers to
uncover new vulnerabilities faster or with higher precision. Although every
new tool comes with new features that distinguish it from existing fuzzers,
a considerable amount of the functionalities is usually inherited from its
“parent” project, which is often a well-established tool in the community.

Over the past five years, both industrial and academic research on fuzz
testing has reached a consensus on a de-facto standard for fuzzing – the
American Fuzzy Lop (AFL) [175] released in 2013 by Michał Zalewski. Two
main aspects can explain AFL’s success. On the one hand, its usability
allows researchers to run the fuzzer out-of-the-box against several programs
without any specific domain knowledge of the target itself. On the other
hand, AFL excels at finding vulnerabilities fully automated, with low man-
ual effort for security analysts. While these two factors are essential to
explain the large success of this project, its development process passed
through many phases of implementation and optimization. Often, new fea-
tures are developed by multiple external contributors, with the inherent
consequence that many design choices are not documented in a single and
accessible resource.

75
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This chpater provides an accurate analysis of internal mechanisms, pa-
rameters, and algorithms, that determine the final behavior of the American
Fuzzy Lop. In other words, we shed light on the design choices that have
been implemented over the years and on their impact. In many cases, im-
provements came from contributions outside the academic ecosystem, thus
lacking experiments and clear results to demonstrate why the author chose
a specific technique over alternative options. As a result, today, everybody
uses AFL without a complete understanding of its internals. However, we
found that even minor modifications of the inner parameters affect the re-
sults of a fuzzing experiment, both positively and negatively.

More importantly, this lack of documentation prevents researchers from
identifying, in a rigorous way, what the root causes behind the excellent
performance of AFL are. We believe that this deep understanding is a
fundamental step to guide future work in the field.

It is also important to understand that not all design choices are related
to the effectiveness of the vulnerability discovery process. Some may instead
improve other aspects of the fuzzing workflow, such as usability and repro-
ducibility of results. In this chapter, we also study whether these features
are still beneficial in modern fuzzing campaigns or if they should now be
considered outdated.

Our work’s primary focus is on the algorithmic components that AFL
embeds and that we can still find in other modern fuzzers, like its sched-
uler, the mutation engine, and the feedback mechanism. We exclude other
specific engineering decisions, such as AFL’s original solution to scale over
multiple cores and machines. To verify the impact of each component, we
performed a dedicated set of experiments in which we compare the vanilla
AFL solution with a carefully-designed patched version of the project that
replaces the feature under analysis. For instance, one of the mechanisms
that captured our interest since the beginning was AFL use of hitcounts to
encode the feedback in the coverage map. To study this aspect we patched
AFL to include an alternative approach to measure the coverage, namely
plain edge coverage.

Overall, we identify nine unique aspects that represent, to the best of
our knowledge, the core design choices of modern fuzzers. We independently
evaluate each feature and its patched counterpart(s), through a set of ex-
periments performed on the popular FuzzBench benchmarking service [116].
We mainly used the bug-based dataset but also included the coverage-based
one to clarify some cases where only one dataset was insufficient to draw
conclusions. This allowed us to study each aspect in terms of its direct
effects on the fuzzing campaign, as captured by the number of bugs and
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increased coverage. While these are the two metrics that researchers have
settled upon to evaluate the overall performances of a fuzzer, in this thesis
we argue that these two values are often insufficient to gain insights about
the impact of a certain feature or internal parameter. In fact, in our exper-
iments, we often found that these two metrics alone did not provide enough
information to fully capture the subtle difference between different imple-
mentations, which would allow security researchers and fuzzers’ developers
to debug and fine-tune their tools.

Therefore, for some of our final remarks, we limit our takeaways to
qualitative findings, just relying on what we can learn by looking at general
metrics such as bugs and coverage, and losing the necessary precision to
measure deeper consequences of using a particular technique.

Overall, we can split our findings into two main groups. The results
in the first group show that some features commonly adopted by off-the-
shelf fuzzers root their origin in pragmatical or historical reasons, rather
than scientific ones. For instance, we observed that a simple random energy
assignment policy is capable in many cases to outperform the default AFL’s
energy assignment scheme. Similarly, we found that splicing implemented as
a stage was less effective than splicing as a mutation, even though this comes
with the caveat that the generated testcases are possibly more complicated
to debug, thus affecting the usability of the system.

The second set of findings confirms the effectiveness of some historical
design attributes when compared to modern alternatives. This is the case
for novelty search, one of the major, and often forgotten contributions of
AFL. It regularly outperforms the use of other genetic algorithms in terms
of discovered bugs.

To conclude, we believe that the main contribution of this chapter is
to show how even apparently minor aspects can impact, both positively or
negatively, the performance and outcome of a fuzzing campaign. We hope
that our evaluation can pave the way for more sound and complete compar-
isons so that security practitioners and researchers can refine their tools to
obtain the best results from their efforts. Therefore, in the spirit of open
science, we release all code and artifacts to reproduce the evaluations in this
chapter at

https://github.com/eurecom-s3/dissecting_afl

https://github.com/eurecom-s3/dissecting_afl
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5.1 American Fuzzy Lop

American Fuzzy Lop is a mutational coverage-guided fuzzer with a suite
of additional tools [175]. These include testcase- and corpus-minimizers,
a fault-triggering allocator, and a file format analyzer. Its latest available
version at the time of writing is the 2.57b 1, released in 2020, but the fuzzer
is unmaintained by its original author since 2.52b 2, released in 2017.

In this section, we will discuss the inner working of the fuzzer, afl-fuzz,
and the design choices behind it.

5.1.1 General Design

As stated by Zalewski in a technical whitepaper [180] written in 2016, the
main design principles behind AFL are speed, reliability, and ease of use.
While important, these metrics are no longer the predominant principles
that drive recent research on fuzz testing. Instead, researchers now pre-
dominantly focus on the time required to uncover bugs and on the amount
of coverage reached. While some choices in AFL improve these two met-
rics, the principle of ease of use is often forgotten, even though it is the
reason behind many aspects of AFL. For instance, the corpus is represented
as a queue for ease of use: by making AFL mutate simpler testcases first,
shallow crashing testcases will have only minor changes over the original,
“human-friendly” testcases. In addition, the fuzzer keeps track of the parent
testcases of each corpus entry, allowing the user to reconstruct the genealogy
of each corpus entry or crashing testcase.

The actions of the fuzzer are divided into stages that correspond to sev-
eral tasks applied on a single testcase taken from the queue. Users may
configure the behavior of these stages in different ways, for instance by
disabling the deterministic stage with the -d parameter [182]. The testcase
delivery to the target program is performed via standard input or through a
file. Finally, the target execution is controlled by using a forkserver [177], a
mechanism that uses pipes to request copy-on-write clones of the target pro-
grams with fork(2) for each execution to avoid the overhead of execve(2).

5.1.2 Coverage Feedback

The main difference between AFL and previous solutions is the code cov-
erage of the target program used as feedback. Although not the first to

1https://github.com/google/AFL/releases/tag/v2.57b
2https://lcamtuf.coredump.cx/afl/releases/afl-latest.tgz

https://github.com/google/AFL/releases/tag/v2.57b
https://lcamtuf.coredump.cx/afl/releases/afl-latest.tgz
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introduce this approach [157, 49], AFL took coverage guidance to the next
level with an effective evolutionary algorithm based on this feedback.

However, the coverage metric AFL uses is not a classic path coverage.
In fact, like many symbolic executors [19], AFL aims at a trade-off between
precision and path explosion. Therefore, instead of simple basic block cov-
erage, it uses edge coverage augmented with counters (hitcounts) to track
the number of times an edge was executed. According to Zalewski [180], the
use of hitcount buckets allows AFL to effectively tackle the path explosion
problem.

Implementation-wise, AFL keeps a shared bitmap between the target
and the fuzzer of 64kb (a value chosen to match the L2 cache size at the
time AFL was first developed) with each entry of one byte. When an edge
is executed, the corresponding entry is incremented by 1, wrapping around
the byte in case of overflow. The instrumentation is at the level of basic
blocks, so the ID used for each edge is the result of a hash function that
combines the current block with the previous. This approach introduces
collisions in the bitmap. Starting from version 2.37b (released in 2017), AFL
adopted the trace-pc-guard option of SanitizerCoverage [102] for source-
based instrumentation, an approximation of edge coverage that uses precise
block coverage after breaking critical edges. After each traced execution,
AFL post-processes the map and buckets the entries, thus reducing the
possible values from 256 to 9. This mechanism is at the core of many
fuzzers derived from AFL, such as AFL++ [65] and LibFuzzer [105].

This coverage information is used in the fuzzer by different algorithms.
Its most important use is to decide if a testcase is interesting, and, therefore,
whether it is worth adding it to the corpus for future mutations. For this,
AFL uses a novelty search algorithm that considers as interesting an input
that uncovers a new entry in the map or a value that reaches a previously
unseen bucket.

The use of hitcounts allows AFL to encode each possible bucket as a
bit in a single byte. Thanks to this optimization, AFL implements a very
fast novelty search by using only a loop of DWORD/QWORD bit-wise
operations. The choice of using 8 buckets allows AFL to avoid a path
explosion, and, at the same time, increases execution speed, as it allows for
a highly optimized processing of the resulting coverage map.

5.1.3 Scheduling

Like many other fuzzers, AFL makes use of multiple scheduling policies for
various components.
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First, it schedules which testcase in the corpus should be selected next.
As described before, the corpus is represented as a queue and the base policy
is FIFO. On top of that, AFL uses heuristics to decide to skip a testcase
for various reasons. The first applies when there are some favored testcases
in the corpus. The fuzzer marks a subset of the corpus as favored in the
process of re-evaluating the queue and choosing a small subset of testcases
that cover all the coverage seen so far, the so-called corpus culling. The main
purpose of this operation is to give priority to testcases that are smaller and
faster to execute. If there is at least one corpus entry in the favored set,
a non-favored testcase is skipped with a 99% probability. Otherwise, the
probability goes down to 95% in the case of a non-favored, but previously
fuzzed entry, and 75% for never selected cases.

Another scheduling application is the so-called energy assignment [27].
For each corpus entry, AFL calculates a score that is used to compute how
many executions must be performed in each stage in which mutator is used.
The policy employed in the fuzzer, implemented in the calculate_score

routine, is based on several parameters. The first is the execution time of the
testcase, which can alter the score if slower, or faster than the global average
from 0.1x up to 3x. Another parameter is the number of filled entries in the
coverage map when executing the testcase, this time applying a multiplier
from 0.25x to 3x. The intuition is that testcases with greater coverage
trigger more interesting states. Additionally, the score is increased for newly
discovered entries to allow the fuzzer to focus on novelties. Following the
same spirit, the depth of the entry in the genealogical tree is taken into
account as a multiplier to fuzz derived inputs, that could have been difficult
to discover by blackbox approaches, for a longer time.

5.1.4 Mutators

AFL relies on generic, target-agnostic, byte-level mutators [176]. These
are used in several stages, many of which are deterministic. The fuzzer
sequentially bitflips the current input starting from one to 32 bits at a
time. During this process, as optimization, AFL records the bits that do
not contribute to a change in coverage to avoid mutating them in subsequent
deterministic stages. After that, the fuzzer walks each byte by adding and
subtracting integers in the range from -35 to +35. The next stage is the
replacement of each part of the input with numbers from a set of interesting
values, such as INT_MAX, 0, and 1. This is done iteratively on the input
first at the byte level, and then by using 16 and 32 bits integers.

The last of the deterministic stages uses a dictionary [179] of tokens
related to the input format, for instance, \x7fELF if the target is an ELF
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parser. These tokens can be specified by the user (with the -x parameter) to
help the fuzzer to generate testcases that are otherwise impossible to create
by using generic bit-level mutations. AFL can also auto-detect tokens during
the bit flips stage by looking for groups of bits that, when changed, always
produce the same coverage, a sign that they might be part of a magic value.
The dictionary stages then mutates the testcases, replacing and inserting
tokens from both, the user-specified and the generated list.

The first non-deterministic mutation stage is random havoc. It applies
several mutations, including the ones used during the previous stages and
some block-based mutations such as overwriting and inserting blocks of
inputs. The mutations are applied at random locations of the input and are
stacked. The number of applied mutations is chosen at random between 2
and 128 and the iteration of the stage is regulated by using the score of the
testcase.

The last stage, splicing, by default is activated only after the fuzzer goes
through a full cycle of the entire queue without any new finding (but it is
always enabled in FidgetyAFL [182]). It selects an entry from the corpus and
recombines it with the current testcase, then it applies the havoc mutator to
this child testcase. This is an important stage that allows AFL to generate
testcases derived from two parents.

In AFL, for ease of use, each testcase saved in the corpus or the crash
folder keeps the information about its one or two parent testcases, as well
as the mutations that were applied. This allows AFL’s users to reconstruct
the entire process of derivation of a testcase, information that helps them
during crash analysis.

5.1.5 Minimization

Some mutations can increase the size of a testcase and, especially for inputs
discovered later in a testing campaign, can result in very lage files. These
large, slow-to-parse, inputs can decrease execution speed and decrease the
likelyhood of a mutation of the correct bytes. Therefore, the fuzzer tries to
minimize their impact by using a testcase minimization algorithm.

After requesting a testcase from the corpus, AFL passes it through its
trimming stage. The key idea is to mutate the testcase by trying to obtain
a smaller testcase that still achieves the very same coverage. The algorithm
consists of removing blocks from the inputs while checking if the coverage
map remains the same. If successful, the process is repeated several times
by increasing the size of the blocks to remove. This technique reduces
the complexity of the items in the corpus, but it also requires additional
executions for each testcase that is saved in the queue.
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5.1.6 Instrumentation

To obtain the coverage information from each execution of the target, AFL
employs several instrumentation options. First of all, it can instrument the
x86 compiler to intercept and modify the assembly code, to log each basic
block by relying on functions available through an injected runtime. In ad-
dition, AFL also provides an LLVM pass [95] which assigns a random block
ID at compile time and adds the instrumentation to hash the blocks and
write to the shared memory, thus resulting in a more efficient instrumenta-
tion than the one provided by the legacy x86-only solution. With LLVM,
the runtime is also more mature as it provides not only the forkserver op-
tion but also the so-called persistent mode to avoid forking when fuzzing
stateless code, resulting in increased performance.

Alongside compiler-based approaches, AFL comes with a binary-only
QEMU mode. QEMU mode uses a patched QEMU 2.10 usermode to inject
a forkserver at the guest entrypoint, and to add instrumentation between
each executed basic block, through a logger routine executed after each basic
block.

5.2 Methodology and Experiments Design

By reviewing the implementation and the internals of AFL, we identified
nine characteristics to assess in our tests. For each of them, we also looked
for alternative solutions proposed in other works to serve as a comparison
in our experiments. We have not selected the trivial comparison between
AFL and FidgetyAFL [182] as it is covered in the FuzzBench paper [116],
which highlights that FidgetyAFL always outperforms AFL in terms of code
coverage over time.

Our aim is to assess the contribution of each feature on the performance
of AFL in terms of uncovered bugs and code coverage using FuzzBench [116]
over a 23h campaign. If the results depend highly on the structure of the
target program, we will try to classify manually which kind of program is
influenced by the tested feature. Finally, when the results do not show
a significant difference, we will provide a qualitative investigation of the
possible impact of that feature on usability.

We now introduce the nine aspects to be covered in our study.

Hitcounts. Hitcounts are adopted by other fuzzers today [105, 158], but
AFL was the first to introduce this concept. Despite its wide adoption,
the impact of this optimization (over plain edge coverage) has never been
measured in isolation on a large set of targets.
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To fill this gap, we modified AFL not to increase each entry in the
coverage map while instrumenting the target. Instead, we always set the
value to 1. We expect hitcounts to improve the coverage and especially the
bug detection capabilities by introducing additional information about the
program state, like loop counts. We want to quantify this improvement and
potentially discover target-specific corner cases.

Novelty search vs. maximization of fitness. While AFL considers
every newly discovered hitcount as interesting, both, other early fuzzing
solutions [181], and more recent tools [138] instead only consider testcases
that maximize a given metric as interesting. For instance, Vuzzer uses the
sum of all the weights of the executed basic blocks [138].

We think that a big part of the success of AFL in terms of performance
is the novelty search-based approach it uses to evaluate interesting testcases.
To evaluate this assumption, we implemented 3 a simplified version of the
Vuzzer fitness maximization without the need for static analysis, in which
each basic block has weight 1:

f(i) = |BB(i)|


∑

b∈BB(i) log2(freq(b))

log2(len(i)) if len(i) > 50000∑
b∈BB(i)

log2(freq(b)) otherwise

We chose to borrow the Vuzzer fitness function as it is a simple one
based on just code coverage, avoiding introducing a fitness from scratch as,
to the best of our knowledge, Vuzzer is the only academic work proposing
a simple fitness. Other approaches in the literature that use a fitness employ
heavy static analysis or complex approaches based on many features, not
just code coverage [115]. While it would be interesting to benchmark them
too, it is not fair to compare such complex techniques with a fuzzer that
only uses code coverage like AFL. More complex novelty search solutions
are present in literature [166] that can be used as a competing approach in
future works.

In this experiment, we benchmark the AFL approach versus a fitness
maximization and the combination of the two approaches, as proposed by
Vuzzer [138]. We expect novelty search to outperform both of the com-
peting algorithms, as the maximization saves testcases in the corpus that
are not small and fast (one of the key elements in the design of AFL), and
might end up in local maxima. A set of diverse testcases, like the ones saved

3Note that the input length is bound to 50,000 bytes (to address input bloating) and

the log base is taken from the Vuzzer code.
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by AFL, is likely better in the corpus during fuzzing.

Corpus culling. The prioritization of small and fast testcases in the AFL
corpus selection algorithm improves the speed at the cost of avoiding more
complex testcases that might trigger more complex program states. We
selected this feature for our benchmark because the set of favored testcases
in AFL was a major addition to the fuzzing algorithm, and it is used even
as a metric in following works such as Driller [156].

In this experiment, we want to assess the difference between using the
AFL corpus culling mechanism and using the entire corpus. We expect
culling to result in faster coverage growth over time and, potentially, more
bugs triggered in the same time window. On the other hand, the fuzzer
without corpus culling might be able to discover new bugs that standard
AFL is unable to trigger.

Score calculation. The performance score used to calculate how many
times to mutate and execute the input in the havoc and splice stages are
derived from many variables, mainly testcase size and execution time. This
score is an essential part of AFL and the focus on many derived works (e.g.
[27, 173, 25]).

In our experiment, we measure the difference between the AFL solution
and two baselines, represented by a constant and by random scores. As
picking a constant is a sensitive operation, we opted to create two AFL
variants, one with the minimum score possible for AFL (25) and another
with the maximum (1600). The random variant selects instead a random
number within these boundaries. In addition, we include in the experiment
a version of calculate_score that does not prioritize novel corpus entries, as
this was a significant optimization introduced in AFL. Intuitively, we expect
that the major contribution comes from the prioritization of the novelties,
thus resulting in small differences between the baselines and the patched
AFL with the naive score calculation.

Corpus scheduling. The FIFO policy used by AFL is only one of the
possible policies that a fuzzer can adopt, to select the next testcase. How-
ever, derived works tend to take for granted that the corpus structure is
represented by a queue.

While we know that this feature has its root in usability, in this ex-
periment we assess whether it also contributes to the performance of the
fuzzer. Thus, we evaluate AFL versus a modified version that implements
the baseline (i.e., random selection) and the opposite approach (i.e., a LIFO
scheduler). We expect the random approach to perform equal to, or even
better than the original embodiment of AFL, while the LIFO approach may
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help in gaining coverage faster on some targets.

Splicing as stage vs. splicing as mutation. Splicing refers to the
operation that merges two different testcases into a new one. There are
two possible ways to apply this mechanism. The first, adopted by AFL,
considers splicing as a stage. In this case, the actual merge happens only
once at some point in the execution of a specific testcase, when it is joined
with a randomly chosen input among the other ones present in the queue.
However, other fuzzers (e.g., Libfuzzer [105]) often implement splicing as a
mutation rather than a stage, thus applying it many more times for each
testcase during their havoc stage.

To compare the two solutions, we modified the AFL codebase to imple-
ment splicing as a mutation operator. This choice can also have an impact
on the usability of the fuzzer. Indeed, we expect that a major adoption of
splicing as mutation can increase the exploration of the fuzzer while reducing
the simplicity of the testcases and, therefore, complicating the a-posteriori
triaging phase.

Trimming. Trimming testcases allows the fuzzer to reduce their size and
consequently give priority to small inputs, under the assumption that large
inputs slow down the execution and that the mutations would be less likely
to modify an important portion of the binary structure. In AFL, the com-
ponent in charge of this task tries to discard blocks of data with variable
length and stepover. When the removal results in the same checksum of the
original trace map, the new minimized testcase is stored.

Even though this algorithm can bring the two important benefits de-
scribed above, we argue that reducing the size of the testcases could reduce
state coverage. Additionally, the trimming phase could become a bottle-
neck for slow targets. Therefore, in our evaluation, we compare the default
version of AFL against a modified one, in which we disabled trimming. We
expect trimming to be either beneficial or detrimental, depending on the
type of target program and the structure of its input.

Timeout. The timeout regulates the maximum amount of time the target
program runs for. This greatly influences the execution time of the target
and in turn the number of executions per second. While the user can specify
an arbitrary value by passing a command line argument (-t), AFL can also
automatically compute a timeout for the program under test. More specif-
ically, as a first step, AFL calibrates the execution speed during an initial
phase by running the target several times and computing an average of the
execution times. After that, the default heuristic applies a constant factor
(x5) to this average value and rounds it up to 20 ms. In our experiments,
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we modify the multiplicative factor to measure its effect on the fuzzing ses-
sion. We expect that a higher timeout can lead to higher coverage, but also
degrade the performance of the fuzzer.

Collisions. As explained in section 5.1.6, AFL assigns an identifier for each
basic block at compile-time. When using SanitizerCoverage [102]’s pcguard,
critical edges are split into basic blocks and thus AFL assigns a random
identifier to each edge. Unlike the classic instrumentation that combines the
IDs of the current and the previous block, however, this technique is unable
to track edges related to indirect jumps. For both variants, since identifiers
are chosen at random, this causes collisions between two different edges in
the bitmap, that in turn can affect the novelty of a testcase. Although the
number of collisions depends on the number of instrumented locations, for
an average size program the actual collisions are typically between 750 and
18,000 [86].

In our evaluation, we want to compare the AFL instrumentation ap-
proach against a version that is collision-free. As SanitizerCoverage traces
each block by calling a function with a guard parameter, and this guard is
contained in a per-module table initialized in a constructor, we can easily
patch AFL to assign values to the guards by using a global incremental
counter in the constructor instead of random values. This allows the instru-
mentation to generate edge encodings that do not result in collisions during
the fuzzing session. Other fuzzers indeed make use of the guard variable as
the index to access the fuzzer bitmap.

We want to benchmark this feature as the collision-free variant is simpler
than the original implementation with pcguard, raising the question of why
random identifiers are even used in AFL. In addition, it is unclear if the lack
of feedback from the indirect jumps affects the performance more than the
collisions, so we include in our test also the classic approach to benchmark
this impact.

Please note that in this experiment, unlike the collision-free coverage
based on pcguard present in AFL++ (since 2.66c), we do not adapt the size
of the map to the detected number of blocks – a feature that significantly
improves the speed of the fuzzer – as we want to evaluate the impact of the
collisions in isolation.

5.3 Experiments

In this section, we present the results of our experiments, conducted by
using the FuzzBench service [116], and we discuss them to understand the
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Table 5.1: Hitcounts vs. plain edge coverage bug-based experiment score

Fuzzer Average normalized score

AFL edge coverage 88.09

AFL 74.36

impact of each selected feature. We mainly use the bug benchmark of
FuzzBench, which consists of 25 targets known to contain bugs, as we believe
that discovered bugs are the ultimate metric in fuzzing evaluation [92]. In
addition, we also report the coverage over time as another important metric
to understand the performance of each variant of AFL. Each program was
executed for 23 hours and the reported results are median values computed
over 20 trials to mitigate the effects of randomness in fuzzing. In addition,
we use the Mann-Whitney U test to verify the statistical significance of the
results by comparing differences between two independent groups that in our
case are the original AFL and its variants. The aggregation of the results
is done by using an average normalized score [116]. Finally, we executed all
variants with the trace-pc-guard instrumentation and persistent mode to
mitigate the well-known impact [168] of fork(2).

For the sake of brevity, we only report the results of interesting bench-
marks and avoid discussing each individual benchmark for each experiment.
For the interested reader, the graphs with the complete data of all the 9 ex-
periments are available online at https://anon-afl.github.io/dissecting_-

afl_reports/.
For each set of experiments, we also highlight in gray our discovered

insights. We hope this can help users to better understand AFL and improve
the design of new fuzzing approaches.

5.3.1 Hitcounts

In this first set of experiments, we compare vanilla AFL against a modified
version that does not use hitcounts. Table 5.1 reports the average nor-
malized score of the number of uncovered bugs in our experiments. Quite
surprisingly, the AFL variant without hitcounts discovered more bugs than
the unmodified AFL, a counter-intuitive result as hitcounts should allow
AFL to bypass coverage roadblocks that depend on loop counts.

In particular, vanilla AFL performed better on 6/25 benchmarks in
terms of median discovered bugs, out of which only two are statistically sig-
nificant for the Mann-Whitney U test. The variant with only edge coverage
was better on 5/25 benchmarks, of which four are statistically significant.

https://anon-afl.github.io/dissecting_afl_reports/
https://anon-afl.github.io/dissecting_afl_reports/
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Figure 5.1: Comparison of AFL and AFL-edge-coverage on Grok grk de-
compress ( AFL, AFL edge coverage )

It is interesting to note how for some targets edge coverage clearly out-
performed vanilla AFL, as in the case of the grok and the PHP benchmarks.
For instance, in the case of grok_grk_decompress_fuzzer we can observe
that the graphs reporting bugs discovered over time and coverage over time
(Figure 5.1) are correlated. This might suggest that the use of hitcounts
prevents the fuzzer from discovering new code paths, a behavior that can be
explained by the augmented sensitivity, up to 8x as the hitcounts introduce
8 different states for each edge.

As shown by previous studies [162, 163, 62], the increase of sensitivity
introduces testcases in the saved corpus that are too similar to one another,
causing internal wastage of the exploration of the program. AFL is therefore
focusing on fuzzing testcases that are not frontiers in terms of unexplored
coverage areas. This behavior is, of course, highly target dependent, as
the states that AFL can reach by using the hitcounts in its feedback may
contain bugs that otherwise cannot be easily discovered with edge coverage
only.

Table 5.2: Hitcounts vs. plain edge coverage code coverage-based experi-
ment score

Fuzzer Average normalized score

AFL 99.63

AFL edge coverage 97.99

To further confirm our intuition that hitcounts introduce a benefit only
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Table 5.3: Novelty search vs. maximization of a fitness bug-based experi-
ment score

Fuzzer Average normalized score

AFL 83.32

AFL fitness 83.08

AFL fitness only 70.17

on some targets, we run another set of experiments on FuzzBench on a
different set of 22 benchmarks that FuzzBench uses to evaluate fuzzers using
only code coverage as a metric4. The score reported in Table 5.2 shows that
on this set of different subjects classic AFL outperforms the variant with
only edge coverage, confirming that hitcounts can either increase or decrease
the effectiveness of the fuzzer depending on the target application.

Our conclusion after this experiment is that AFL, and follow-ups
fuzzers like AFL++, should provide an option to disable hitcounts.
AFL++ provides many different options, and the users are suggested
to run an instance of each variant when doing parallel fuzzing, a com-
mon use-case in real-world setups. The fact that in our experiments,
hitcounts have shown very different results on different targets suggests
that users should include a variant without hitcounts when doing par-
allel or ensemble fuzzing like OSS-Fuzz [3].

5.3.2 Novelty search vs. maximization of a fitness

In this second experiment, we compare three fuzzers: vanilla AFL (with
its novelty search algorithm), a variant with only fitness maximization, and
a hybrid variant with both maximization and novelty search. In line with
our expectations, the bug-based benchmark shows that, in average, vanilla
AFL performs best. Table 5.3 reports the average normalized score of the
number of uncovered bugs.

The usage of the fitness only is clearly detrimental and the combina-
tion of both techniques does not introduce a valuable increment in bug-
discovery. AFL and the combined variant perform almost the same, with
the exception of libhtp_fuzz_htp in which the fitness variant is better
and poppler_pdf_fuzzer, in which vanilla AFL is best. While this result

4https://www.fuzzbench.com/reports/experimental/2021-12-17-afl-edges/index.

html

https://www.fuzzbench.com/reports/experimental/2021-12-17-afl-edges/index.html
https://www.fuzzbench.com/reports/experimental/2021-12-17-afl-edges/index.html
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Figure 5.2: Novelty search vs. fitness experiment on the PHP application
( AFL, AFL + fitness, AFL fitness only)

was expected, there are some surprising results on specific targets such as
php_php-fuzz-execute, placing the variant with only the fitness maximiza-
tion as the best fuzzer on 4/25 benchmarks, all statistically significant.

Unlike in the previous experiment, this time there is also no correlation
between uncovered code and bugs. For instance, Figure 5.2 shows that for
PHP the variants with fitness only are unable to increase the coverage of
the target application, but at the same time, it is the only variant able to
discover bugs. The saved testcases in the corpus cover the same regions
as the initial testcases so we can observe that, on this target, the fuzzer is
behaving like a blackbox fuzzer without any coverage tracking capability.

A possible explanation is that the novelty search fuzzers are spending
time exploring more program behaviors, while the bugs are in the initial
code regions behind constraints that cannot be solved immediately. On
large programs, this is a well-known behaviour [30] which explains why
random testing can outperform more complex solutions.

The conclusion we can draw from this experiment is that it would
be a mistake to underestimate the impact of the novelty search. In
particular, researchers proposing new approaches that also modify this
aspect should carefully evaluate – in isolation – the benefit of a different
mechanism to decide if an input is interesting, as AFL’s novelty search
provides a strong baseline.
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Figure 5.3: Corpus culling comparison on the mruby application ( AFL,
AFL w/o fav_factor, AFL no culling)

5.3.3 Corpus culling

In this third experiment, we evaluate AFL versus two other variants, one
without corpus culling and one with culling without any prioritization based
on the fav_factor (a function of execution speed and testcase size). In
Table 5.4 we report the average normalized score for each fuzzer in terms
of discovered bugs.

Table 5.4: Corpus culling experiment score

Fuzzer Average normalized score

AFL w/o fav_factor 90.14

AFL 87.00

AFL no culling 81.94

The usage of corpus culling is clearly a benefit looking at the total num-
bers, but the prioritization given by using fav_factor as weight is not.
The reason behind this is that corpus culling favors faster testcases while
maintaining the same code coverage, but loses the state triggered by more
complex testcases that cannot be easily observed by looking at edge cov-
erage alone. While this optimization is effective as it reduces the number
of testcases in the queue, prioritizing always the smaller and faster inputs
may be decremental in findings bugs. In fact, our experiments show that
the more naive version of culling seems to be the most effective in practice.

Taking mruby-2018-05-23 as case study (Figure 5.3), the variant with-
out the fav_factor provide the best results. The graphs show how the ex-
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ploration of the program states not related to code coverage can help the
fuzzer to increase coverage faster. While this may seem counter-intuitive,
there are programs states blind to edge coverage (e.g. loop counter values)
that are roadblocks in terms of exploration of the control flow graph. There-
fore, fuzzing more complex testcases can help to bypass them and achieve
new coverage. While this variant is generally better, the results are only
statistically significant for the mruby and the openh264_decoder_fuzzer

applications.
Investigating the results of the variant without culling also provides in-

teresting insights. The outcome is highly variable, with benchmarks like
php_php-fuzz-execute and poppler_pdf_fuzzer in which it discover more
bugs and more code coverage in a statistically significant way, and others
like grok_grk_decompress_fuzzer in which it is only able to discover two
bugs while the others discover six. This can be explained by looking at the
number of testcases in the queue, as the fuzzer got stuck fuzzing testcases
too similar to one another if culling is disabled.

Our experiments show that complex testcases are useful to uncover
bugs and AFL should not discard them a priori. However, it is unclear
how to reach the right trade-off between complexity and speed and we
foresee future works that try to improve the prioritization algorithm of
corpus culling to fuzz faster without discarding interesting testcases.

5.3.4 Score calculation

To evaluate the algorithm used in AFL to assign the energy to a testcase, we
compare it versus several alternative implementations: two simply adopting
a constant score (respectively the maximum and the minimum possible score
in AFL), and one that assigns a random score between the valid range.
Additionally, we include a variant of the AFL scoring algorithm without
the multiplicative factor that prioritize the novel inputs recently saved in
the queue.

In our tests, vanilla AFL was not able to outperform the random baseline
in terms of an average normalized score of uncovered bugs (Table 5.5), while
it was better than the variants using a constant score. The results confirm
instead that the prioritization of novel testcases is an improvement.

However, we can observe that the normalized scores of AFL and the ran-
dom variants are really close and the random version is the best performer
only in three benchmarks (arrow_parquet-arrow-fuzz, grok_grk_decompress_fuzzer,
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Table 5.5: Score calculation experiment score

Fuzzer Average normalized score

AFL random score 93.52

AFL 90.51

AFL max score 88.88

AFL no novel 87.63

AFL min score 81.06
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Figure 5.4: Score computation comparison on grok ( AFL, Max, Min,
Random, No novel)

and php_php-fuzz-execute), out of which only the results on PHP are sta-
tistically significant.

The high variability of the random score fuzzer can be observed for
instance when testing grok. Figure 5.4 shows that in some runs this fuzzer
outperformed all other variants by a large margin (both according to bugs
and coverage), but in other runs, it did not.

It is worth observing in this case that the high variability in code cover-
age (Figure 5.9b) is always above the curve of the other variants, suggesting
that the random fuzzer consistently outperforms the others while the num-
ber of bugs is more aleatory. This highlights that uncovering a bug is more
susceptible to randomness.

The result of the random variant is particularly important as in recent
years energy assignment was the focus of a large number of studies, most
of which used AFL as a baseline for the experiments. However, if even
a random score can often perform better than the algorithm implemented
in AFL, it is difficult to say whether a new energy assignment algorithm
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that beats AFL is really an improvement that can increase the ability of
the fuzzer to discover bugs if not compared against the real baseline. The
high variance in the results of the random algorithm also suggests that it
might be a useful adoption in parallel fuzzing. Multiple instances of the
fuzzer using this score calculation algorithm will increase the chance to hit
the best performer random distribution.

A possible threat to the validity of this experiment is the biased nature
of the benchmarks, which contain applications with a medium-small sized
codebase as they are libraries. With complex targets, the score calculations
with a non-naive algorithm may become more important, and we can see
a hint of this result by looking at the results of this experiment for the
ffmpeg_ffmpeg_demuxer_fuzzer, a complex and slow program in which
AFL triggers more median number of bugs than the random variant.

In conclusion, our experiments show that for simpler targets the
energy assignment problem may be less important than for complex
programs. On the one hand, this might suggest that the development
effort in creating faster and more effective fuzzers can make this allo-
cation problem less relevant for generic fuzzers. On the other hand,
the fastest possible fuzzer cannot compensate for a slow and complex
to execute system under test (like program interpreters or even entire
operating systems), highlighting the need to benchmark new energy as-
signment algorithms, with a dataset of complex targets. Finally, we
suggest using the baselines we introduced in this chapter to avoid the
mistake of considering AFL’s implementation as a baseline.

5.3.5 Corpus scheduling

In this experiment, we tested two alternatives to the FIFO policy used in
AFL to select the next testcase in the queue to fuzz: a random selection,
and a LIFO policy. The results show that in terms of ability to discover
bugs, vanilla AFL is better than the random baseline, but the LIFO variant
is the best among the three, as reported in Table 5.6.

can we zoom the top part of the Y axis on the coverage plot
This time, the random baseline is not superior to vanilla AFL, which

is better than random in 6 benchmarks, making the results of the previous
works in this field, corpus scheduling or seed scheduling, robust even if they
use AFL as baseline. However, a simple variation such as LIFO, shows a
boost in performance on 7 targets, two of them in a statistically significant
way.
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Table 5.6: Corpus scheduling experiment score

Fuzzer Average normalized score

AFL scheduling LIFO 90.33

AFL 82.94

AFL scheduling random 82.94
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Figure 5.5: PHP fuzz-parser for the corpus scheduling experiment ( AFL,
LIFO, Random)

For instance, on php_php-fuzz-parser-2020-07-25 (Figure 5.5), fuzzing
later discovered testcases first with FIFO gives a boost in the bug discov-
ery ability while maintaining the uncovered coverage regions at the same
level of the other AFL variants. Another benchmark that benefited from
the LIFO approach is grok_grk_decompress_fuzzer, but in this case the
performance boost is affect both bugs and code coverage.

On the other hand, when the scheduling policy decreases code coverage
(like in matio_matio_fuzzer and mruby-2018-05-23), it negatively affects
the results and performs worse than the vanilla AFL and the random base-
line. The improvement of LIFO over AFL seems to not be related to the
type of the input, for instance, it performs better on the PHP benchmarks
but worst on mruby, both of which are textual programming languages
parsers. Thus, we were not able to reach a clear conclusion on which policy
is better in general, as fuzzing the newly generated testcases first is not
always the best choice even if LIFO is the top performer on average.

However, the boost in performance can be easily observed once that
LIFO starts diverging from AFL, making possible to learn during the fuzzing
campaign which policy is best suited for a given target, even with a simple
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approach that alternates between the two in the first hours and then select
the best performer.

In conclusion, our experiments show that FIFO is generally better
than random, not just because of usability but also because it often pro-
vides better results. However, on many targets, the alternative approach
(LIFO) provided better results. Thus, we believe that more research is
needed to learn the best policy for corpus scheduling (such as the recent
AFL-Hier [163]). Even if the random baseline seems weaker than AFL,
we believe future works on the topic should still include it as a baseline
in their evaluation alongside other simple policies like FIFO and LIFO.

5.3.6 Splicing

In this experiment, we evaluate AFL splicing stage (in which the currently
fuzzed testcase is combined with another taken from the corpus, and then
fuzzed with the havoc stage) versus a variant in which the combination of
two or more testcases is implemented as one of the mutations included in
the havoc stage. Table 5.7 reports the average normalized score in terms of
uncovered bugs for this experiment.

Table 5.7: Corpus scheduling experiment score

Fuzzer Average normalized score

AFL splicing mutation 97.15

AFL 94.66

The results show that the AFL variant that uses splicing as part of
the havoc stage outperforms vanilla AFL. In particular, it is better in 6
benchmarks – two of which show a statistically significant difference from
AFL.

In this experiment, the insight is clear, the recombination of different
inputs in the fuzzer corpus leads to a benefit especially on highly struc-
tured inputs parsers such as php_php-fuzz-parser-2020-07-25, as shown
in Figure 5.6, in which the improvement in terms of bugs finding is very
large. Even on other benchmarks in which the difference in terms of bugs
is smaller, like mruby-2018-05-23, splicing as a mutation improved code
coverage. This result is not surprising, as recent works [22, 63] have already
shown that an enhanced mutator that can recombine and merge different
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Figure 5.6: Splicing Comparison on libxml2 ( AFL, AFL Splicing

Mutation)

inputs in the corpus provides a net benefit for a fuzzer testing highly struc-
tured inputs parsers.

The downside is that frequent re-combination increases the testcase com-
plexity, making triaging harder. In fact, by introducing splicing as mutation
we lose the ability of AFL to keep track of which testcases were involved in
the recombination by simply looking at the file names. Moreover, with this
new variant, the number of parent nodes for each testcase can be greater
than two, thus reducing the ability of users to easily keep track of the trans-
formations applied by the fuzzer.

The results of this experiment confirm our intuition about the ef-
fectiveness of splicing. Modern fuzzers focus on performance as bugs
are becoming harder and harder to find, and therefore we believe they
should use splicing as a mutation. In the specific case of splicing, both
versions can co-exist in the same fuzzer without conflicts and enabled
according to user preferences.

5.3.7 Trimming

In this experiment, the comparison is between AFL (which uses trimming
to reduce the size of a testcase while maintaining the same code coverage)
and a variant without the trim stage. The overall result in terms of average
normalized score of the bugs found is reported in Table 5.8, which highlights
that the variant without trim stage outperforms vanilla AFL.
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Table 5.8: Trimming experiment score

Fuzzer Average normalized score

AFL no trim 99.25

AFL 88.81
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Figure 5.7: Trimming Comparison on poppler ( AFL, AFL no trim)

The aim of the trim stage of to speedup the fuzzer by reducing the size of
testcases while maintaining intact the coverage. This can negatively affect
the effectiveness of a fuzzer in the cases in which code coverage alone is not
sufficient to describe the program state. So it is not surprising that on many
targets the trim stage decreased the performance of AFL.

In particular, the variant without trimming was the best performer
against eight targets (five of which with statistical significant results). It
is worth noting that all these five programs process structured inputs and
therefore the trim stage may be detrimental. In fact, attempts to shrink
the testcases would most likely result in invalid inputs, and therefore AFL

ends up using valuable resources to try to trim the corpus, without actually
succeeding.

As an example, the variant without trimming provided great results
on a complex structured input program such as poppler_pdf_fuzzer (Fig-
ure 5.7) in which it can discover more bugs and explore more code without
reaching saturation (as suggested by the flattening graph of AFL). The ap-
plication parses PDF, a complex format in which bit-level modification can
easily destroy the validity of an input resulting in different coverage and so
a useless (and time-consuming) trimming stage. In addition, the longer the
fuzzing campaign the slower it becomes to execute testcases, making trim-
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ming more and more costly without any advantage as the fuzzer is unable
to alter a testcase without maintaining the same code coverage.

The insight from this experiment is that the trim stage can be useless
or even detrimental when the tested codebase is large or when the target
input has a complex format, as every bit-level modification will unlikely
lead to a testcase that maintains the same coverage of the original. This
behavior wastes resources, as the time spent trimming (without any
benefit) could be better used for fuzzing. Therefore, in these cases we
believe that a fuzzer without the trim stage outperforms AFL simply
because it fuzz the target at a higher speed.

5.3.8 Timeouts

In this test we compare AFL with a variant that double the timeout chosen
by the timeout detection algorithm. In terms of average normalized score,
reported in Table 5.9, this variant seems to perform better than vanilla
AFL.

Table 5.9: Timeout experiment score

Fuzzer Average normalized score

AFL double timeout 97.43

AFL 94.70

The variant finds a higher median number of bugs than AFL in seven
benchmarks and performs worst than AFL in two – but none of the results
are statistically significant. However, we can see how on some targets, like
openh264_decoder_fuzzer shown in Figure 5.8, doubling the computed
timeout helps the fuzzer to find bugs faster. This small difference is due
to the environment in which the fuzzers were run, a preemtible VM on
the cloud, the default environment of the FuzzBench service. Usually, a
fuzzer decreases its execution per second with time as more complex code
paths are discovered, and slow targets are not an exception. A slow target
like openh264_decoder_fuzzer on a slow machine may cause the fuzzer
to generate inputs triggering timeouts virtually at every execution if the
timeout is too strict.

This experiment, however, may not suggest a generally valid insight
about AFL, as the speed of a target program depends on the complexity
of such program but also on the method used to fuzz it. AFL in forkserver
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Figure 5.8: Timeout comparison on openh64decoder ( AFL, AFL

double timeout)

mode, for instance, may behave in a different way than the setup used in this
experiment (which uses persistent mode), or other alternative solutions used
by AFL-based fuzzers to execute a system under test (such as full-system
fuzzers [146, 85] or network fuzzers [131, 147]).

In conclusion, this experiment suggests that changing the timeout
calculation algorithm of AFL with a similar one does not change much
the performance of the fuzzer. This aspect is too much dependent on the
platform in which the fuzzer runs to get a generic insight and the user
should carefully tune the timeout based on the slowdown introduced by
using different types of machines or virtual environments, such as cloud
VMs or containers.

5.3.9 Collisions

In the final experiment, we tested AFL versus a collision-free variant that
uses the trace-pc-guard instrumentation option of LLVM to track edges in
the target program. Table 5.10 shows that, overall, collisions decrease the
ability of AFL to discover bugs.

Taking arrow_parquet-arrow-fuzz as showcase for this experiment (Fig-
ure 5.9), we can see how the collision-free variant performs better, even if
by a small small number of bugs.

The collision free variant is better than vanilla AFL on six benchmarks
(only two with statistically significant results) and worse on two benchmarks
(none statistically significant).
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Table 5.10: Collisions experiment score

Fuzzer Average normalized score

AFL collisions free 96.52

AFL 89.44
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Figure 5.9: Collisions comparison on arrow ( AFL, AFL collisions free)

It is very interesting to note that the only two targets in which vanilla
AFL performs better are large programs: wireshark_fuzzshark_ip and
ffmpeg_ffmpeg_demuxer_fuzzer. In both cases, the number of edges is
greater than the shared map size, thus causing collisions also in our variant.
While these collisions are considerably less (as they are only the ones due
to the overflow of the map, which also affects AFL), AFL uses a hash
function and therefore its collisions are equally distributed across the map.
Our variant uses instead sequential identifiers, and therefore all colliding
blocks are located in the same area of code – basically eclipsing an entire
area of the target from the fuzzer.

In AFL++, this problem is solved by increasing dynamically the map
size, which however introduces a significant slowdown as the processing of
the shared memory is the second most expensive operation in AFL.

This experiment shows how the simpler approach that reduces col-
lisions by using edges enumeration is marginally better. We think that
the classic hash-based index is still used in AFL as a legacy indexing
scheme borrowed from afl-gcc and never changed. Researchers that want
to build new fuzzers upon AFL should therefore consider replacing such
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an indexing scheme.

5.3.10 Discussion

AFL includes multiple features whose impact has never been properly eval-
uated. Many of them, such as hitcounts, are commonly re-used by other
fuzzers and taken for granted for historical reasons. Our work highlights
the importance of benchmarking each aspect of a fuzzer in isolation to fully
understand if, and when, it is beneficial for a testing campaign.

For instance, the results of our experiment show that researchers, de-
signing new fuzzers, need to think twice before replacing certain features of
AFL, such as novelty-search, with their own. On the other hand, some fea-
tures, such as hitcounts, may not be beneficial for certain targets, and better
options may be available. Our findings also suggest that usability-oriented
features (such as using splicing as a stage, instead of as a mutator) should
be carefully considered and, if they are decreasing the fuzzer effectiveness,
should probably not be used by default in fuzzers.

Our results also show that AFL is a complex tool, and therefore it might
not be the correct baseline to use when evaluating novel ideas. In reality
simpler approaches may perform better due to a variety of reasons. There-
fore, new fuzzers (even if based on AFL) should adopt such approaches as
true baselines, since outperforming AFL can be relatively easy.

Finally, our experiments emphasize the difficulty of drawing general con-
clusions. Simply reporting the ‘average case‘ can cover up some exceptional
performance for single test cases or runs. In fact, our effort to precisely
benchmark different aspects of AFL encountered three main problems:

• Randomness. Despite the fact that FuzzBench repeats each experi-
ment up to 20 times to mitigate the random nature of fuzzing, most of
the results were not statistically significant. This affected some tests
more than others, depending on the actual magnitude of the impact
of a given feature. The worse case we observed was in the experiments
on timeouts, where even though results seem to suggest that longer
timeouts are beneficial for slow targets, none of the results were statis-
tically significant. Thus, conclusive experiments to fine-tune a fuzzer
might require very large numbers of runs.

• Target-dependency. Even when results were statistically signifi-
cant, the conclusions were often target-specific. In other words, the
“common sense” the community derives from specific targets can be
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misleading and difficult to generalize, and specific targets often high-
light how a feature that is often beneficial can be largely outperformed
by other configurations in a specific case (novelty search is a great ex-
ample of this behavior).

• Introspection. A final takeaway is that looking only at bugs and
code coverage is often insufficient to really understand the effect and
impact of a given technique. More fine-grained ways to introspect
the operation of a fuzzer in benchmarking tools (such as by reporting
the numer of timing-out inputs) can greatly help the community to
perform more quantitative measurements.
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Chapter 6

The LibAFL Fuzzing

Framework

Fuzzers are tools designed to execute a target application with a large num-
ber of automatically-generated inputs. Their goal is to discover problem-
atic states, often associated with the presence of security vulnerabilities.
Because of their effectiveness, fuzzers have become an essential asset in the
arsenal of both developers and security researchers.

Many off-the-shelf fuzzers are available to the public, some of which
are now considered de-facto standards for general-purpose applications:
AFL [180, 67], AFL++ [65], HonggFuzz [158], and LibFuzzer [105].
These fuzzers are very popular among security testers and, for example,
routinely discover thousands of bugs on OSS-Fuzz [3], an extensive fuzzing
effort for open-source software.

Unfortunately, while off-the-shelf fuzzers are great tools that are easy to
set up and use for non-experts, they often show their limitations for expe-
rienced users. In fact, to test complex applications or to adapt to different
types of targets, such as operating systems kernels, device drivers, or em-
bedded devices, experts often resort to creating new fuzzers, or modifying
existing ones to fit their needs. For instance, academic researchers often
implement algorithmic improvements and new ideas in small prototypes,
often built on top of AFL or AFL++. While this satisfies the need of the
reviewers in terms of reproducibility of the results, it also resulted in an
incredible number of mostly-incompatible forks.

This is due to the fact that all existing fuzzing frameworks are not
designed to be extensible. Thus, researchers are forced to reinvent the wheel
over and over when implementing their prototypes, often missing out on
features that are present in other forks and that are too complex to port

105
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or re-implement. Some projects, notably AFL++ [65], proposed highly
configurable architectures for fuzzing. However, they are not sufficiently
generic (e.g., all inputs are represented as byte arrays, thus requiring hacks
and workarounds to integrate structured and grammar fuzzing techniques)
nor properly compartmentalized (thus requiring forking the project to adapt
it to new techniques).

This problem is not only an engineering issue, but it also highlights the
lack of a standard definition of the entities that define a modern fuzzer.
Manes et al. [111] published an academic survey that covers all fuzz testing
efforts until 2019. The authors highlight the enormous number of public
fuzzers and categorize some common high-level concepts in a generic fuzzing
algorithm. While this high-level categorization is sufficient for a systemati-
zation, the entities, and their relationships are too coarse-grained to develop
a fuzzer framework according to this definition.

The fragmentation of the fuzzing landscape has three critical conse-
quences on the research in the field:

1. Orthogonal contributions are difficult to combine.
Several hundred, if not thousands, of different improvements have been
proposed in the last decade to increase the effectiveness of fuzz testing.
However, a new corpus scheduler implemented on top of AFL cannot be
easily combined with a new mutator implemented in a custom fuzzer.
As we mentioned before, this hinders the progress of fuzzing as a whole.
Each individual tool focuses on a few advanced techniques but cannot
take advantage of other orthogonal approaches proposed by other re-
searchers.

2. Individual contributions are difficult to assess.
A common drawback of many papers on fuzzing is that the authors com-
pare their technique (for instance, a scheduler) which they implemented
on a certain fuzzer, with previously-proposed solutions implemented in
different tools. Thus, it is often difficult to understand whether better
results are only due to the novel algorithm and not the result of other
components of the fuzzer.

3. Different solutions are difficult to compare.
While dozens of different techniques exist for every aspect of fuzzing, a
third-party comparison would require a considerable re-implementation
effort, typically reserved for surveys and systematization of knowledge
papers. As a result, only a selected amount of solutions have been prop-
erly tested and compared on the same datasets.
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We believe that these three issues are essential roadblocks that signifi-
cantly slow down the progress of fuzzing, the transition of new techniques
from academia to industry, and the development of new solutions, due to
an extensive duplication of work.

Our Approach. Therefore, in this chapter we propose LibAFL, a novel
fuzzing framework written from scratch in Rust. LibAFL consists of a
collection of libraries that can be used to build custom fuzzers by combining
components based on extensible entities. It achieves this goal thanks to
several factors: (a) it is easily extensible; (b) it is based on a categorization
of components of modern fuzzers; (c) it is designed to exploit the features of
Rust, such as easy and fast serialization of objects and component slotting at
compile-time; (d) it already implements a wide range of fuzzing algorithms,
features, and instrumentation options proposed by recent works in the field.

LibAFL’s building blocks can be used to recreate several modern fuzzing
solutions. Thanks to the extensible design, researchers can combine blocks
and experiment with compositions of beneficial techniques. In this chap-
ter, we use a range of building blocks implemented in LibAFL to combine
and test compelling fuzzing approaches that were never before evaluated,
and others that were never evaluated on top of the same baseline. To the
best of our knowledge, we are the first work to conduct such an extensive
re-implementation (we integrated techniques from 20 previous works) and
evaluation (15 different techniques) by using the same baseline. Addition-
ally, we evaluate combinations of these techniques and provide insights into
the effectiveness of these combinations.

We also show how LibAFL is a robust base to develop standard and
more exotic fuzzers. In the first category, we build a generic bit-level fuzzer
that uses an optimal combination of known techniques and show how the
result outperforms all state-of-the art generic fuzzers like AFL++, Lib-

Fuzzer, and HonggFuzz. We then re-implemented a differential fuzzer
for the Ethereum virtual machines [110] by using a custom feedback based
on the VM state. We compare this fuzzer with its original implementation,
and show how our version outperforms it in terms of uncovered differences
in the two tested VMs.

Contributions. In short, in this chapter, we propose the following con-
tributions:

• We identify and model common building blocks used by modern fuzzers;
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• We present LibAFL, a novel open-source fuzzing framework written
from scratch in Rust;

• We implement state-of-the-art building blocks and techniques;

• Based on these building blocks, we evaluate 15 techniques proposed
in prior work, as well as a range of novel combinations;

• We present a case study that re-implements a differential fuzzer using
custom feedbacks;

• Our generic fuzzer outperforms all off-the-shelf fuzzers;

LibAFL is a widely used Free and Open Source Software available at

https://github.com/AFLplusplus/LibAFL

6.1 American Fuzzy Lop ++

In the landscape of existing solutions, our previous work, American Fuzzy
Lop ++, stands out as a community-driven fork of AFL. AFL++ serves
as a comprehensive platform that amalgamates a diverse range of fuzzing
techniques while offering a certain degree of extensibility and adaptability.
Since 2019, we contributed significantly to AFL++ by incorporating vari-
ous noteworthy techniques previously explored in the realm of fuzzing and
performed some comparative experiments. This includes notable implemen-
tations like MOpt [107] and AFLFast [27].

One of the key innovations introduced by AFL++ is the development of
a plugin interface known as "custom mutators." This interface empowers the
users to tailor the tool to their specific needs by creating custom mutations
and testcase minimization. Additionally, AFL++ offers a range of hooks
that trigger during the fuzzer’s lifecycle, allowing users to intervene, for
instance, when a testcase is retrieved from the corpus.

While AFL++ marked an initial step towards achieving our goals, it also
inherited inherent limitations from its predecessor, AFL. Notably, AFL++

retained a monolithic C codebase for many tasks unrelated to mutator de-
velopment, lacking clear separation of components based on sound software
engineering principles. This architectural constraint presented challenges.

In recent years, the fuzzing community has witnessed the emergence
of several forks of AFL++ [164, 109, 155, 62], each continuing the tra-
dition of AFL by introducing incompatible forks implementing orthogonal

https://github.com/AFLplusplus/LibAFL
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techniques. Additionally, since the publication of its academic paper, the
AFL++ codebase has grown in both size and scope as more techniques
have been incorporated. This expansion has made the software increasingly
difficult to maintain effectively.

To address these concerns and to ensure a more robust and maintainable
platform, we made a deliberate choice to embark on the development of
LibAFL from the ground up. This approach involved designing LibAFL

with a fresh perspective, steering clear of extending AFL++ even though it
provided a solid foundation to build upon. Our aim is to establish LibAFL

as a modern and versatile fuzzing framework that addresses the limitations
inherited from AFL++ and provides researchers and security professionals
with a flexible and sustainable tool for conducting state-of-the-art fuzzing
research.

Eventually, AFL++ will be a frontend fuzzer using LibAFL as back-
bone, as described later in Chapter 7.

6.2 Entities in Modern Fuzzing

To support the design of our framework, we first identified a set of 9 basic
entities that are commonly present in most modern fuzzers. In this section,
we present these entities and provide some examples by using state-of-the-
art fuzzers.

Input – Formally, the input of a program, or a system in general, is the
data taken from external sources that affect its behavior. In our model
of an abstract fuzzer, we define Input as the internal representation of the
program input (or a part of it). In the simplest case, the input of the
program is a single-byte array. Fuzzers such as AFL store and manipulate
this byte array directly, delivering the result to the target upon execution.

However, there are cases in which a byte array is not an ideal repre-
sentation of an Input, e.g., when the target expects a sequence of system
calls [161]. In this case, a fuzzer does not internally represent the Input in
the same way that the program consumes it. Another example is the inputs
for grammar fuzzers like NAUTILUS by Aschermann et. al. [13]. Here, the
fuzzer internally stores Inputs as Abstract Syntax Trees, a data structure
that can be easily manipulated while maintaining validity according to the
grammar. Since the target expects a byte array as input, the tree is seri-
alized to a sequence of bytes just before the execution. Other fuzzers may
also use other input representations, such as sequences of tokens encoded
as integers [144], or the intermediate representation of a programming lan-
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guage [75].

Corpus – The Corpus is a storage for inputs and their associated metadata.
Different kind of storage affects the capabilities of a fuzzer, for instance, a
corpus that lives entirely in memory makes the fuzzer faster but can quickly
exhaust the available memory when fuzzing large targets, while a corpus
stored on disk allows the user to inspect the state of the fuzzer but introduce
a bottleneck on disk operations.

Most mainstream fuzzers [180, 105, 27] store the corpus on disk, but
this choice affects the scalability of parallel fuzzing and requires a standard
library to perform the file IO operations.

In our model, a fuzzer requires at least two separate corpora: one that
is used to store interesting testcases (6.2) that are used as component of
the evolutionary algorithm of the fuzzer, and another one used to store
the solutions, i.e., the testcases that fulfill the objective of the fuzzer (e.g.,
program crashes).

Scheduler – The Scheduler is a component tied with the corpus. It is the
way the fuzzer asks for the next testcase to fuzz, typically by selecting one
entry from the corpus. Naive schedulers implement, for instance, a simple
FIFO policy or a random selection. More complex schedulers may use prob-
abilistic algorithms based on introspection statistics about the fuzzer [25]
or apply other schedulers to a subset of the corpus, as AFL does when
calculating the "favored" minset.

Other examples include schedulers that try to mitigate the explosion of
the corpus caused by too sensitive feedback [164] or to prioritize testcases
with interesting properties [166].

Stage – The Stage is a component defining an action to perform on a single
testcase from the corpus. Usually, the scheduler selects a testcase and then
the fuzzer executes every stage on that given input. The Stage is a very
broad entity and in existing fuzzers, it is usually the component that invokes
one or more times a mutator on the input (e.g., the random havoc stage in
AFL) or an analysis stage that, for instance, perform taint tracking to
gather information in a white-box fuzzer [35].

Another widely known stage adopted by many fuzzers is the minimiza-
tion phase, introduced in AFL, reduces the size of a testcase obtained from
the corpus while maintaining the triggered coverage points.

Observer – The Observer is an entity that provides information from a
single execution of the target. To reason on an execution of an input,
the fuzzer executes it and then looks at the observers. A snapshot of the
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observers state after an execution is equivalent to the execution itself in
terms of effects on the fuzzer state. Defining the observers in this way is
particularly useful when a distributed fuzzer can send the observers state
across multiple nodes. This avoids the need for re-execution with the same
input when fuzzing a very slow target.

An example observer is the coverage map, used by common coverage-
guided fuzzers such as AFL or HonggFuzz. The map is filled during
execution to report the executed edges. This information is not preserved
across runs and it is an observation of a dynamic property of the program.

Other fuzzers, such as Ijon [15] or FuzzFactory [126], use different
forms of observers but always rely on a map to keep track of additional
metrics beyond code coverage.

Executor – The Executor is the component responsible to execute the
target system given an input from the fuzzer. In different fuzzers, the em-
bodiment of this entity may change a lot. For instance, for in-memory
fuzzers like LibFuzzer an execution is a call to a harness function, while
for hypervisor-based fuzzers like Nyx [145] it requires an entire operating
system to re-start from a snapshot at each run.

In our model, the Executor is the entity that defines not only how to
execute the target, but all the volatile operations that are related to a single
run of the target. So the Executor is, for instance, responsible for informing
the program about the input that the fuzzer wants to use in the run, e.g., by
writing to a memory location or by passing it as a parameter to the harness
function. The Executor also maintains a set of Observers linked with each
execution.

Feedback – The Feedback is an entity that classifies the outcome of an
execution of the program under test as interesting or not. Typically, this
information is used to decide whether the corresponding input is added to
a corpus.

Most of the time, the notion of Feedback is deeply linked to the Observer,
but the two are different concepts. In fact, the Feedback usually processes
the information reported by one or more observers to decide if the execution
is interesting. While the concept of “interesting” is abstract, it is typically
related to a novelty search (i.e., interesting inputs are those that reach a
previously unseen edge in the control flow graph). In another example [126],
an Observer can be used to report all the sizes of memory allocations and
a maximization Feedback can be used to maximize these values to spot
pathological inputs in terms of memory consumption.

The process that identifies interesting inputs also has a second important
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goal in fuzzing: finding the solutions that satisfy specific objectives, for
example, an observable crash in the target program. This type of feedback,
the Objectives, act as an oracle that describes the expected outcome of the
fuzzing campaign, for instance, a set of crashing testcases with a unique
stacktrace like in HonggFuzz or an input that triggers a crash along a
specified path like in AFLGo [26].

Mutator – The Mutator is an entity that takes one or more Inputs and
generates a new derived one. Mutators can be composed of other mutators
and they are generally linked to a specific Input type. In a traditional fuzzer,
mutators are composed of many bit-level mutations like bit flip or blocks
swapping. A mutator can also be informed about the input format and
mutate the internal representation of the Input, for instance, by swapping
nodes in an Abstract Syntax Tree in case of a grammar fuzzer. Mutators
are usually the part of a fuzzer that changes more often when creating a
custom fuzzer.

Generator – A Generator is a component designed to generate a new Input
from scratch. For instance, a random generator can be used to generate
random inputs. While less popular in feedback-driven fuzzing, there are
notable exceptions that adopt Generators. For instance, Nautilus [13]
uses a grammar-based generator to create the initial corpus and a sub-tree
generator as a mutation of its grammar mutator.
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Figure 6.1: LibAFL Core architecture. Links are a representation of a
non-comprehensive picture of the interactions.

6.3 Framework Architecture

The goal of LibAFL is to provide the basic blocks required to build a new
generation of fuzzers through a modular design based on reusable compo-
nents and reliable, fast, and scalable implementations of state-of-the-art
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techniques. To achieve this objective, we decided to bound the framework’s
design to the actual programming language that we use, Rust, by exploiting
its features from the design stage. In this section, we present and discuss
the design of LibAFL as a system and its individual components.

6.3.1 Principles and High-level Design

The LibAFL framework is designed around three key principles:

• Extensibility, to allow the user to swap different implementations
of the entities explained in Sec. 6.2 in or out, without touching other
parts. This allows the seamless combinations of orthogonal techniques
but also ease the design and development of new components;

• Portability, most of the existing fuzzers are OS-specific, running ei-
ther under *nix or Microsoft Windows. To avoid this pitfall, we opted
instead to design our core library in a system-independent way. More-
over, for maximum portability, we implemented a subset of LibAFL,
including all core components, without any dependency on any stan-
dard library, thus allowing the users to write fuzzers for bare-metal
targets like embedded systems and kernels;

• Scalability, no design choices must conflict with the ability to scale
fuzzers over multiple cores and/or machines. Because of this, we de-
sign an event-based interface that enables and facilitates the commu-
nication between fuzzers;

As we already discussed, none of the existing fuzzing frameworks are
completely extensible. Some are portable on different operating systems,
like LibFuzzer [104] but none can compile on systems without a standard
library. Last but not least, scalability is a known weakness of existing
fuzzers. The design of AFL, and therefore of its many derivates, is based
on disk IO communication and expensive syscalls such as fork(2) [177].
This causes a terrible performance when the fuzzer is scaled across multiple
cores [59]. Other more scalable solutions, like HonggFuzz, are still based
on syscalls to control the target and maintain a shared state between all the
parallel threads, leading to lock contentions. On the other hand, LibFuzzer

achieves greater scalability as different nodes cannot communicate while
fuzzing, the corpus is merged after a defined time span, and the fuzzers are
restarted.

To create a fuzzing framework following the three aforementioned ob-
jectives, we designed our system around three core libraries:



114 114

use libafl_sugar::InMemoryBytesCoverageSugar;

use libafl_targets::libfuzzer_test_one_input;

InMemoryBytesCoverageSugar::builder()

.input_dirs(input_dirs)

.output_dir(output_dir)

.cores(cores)

// For multi-node synchronization

.broker_port(broker_port)

.harness(|buf| {

libfuzzer_test_one_input(buf);

})

.build()

.run();

Listing 6.1: An example frontend with LibAFL Sugar.

• LibAFL Core is the main library and contains the fuzzing compo-
nents and their implementations. A large part of this library depends
only on Rust core+alloc and, thus, can run without any standard
library;

• LibAFL Targets contains the code that lives within the target pro-
gram, like the runtime library for coverage tracking;

• LibAFL CC provides the functionalities to write compiler wrappers
for LibAFL, by providing to the user a set of compiler extensions
useful for instrumentation;

In addition to these three core libraries, LibAFL contains several In-
strumentation Backends that offer APIs to bridge LibAFL to different
execution engines, such as QEMU usermode and Frida.

In our naming convention, all these libraries are part of a toolkit that
is used to create fuzzers called Fuzzer Frontends. Some ready-to-use
frontends are already available in an additional library in the framework,
LibAFL Sugar, that provides a high-level glue API to quickly set up a
frontend in just a few lines of code. We also provide Python bindings to the
Sugar crate for quick prototyping without recompilation.

For instance, Listing 6.1 shows a simple fuzzer that bridges a LibFuzzer-
style harness to a fuzzer that uses generic bit-level mutations and executes
the target in-process written using the high-level APIs of LibAFL Sugar.
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At the time of writing, the entire LibAFL framework, tests included,
consists of 53k lines of Rust and 15.4k lines of C/C++.

6.3.2 The Core Library

Figure 6.1 shows the architecture of the core library in terms of links between
components. Most components are a one-to-one mapping with the entities
we discussed in Section 6.2, with the addition of three additional macro-
components:
State, Fuzzer and Events Manager.

Each component is mapped to a Rust generic trait, allowing it to work
in combination with any other orthogonal component. This configuration
of the architecture is the standard architecture for a frontend proposed
in LibAFL, but custom architectures can be defined, too. An alternative
architecture, already implemented in LibAFL, consists of a pipeline without
any executor, in which there is no traditional fuzzer loop, but the fuzzer is
a service from which inputs can be requested. This way, LibAFL can be,
for example, embedded in an emulation loop, to use in hooks of emulators
such as Panda [52].

Zero-cost Abstractions

Extensibility comes with the price of introducing abstractions, which usually
has a cost in terms of performance. As speed is an important metric in
fuzzing, we devised a design that allows flexible abstractions without paying
a noticeable cost at runtime.

Since the beginning, driven by micro-benchmarks during the early stage
of development, we avoided traditional object-oriented patterns in favor
of generic traits. This way, we leverage the design of the Rust program-
ming language to allow the compiler to perform powerful optimizations. In
LibAFL, each generic trait takes other related components as generic pa-
rameters. Sub-components are then defined via composition. In this way,
we pay the cost of combinations of linked-but-independent entities at com-
pile time, such as Executors and different kinds of Inputs. As a second
design pattern, inspired by Haskell, we employ compile-time lists similar to
hlist [121] to specify multiple objects, such as the set of observers of the set
of mutations in a composable mutator. These lists have matching capabil-
ities to retrieve single objects stored in the data structure. For instance, a
feedback can access the observers that are useful to determine the interest-
ingness of an execution by either name or type. By exploiting the powerful
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compile-time facilities offered by Rust our code is compiler optimization
friendly.

The State

The State is where all the non-volatile data resides. Everything that is part
of the evolutionary algorithm’s data must be included in the State, as well
as the number of executions, the pseudo-random number generator state
and the corpora (both the main and the solutions corpus).

As some types of feedbacks also need to maintain a state, for instance,
the coverage observed so far in coverage-guided fuzzing, we introduce the
FeedbackState component that is linked to both the state and the feed-
backs. The instances of the feedback states are contained in State and are
initially generated at the start of the fuzzing process.

The main purpose of having a place for the data of the fuzzer is to
exploit the serialization facilities of Rust. Serializing and de-serializing a
state allows any LibAFL-based fuzzer to stop and later restart from the
exact same internal state. For in-process fuzzing, this novel approach allows
LibAFL to recover instances from crashes by re-loading a serialized state
in the crash handler, without the need to re-execute the entire corpus as
previous solutions do.

The Fuzzer

The Fuzzer is a recipient for the operations that define what the fuzzer
can do. It contains the Feedbacks, the Objectives, and the Scheduler, all
independent operations that may alter the fuzzer state. These stages are
separated from the fuzzer to respect the borrowing rules of Rust 1, as they
may invoke some operations that alter Fuzzer and State at the same time.

The Fuzzer, in addition, provides the definition of how a single testcase
should be processed and how to evaluate a new input. By default, the
standard implementation of it, which consists of feedback-driven fuzzing,
defines FuzzOne, the operation responsible to process a single testcase, as
the invocation of the scheduler to get the testcase to fuzz and the invocation
of every stage on the testcase. InputEvaluation, the operation that evaluates
if an input must be added to the corpus, is by default the execution of the
target program and the decision if it is interesting or a solution using the
feedbacks.

1https://doc.rust-lang.org/book/ch04-02-references-and-borrowing.html

https://doc.rust-lang.org/book/ch04-02-references-and-borrowing.html
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Custom architectures that implement their own Fuzzer and State enti-
ties, can be used to recreate concepts like Vuzzer [138], which decouples
input generation from the immediate evaluation, in LibAFL.

The Events Manager

The Events Manager is an interface for generating and processing events,
which can be used to implement multi-node synchronization in a parallel
fuzzer or simply for the purpose of logging. The Events Manager is designed
to maximize scalability. In fact, if we assume a communication channel that
scales linearly (such as shared memory message passing [152]) the Manager
does not introduce any further bottleneck as each fuzzer works on completely
separated data and the process of pending events is deferred to specific
reconciliation points in the fuzzer loop, triggered before the fuzzer requests
a new testcase from the scheduler.

Our framework includes a rich set of events. For instance, a component
can be notified when one fuzzer adds a new testcase to its corpus, receiving
an event containing a serialized version of the input and the set of observers
that were considered interesting by the feedback.

The Metadata System

Fuzzing algorithms often need to reason about the information associated
with a given testcase or the overall state of the fuzzer. Therefore, LibAFL

must provide a way to extend the data in the testcases of the corpus and
the data maintained in the state. A naive but effective solution would be
to redefine new types by composition, but in this case, the developer would
need to be aware of each piece of metadata required by all the employed
algorithms. Thus, in order to provide this capability while maintaining
simplicity and performance, we designed a dedicated Metadata System for
the State and Testcase components. In particular, in LibAFL any struct
that implements the SerdeAny trait, a trait that we created to allow the
serialization of trait objects 2 without the requirement of a standard library,
can be used as metadata. This trait requires serialization capabilities and
static lifetime 3, as the instances must be able to be converted to trait
objects.

LibAFL provides then serializable maps that can store any instance that
can be cast to a SerdeAny trait object. Both the Testcase and State holds
a map of this type as an extensible container for metadata. In this way,

2https://doc.rust-lang.org/book/ch17-02-trait-objects.html
3https://doc.rust-lang.org/rust-by-example/scope/lifetime/static_lifetime.html

https://doc.rust-lang.org/book/ch17-02-trait-objects.html
https://doc.rust-lang.org/rust-by-example/scope/lifetime/static_lifetime.html
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different but related components can cooperate by operating on the same
metadata, while completely ignoring what the other components do with
their own metadata. However, this is the only pattern in LibAFL that
introduces a small runtime overhead, due to the map lookup (currently
implemented as a hashmap).

Composable Feedbacks

A fuzzer may require combining multiple feedbacks to evaluate how “inter-
esting” was a given input or to support different objectives. In LibAFL, to
avoid the need to create new aggregated feedbacks from scratch, feedbacks
can be composed by using logical operators. For instance, a fuzzer may not
want to save every crashing input but instead perform some sort of crash
de-duplication. In LibAFL, this can be achieved for example by using a
feedback that considers crashing inputs as interesting and one that consid-
ers an input interesting when it triggers a new stack trace never observed
before. In this case, a crash de-duplication objective can be achieved by
combining the two aforementioned feedbacks with a logical AND.

The Monitor

The last component in a LibAFL-based fuzzer is the Monitor. It is the
component that maintains the statistics collected from the triggered events
and displays them to the user. While this component is not required for a
working fuzzer, the lack of human introspection reduces the effectiveness of
a fuzzing campaign. Monitors allow the developers to report and display
custom stats and to implement various reporting interfaces, such as printing
a status screen in the terminal, or forwarding the data to a Grafana web
interface with statsd 4.

6.3.3 Instrumentation Backends

LibAFL can be easily plugged into any instrumentation backend, like a bi-
nary translator or a simple compiler instrumentation pass. By default, we
provide additional libraries that tie LibAFL with some popular instrumen-
tation backends: LLVM [95], SanitizerCoverage [101], QEMU usermode [21]
and Frida [2].

The runtime in LibAFL Targets can be linked to any SanitizerCoverage
target, adding coverage and comparisons tracking to the fuzzer, using a
compiler flag. The SanCov support allows users to create frontends that are

4https://github.com/statsd/statsd

https://github.com/statsd/statsd
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compatible with non-C/C++ SanCov-enabled targets, such as Atheris [90]
for Python and cargo-fuzz [18] for Rust.

LibAFL CC provides a set of LLVM passes to extend Clang and other
LLVM-based compilers to track edge coverage, context-sensitive and K-
context-sensitive [17] edge coverage, N-gram coverage [162], coverage ac-
counting [166], comparisons with CmpLog [65, 16] and dictionary tokens
with autotokens, and an enhanced version of AFL++’s dict2file pass that
extracts the tokens from interesting functions such as strcmp.

LibAFL QEMU bridges QEMU usermode, and full system in the near
future, to Rust with a novel emulator API with hooking capabilities to have
programmatic control over the target’s execution. Around this interface to
QEMU, the library exposes structures like executors and helpers to install
default hooks for common fuzzing tasks, such as edge coverage tracking,
guest snapshot-restore, and binary-only ASan [64].

LibAFL Frida offers similar capabilities to the QEMU bridge, but with
the features of a DBI, without a clear host-guest separation. It includes
a binary-only ASan and, unlike QEMU usermode, it can work on various
operating systems other than Linux such as Windows, macOS, and Android.

Instrumentation capabilities in LibAFL are also offered for concolic ex-
ecution, through LibAFL Concolic and its Rust bridges to SymCC [132]
and SymQEMU [133]. Our API allows a user to write custom constraint
collection filtering in Rust. At target runtime, the constraints are then re-
ported back to a LibAFL-based fuzzer in an easy-to-manipulate format.
These constraints can then be used in a mutator, for instance, to generate
inputs invoking a solver, or for fuzzing, similar to what Borzacchiello et al.
proposed [29].

In addition to these stable backends, LibAFL already has partial sup-
port for TinyInst [68] to instrument binaries on Windows and macOS, and
for Nyx [145] for hypervisor-level snapshot fuzzing.

6.4 Applications and Experiments

In this section, we discuss some of the techniques implemented in LibAFL

and their relation with the entities presented in the previous sections. While
LibAFL already has many implemented techniques, in the first part of this
section, we focus on four popular problems in fuzzing that are the focus of
many published works in the literature: roadblocks bypassing (e.g., [16, 138,
35, 123]), structure-aware fuzzing (e.g., [13, 130, 22, 63]), corpus scheduling
(e.g., [164, 36, 53, 166]) and energy assignment (e.g., [25, 27, 26, 98]).

A non comprehensive list of the techniques integrated in LibAFL at
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the time of writing is listed in Table 6.1, alongside the information if the
technique requires additional implementations of components in the fuzzer
side or additional instrumentation code in the target side.

Table 6.1: List of techniques integrated in LibAFL, the first part only
contains the techniques evaluated in Section 6.4.

Technique New
components

Additional
instrumentation

RedQueen [16] 3 3

Auto-tokens [65] 3

Value-profile [105, 126] 3

Block coverage accounting [166] 3 3

Function coverage accounting [166] 3 3

Loops coverage accounting [166] 3 3

Corpus culling scheduler [180] 3

Weigthed scheduler [65] 3

FAST power schedule [27, 65] 3

COE power schedule [27, 65] 3

EXPLORE power schedule [27, 65] 3

MOpt [107] 3

Nautilus [13] 3

Grimoire [22] 3

Gramatron [155] 3

Token-level [144] 3

NeoDiff [110] 3

LIN power schedule [27] 3

QUAD power schedule [27] 3

EXPLOIT power schedule [27] 3

SymCC [132] 3 3

SymQEMU [133] 3 3

Hitcounts [180] 3 3

Ngram coverage [162] 3

Context-sensitive coverage [35] 3

QASan [64] 3

Atheris (compatibility) [90] 3

cargo-fuzz (compatibility) [18] 3

After discussing how these techniques are implemented, we evaluate
them in three different sets of experiments:

1. We measure the performance in terms of code coverage and bug detec-
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tion of several approaches implemented and ready-to-use in LibAFL;

2. We show how we can combine orthogonal approaches implemented in
our framework to build new and never evaluated before fuzzers and
measure their performance;

3. Lastly, to show the efficiency of our framework in a traditional con-
text, we compare and evaluate a new generic bit-level fuzzer based
on LibAFL using the previously presented techniques against other
state-of-the-art fuzzers like AFL++ and HonggFuzz on FuzzBench

[116];

We ran the first two sets of experiments on a x86_64 machine equipped
with an Intel® Xeon® Platinum 8260 CPU with a clock of 2.40 GHz. The
dataset is a subset of the FuzzBench suite, selected to include programs
with diverse features. We run each session for 24 hours and repeated each
experiment five times to mitigate the effect of randomness in fuzzing.

For the comparison with other fuzzers, we run the experiments on the
full FuzzBench suite on the service offered by Google. Each run was 23
hours long and repeated 20 times. The benchmarks suite provides the initial
corpus for every benchmark and we used the default setting. The overall
ranking that we discuss is based on the average normalized score computed
by FuzzBench, which represents the percentage of the highest reached
median code or bugs coverage on a given benchmark.

Finally, in the last part of the section, we present a case study about
how easy, we can implement with LibAFL a fuzzer that is different from
the traditional setups like the ones shown in the first part, a differential
fuzzer that can spot logic bugs in Ethereum VMs with a different kind of
feedback based on the state of the VM instead of code coverage.

In the end, we discuss other implemented approaches and their relations
without providing an evaluation for the sake of time and brevity.
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6.4.1 Bypassing Roadblocks
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Figure 6.2: Uncovered code coverage over time (24h) of the roadblock by-
passing experiment.

An important field of research in fuzz testing is the development of new
techniques to increase code coverage by bypassing hard-to-solve constraints.
For instance, multi-byte comparisons pose a severe problem for fuzzers that
employ a generic bit-level mutator, since random generic mutations cannot
bypass these comparisons as the solution space is huge and blind guessing
impractical. LibAFL provides several ready-to-use techniques to implement
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fuzzers that can overcome these roadblocks.
The first, in chronological order of appearance in the literature, is the

value-profile [103] proposed by LibFuzzer in 2016. This technique tries to
solve comparison instructions by maximizing the number of matching bits
between the two operands of the instruction. In LibAFL, this is imple-
mented with a map observer and a feedback that maximizes the entries of
a map and considers an input as interesting when at least one new max is
discovered. This type of feedback, MaxMapFeedback, is builtin into our
framework and can be easily combined in OR with the basic edge coverage.

The second technique provided by LibAFL is cmplog from AFL++.
This solution is based on the approach adopted by RedQueen [16] and
Weizz [63], and can bypass comparisons by finding and replacing input-to-
state values. It works by instrumenting the comparison instructions and any
function with two pointers as arguments, and logging the related values in a
map at runtime. This logging operation is done only once for each testcase in
the corpus and in our framework this is implemented with a second executor
with one observer that handles the cmplog map. The executor is invoked
in a tracing stage at the beginning of the pipeline and the logged values are
stored as metadata. Later on, a custom mutator matches the pattern in
the input and replaces them with the other operand of the comparison in a
specific mutator.

The third technique, autotokens, was also inspired by AFL++, and can
only be used by instrumenting the target with an LTO pass. In LibAFL CC,
this instrumentation is available for regular compilation, as well. This pass
extracts the tokens from the comparison instructions and the functions with
immediate values, encoding them in a section of the binary. A LibAFL-
based fuzzer can then retrieve the tokens, add them to the dictionary in the
State’s metadata, and use the tokens in the mutator without any overhead.
For this experiment, we consider autotokens as the baseline. In fact, since
it does not introduce any overhead, there is no reason to not use it in a
fuzzer.

Cmplog and value-profile, on the other hand, require additional in-
strumentation and value-profile can bloat the corpus with more input as
it increases the sensitivity [162] of the fuzzer. Thus, we now evaluate
four different options. These include plain (the baseline with autotokens),
value_profile, and cmplog, as well as a new value_profile_cmplog which
combines both of the aforementioned techniques. This combination was
never evaluated in previous studies and shows how the composability of our
solution allows experimenting with different combinations of components
and simplifies the development of complex fuzzers.
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Table 6.2 reports the coverage growth graphs over 5 benchmarks from
FuzzBench. Overall, cmplog is the best performer (95.94), closely fol-
lowed by value_profile_cmplog (95.03), and plain (94.65). Instead, value_profile
performed considerably worse (90.13). This is interesting, as it suggests that
autotokens alone is able to solve many roadblocks without additional over-
head, allowing plain to shine on libpcap which is a benchmark with many
input-to-state comparisons.

This confirms that most roadblocks are input-to-state and the solving
capabilities of value_profile are not an adequate reward for the additional
sensitivity it introduces (due to the possible internal wastage of the corpus
by too many similar testcases). We think that the combination of the two
techniques, however, can have interesting target-specific applications that
can be investigated in the future.

6.4.2 Structure-aware Fuzzing
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Figure 6.3: Uncovered bugs after 24h of the structure-aware fuzzing exper-
iment.
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While generic mutators can effectively stress parsers by generating invalid
inputs, it is also important to fuzz deeper paths beyond the parsing routines
to spot bugs in these code regions. A common solution to this problem is
to make the fuzzer aware of the input format. While generating testcases
from a specification is one of the oldest embodiments of fuzz testing, recent
works in the literature have explored the combination of modern feedback-
based fuzzing with a mutator that is structure-aware [13, 73, 130]. Beyond
this, other approaches [22, 63, 144] proposed to approximate structure-
aware fuzzing with learning heuristics without requiring any user-provided
specification, thus working on targets without a known input format and
reducing the amount of human work.

LibAFL provides several techniques to deal with structured inputs, tak-
ing advantage of the flexibility of all the other components that are agnostic
to the input type. Nautilus [13] is a grammar-based coverage-guided fuzzer
that evolves a corpus of syntax trees with mutations like subtree generation
and replacement from another input in the corpus. In our framework, we
implemented an input type for Nautilus, a generator that can create test-
cases from scratch, and a set of mutators that make use of the generator to
create subtrees. All the other entities remain untouched and immediately
compatible with the grammar fuzzer. For instance, the ScheduledMutator

(the trait for mutators that can schedule other mutators as mutations), is
employed seamlessly with a maximum of 8 stacked mutations. Another
technique available in our framework is a re-implementation of Grama-

tron [155], a grammar-based fuzzer that employs a grammar-to-automata
conversion to implement fast mutators. In LibAFL the grammar prepro-
cessing utility is provided as a tool and the associated structures are specular
to the ones used by Nautilus, with a different underlying implementation.

As an example of approaches that perform grammar learning, LibAFL

implements Grimoire [22], a fuzzer that uses the portion of inputs that
induced the novelty in coverage as tokens to build generalized “tree-like”
inputs and perform grammar-like mutations. It also employs token-level
fuzzing [144], an approach based on token extraction with a lexer. While the
original solution was specific to JavaScript, our implementation is generic
and can be applied to any programming language. Classic bit level mu-
tations are then applied to encoded inputs and that is decoded before the
target execution.

To evaluate these three approaches we decided to use the number of
uncovered bugs instead of code coverage. In fact, the effectiveness of this
type of fuzzer is less dependent on code coverage, especially when compared
to variants that generate invalid inputs and inflate the coverage by exploring
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error paths.

In this experiment, as both Grimoire and token-level require some
initial seeds, we used Nautilus to generate 4096 initial inputs for these
two fuzzers to avoid a bias due to the quality of the seed corpora [83]
provided by FuzzBench. Table 6.3 shows the number of bugs found by
each variant over 3 popular compilers. Grammar-aware approaches are still
superior, with a huge boost for Nautilus on 2 benchmarks over 3, but the
performance of the token-level approach is surprisingly similar to Nautilus

on PHP, given that they start from similar seed inputs.
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Figure 6.4: Uncovered bugs after 24h of the Nautilus +MOpt fuzzing
experiment.

Given the promising results of this experiment, we decided to investigate
whether we can further improve the best performer, Nautilus, by combin-
ing it with other orthogonal techniques provided by LibAFL. For instance,
we combine it with the MOpt mutation scheduler [107], to create a new
and never evaluated variant. MOpt has been used to date only to sched-
ule bit-level mutations by assigning probabilities to mutations based on the
observed effectiveness during a learning phase by using a Particle Swarm
Optimization algorithm. We repeated the experiments and compared this
new variant against the 3 grammar benchmarks, running the fuzzer 5 times
for 24 hours. The results are reported in Table 6.4 that shows how Nau-

tilus ( ) perform well when coupled with MOpt ( ) onmruby, but worst
on php. Overall, this confirm the highly target-dependent nature of MOpt

that was observed [65] for bit-level fuzzing.
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6.4.3 Corpus Scheduling
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Figure 6.5: Uncovered code coverage over time (24h) of the corpus schedul-
ing experiment.

The choice of the next testcase to use from the corpus is the focus of many
different studies. The simplest solutions rely either on random selection or
on a FIFO queue. LibAFL provides both, along with additional schedulers
inspired by other state-of-the-art fuzzers.

The first is taken from AFL, which in every queue cycle selects a sub-
set of “favored” seeds from the corpus. The seeds are chosen based on
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execution speed and input length while preserving the maximum cover-
age. In LibAFL, we implemented a generic version of this approach called
MinimizerScheduler, which computes the minset based on the entries of a
given map feedback but with customizable weights. For simplicity, in the
following experiment, we use the traditional weighting policy used by AFL.

The second scheduler uses a recent improvement proposed in AFL++

based on probabilistic sampling. The idea is to map each testcase in the cor-
pus to a probability and a more “promising” neighboring testcase in terms
of a computed score. The score is computed by using various metrics, in-
cluding execution time and coverage map size, and it is used to calculate
the probability too. For the selection process, the scheduler chooses a ran-
dom testcase from the corpus, and a random number between 0 and 1. If
this number is less than the probability associated with the testcase, this
testcase is selected, otherwise, the more promising neighbor is picked.

The third scheduler is taken from TortoiseFuzz [166] and prioritizes
inputs by using three security impact metrics: memory operations with
both block and function granularity, and loop back edges counting. The
tracking of these metrics requires a custom instrumentation, implemented
in LibAFL CC with LLVM and a new associated observer. The scheduler
prioritizes inputs with higher scores and, breaking ties based on input length
and execution time.

Table 6.5 shows the results of four fuzzers based on the aforementioned
schedulers: accouting is the fuzzer using the TortoiseFuzz instrumen-
tation and a scheduler with function-level granularity, minimizer is using
the AFL’s algorithm, rand the random selection baseline, and weighted is
using the probabilistic scheduler from AFL++.

In terms of average normalized score of the uncovered coverage, weighted
achieves the best results (with a score of 98.91), closely followed byminimizer

(98.71), accounting (98.03), and rand in last position (97.50). The small
difference among all solutions is interesting and shows that, despite the
huge attention given to this problem in the literature, a simple random
approach still achieves decent results and it is perfectly suitable for real-
world fuzzing campaigns on fast targets. We also expected accouting to
outperform minimizer, which instead was not the case. However, unlike in
the original evaluation carried out in the TortoiseFuzz paper by using
AFL, LibAFL achieves much higher throughput by executing the target
in-process, thus reducing the difference and impact of these scheduling tech-
niques. While on fast targets the difference is minimal, we believe that the
scheduling problem is crucial on slow targets, where deciding which testcase
to fuzz beforehand can have a large impact on the fuzzing campaign.
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6.4.4 Energy Assignment
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Figure 6.6: Uncovered code coverage over time (24h) of the energy assign-
ment experiment.

Energy assignment tries to answer the question of how many times a single
input in the corpus needs to be mutated to create new testcases. The general
problem, also known as power scheduling problem, was introduced in the
literature by Böhme et al. [27] in 2016.

The most naive solution is to use a constant value, while the most com-
monly used simple approach [105, 158] assigns to each seed a random value
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in a given interval. LibAFL also provides this simple algorithm, named
plain, with a range between 1 and 128 when using the default mutational
stage.

While many solutions tune this specific parameter, often for domain-
specific fuzzers [130, 26], the seminal work of AFLFast remains the most
complete coverage of this problem for generic fuzzing. AFLFast proposed
six different algorithms: exploit, explore, coe,fast, lin and quad. In detail,
exploit assigns energy proportional to some metrics like execution time of
the input, coverage density, and creation time of the testcase. Explore as-
signs low energy, dividing the energy of exploit by a constant. Coe is an
exponential scheme that assigns 0 as energy to inputs that trigger high-
frequency edges until they become low-frequency. Fast is an extension of
coe, in which instead of assigning 0 the scheme assigns energy inversely pro-
portional to the amount of visited high-frequency edges. Lin assigns energy
linearly w.r.t the times the testcase has been chosen to be fuzzed, while
quad is quadratic.

In LibAFL, we designed an interface for power scheduling based on
metadata, on top of this, we implemented the six aforementioned algo-
rithms. Our implementation is, however, based on an optimized version of
the algorithms integrated into AFL++, which was developed years after the
AFLFast paper and that was never evaluated in the literature. Among the
six, the most effective5 are explore, the default in AFL, and coe and fast, the
default in AFL++. Therefore, we will focus our tests on these three algo-
rithms and compare them with a baseline (never evaluated before) based on
the plain algorithm. Table 6.6 shows the results in terms of code coverage.

Overall, considering the average normalized score across all benchmarks,
explore is the best performer (99.72), with fast following (99.43) and then
plain (98.12) and coe (97.08). This results confirm the trend observed in
the AFL++ version of the power schedules, with fast and explore as top
performer, with fast as the now default schedule in AFL++.

The LibAFL implementations emphasize once again the same observa-
tions we did for the corpus scheduling problem. Fast fuzzers (on fast targets)
reduce the benefit that can be gained by using more complex scheduling as
less useful executions have a limited effect on the throughput. The score
of coe, which performs worse than the random baseline, can be considered
target-specific. In fact, while the algorithm suffered on some targets (par-
ticularly on the bloaty benchmark), it was the best performer on others
(e.g., on a few runs of mbedtls).

5https://github.com/google/fuzzbench/issues/249#issuecomment-700470906

https://github.com/google/fuzzbench/issues/249#issuecomment-700470906


6.4. Applications and Experiments 131

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

5000

5500

6000

6500

7000

7500

8000

bloaty_fuzz_target

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m
14500

15000

15500

16000

16500

17000

17500

18000

curl_curl_fuzzer_http

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

16000

18000

20000

22000

24000

26000

28000

freetype2-2017

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

7750

8000

8250

8500

8750

9000

9250

harfbuzz-1.3.2

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

635

636

637

638

639

640

641

jsoncpp_jsoncpp_fuzzer

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

1500

2000

2500

3000

3500

lcms-2017-03-21

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

3100

3200

3300

3400

3500

3600

3700

3800

libjpeg-turbo-07-2017

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m
2500

2750

3000

3250

3500

3750

4000

4250

4500

libpcap_fuzz_both



132 132

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

2000

2020

2040

2060

2080

2100

2120

2140

2160
libpng-1.2.56

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

9500

10000

10500

11000

11500

12000

12500

13000

libxml2-v2.9.2

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

15500

16000

16500

17000

17500

18000

18500

19000

libxslt_xpath

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

7600

7800

8000

8200

8400

8600

8800

9000

9200

mbedtls_fuzz_dtlsclient

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

13680

13700

13720

13740

13760

13780

openssl_x509

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m
5000

6000

7000

8000

9000

10000

openthread-2019-12-23

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

41500

42000

42500

43000

43500

44000
php_php-fuzz-parser

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

6000

6500

7000

7500

8000
proj4-2017-08-14



6.4. Applications and Experiments 133

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

3400

3425

3450

3475

3500

3525

3550

re2-2014-12-09

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

22000

24000

26000

28000

30000

32000

34000

36000
sqlite3_ossfuzz

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

590

600

610

620

630

640

systemd_fuzz-link-parser

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

1850

1900

1950

2000

2050

2100

2150

vorbis-2017-12-11

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m
1650

1700

1750

1800

1850

1900

1950
woff2-2016-05-06

15m 4h:5m 7h:55m 11h:45m 15h:35m 19h:25m

920

930

940

950

960

970

980

zlib_zlib_uncompress_fuzzer

Legend

AFL++

entropic

honggfuzz

libafl generic

Figure 6.6: Uncovered code coverage over time (23h) of the generic bit-level
fuzzer experiment.
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6.4.5 A Generic Bit-level Fuzzer

While the main goal of LibAFL is to be a Swiss-army knife to build custom
fuzzers, we also strive to provide good default implementations to use for
out-of-the-box generic bit-level fuzzing.

In this section, we present a frontend for LibAFL to fuzz LibFuzzer

harnesses with a generic mutator. We evaluate this fuzzer against the state-
of-the-art fuzzers used in Google OSS-Fuzz to fuzz thousands of open source
projects every day, AFL++, HonggFuzz, and LibFuzzer, with the En-

tropic [25] option enabled for better performance.
Our fuzzer, like LibFuzzer and any other fuzzer used in the previous

experiments, uses an in-process executor to run the target harness, while
AFL++ and HonggFuzz control the target with forms of IPC (like pipes).
Our fuzzer also employs some of the improvements we covered in the previ-
ous experiments: cmplog, the weighted corpus scheduler, the explore energy
assignment scheme, and the MOpt mutator.

For this particular experiment, we submitted a request to the FuzzBench

service 6, to execute the four fuzzers on 22 different benchmarks and evalu-
ate the reached code coverage. Each fuzzer was scheduled for 23h and every
single experiment was repeated 20 times to mitigate the randomness. The
results for each benchmark are reported in Table 6.6. The overall result,
based on the average normalized score of the coverage uncovered across all
the targets, is that LibAFL clearly outperforms all the other fuzzers with
a score of 98.61, followed by HonggFuzz (96.65), AFL++ (96.32) and
Entropic (94.22). This result is even more relevant since the other fuzzers
were gradually improved over time [116] based on the outcome of several
FuzzBench runs, while LibAFL has been developed independently from
this benchmarking suite.

By inspecting the results in isolation, we can see that LibAFL shines on
3 benchmarks, harbfuzz, openthread and sqlite3. Notably, it is the only
fuzzer that can reach the coverage breakthrough by unlocking the fuzzer
from saturation in a few runs on mbedtls and consistently on openthread.

On the other hand, our fuzzer clearly underperforms AFL++ and Hong-

gFuzz on libpng, resulting in an almost equal performance with Entropic.
The missing coverage of these two fuzzers can be explained with the exe-
cution model that they use, in-process, versus the out-of-process executor
that the other two uses. The latter is slower but more reliable in handling
timeouts. The strength of our approach is that limitations like this one can

6The complete details of the experiment are available at https://www.fuzzbench.com/

reports/experimental/2022-04-11-libafl/index.html

https://www.fuzzbench.com/reports/experimental/2022-04-11-libafl/index.html
https://www.fuzzbench.com/reports/experimental/2022-04-11-libafl/index.html
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be easily overcome by changing a few lines of code in the frontend, in this
particular case to move from InProcessExecutor to ForkserverExecutor.

Overall, these results show that LibAFL is a mature framework capable
to be the backbone of a modern generic fuzzer that can compete with state-
of-the-art solutions. We foresee the development of a new version of highly
customizable but with good defaults generic implementations, fuzzers (like
AFL++) based on LibAFL.

6.4.6 Differential Fuzzing

In the previous sections, we presented variants based on coverage-guided
fuzzing. However, LibAFL is not limited to code coverage and to its
derivates (like context and ngrams [162]), but can also work with other
types of feedback. As an example, in this section, we discuss the develop-
ment of a frontend, inspired by NeoDiff [110], for differential fuzzing of two
Ethereum virtual machines.

In short, NeoDiff, originally written in Python, compares the outcome
of the executions of two VMs provided with the same input. To do so, it
uses a state hash, a hash of the registers values, memory, and a probabilistic
sampling of the stack at each instruction site of the executed trace. As
feedback to evolve its corpus, it uses instead a type hash, the hash of the
opcodes and the types of the first two items on the stack for each instruction.
Any input that generates a trace with a new type hash is added to the
corpus.

In LibAFL, NeoDiff can be implemented by taking advantage of the
differential executor component, a structure that acts as a proxy to two un-
derlying executors. The type of the inner executors is CommandExecutor,
a simple kind of executor that spawns a new process given a command
line, and its observers are linked to the stdout of such commands, as the
Ethereum VMs print their traces in JSON after executing the input byte-
code. These observers are processed by a custom feedback, theTypeHashFeedback
that decodes the trace, computes the type hash, and compares it to the other
hashes observed so far in the linked feedback state. A differential feedback,
the feedback responsible to compare two observers, is used as objective. The
differential feedback uses the state hash to compare the observers linked to
the two executors and, if different, considers the input as a solution only if
having a novel typehash for de-duplication.

Overall, re-implementing NeoDiff from scratch in LibAFL took 2 work-
ing days person and consists of 900 lines of Rust code. We also decided
to compare it against the original implementation of NeoDiff, by using the
same metric adopted in the original paper, i.e., the number of diffing inputs
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Figure 6.7: Uncovered diffing inputs (unique type hashes) for the original
NeoDiff ( ) and the LibAFL version ( ) over 12h.

with unique typehash. We run both fuzzers for 12 hours testing the same
go-ethereum and openethereum versions tested in the original paper. In
Figure 6.7 we report the findings over time of both fuzzers, showing that our
implementation clearly outperforms the original in this metric. We believe
that the bit-level mutators built-in in LibAFL play a major contribution
in this experiment.

In terms of unique diffing instructions, the original paper reports that 6
instructions are the causes of the found differences. During our experiment,
we reproduced the NeoDiff results finding only 5 instructions over 12h with
NeoDiff and 15 instructions with our implementation.

The diffing opcodes in details are (in hex): 3, 31, 38, 3b, 3c, 3f, 44,
45, 46, 52, 5a, f1, f2, f4, fa. The opcodes found by both the original and
our NeoDiff implementation are in bold, the others were discovered only by
the LibAFL-based variant.

Our findings are so a superset of the 6 NeoDiff instructions, showing that
LibAFL is outperforming the python implementation by a huge margin.

6.4.7 Third-party Applications

During its development, LibAFL had already been adopted to implement
several fuzzing frontends by a number of new users, who had no previous
experience with our framework. For instance, it has been used to create a
symbolic-model-guided fuzzer, tlspuffin [12] that employs a concrete se-
mantic to execute TLS symbolic traces, thus proposing a new approach that
mixes fuzzing and model testing. Thanks to this combination, tlspuffin

can reach critical protocol states that are impossible to find with classic
coverage-guided fuzzing.

A second third-party application of LibAFL is a snapshot fuzzer based
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on KVM, Tartiflette [44], which provides a new executor to run a Linux
ELF as a VM with system calls emulation and instrumentation facilities for
coverage tracking and snapshotting.

Finally, another LibAFL-based project worth mentioning is bananafzz [87],
a fuzzer to detect race conditions with a novel design based on loop-per-
thread calls generations.

6.5 Limitations and Future Work

While extensible by design, the current implementation of LibAFL still
lacks some components that are required to implement some specific fuzzing
applications.

For instance, at the time of writing LibAFL CC does not include Link
Time Optimization passes to reason about the whole program Control Flow
Graph. This type of instrumentation is required to implement most of the
directed fuzzing approaches [26, 33, 123] and thus, LibAFL is not currently
providing any directed fuzzing application. This limitation, however, is not
intrinsic to our design and support for directed fuzzing will be integrated in
the near future.

A powerful feature integrated into LibAFL is the concolic tracing API,
which can be used to extend SymCC or SymQEMU with custom con-
straints filtering and communicate the symbolic trace to a LibAFL-based
fuzzer. Currently, LibAFL provides a solver stage based on Z3 that gen-
erates new testcases as traditional concolic fuzzers do. However, there are
two main limitations in traditional concolic fuzzers that our architecture
could help to overcome. First, solvers are hard to scale and are both time-
and resource-consuming tasks. This could be mitigated by solving symbolic
expressions [29] using fuzzing techniques [16, 63, 35]. The other limitation
is that fuzzers and concolic engines poorly cooperate. Even when a solver
outputs a testcase that solves a complex expression, it is very hard for a
generic bit-level fuzzer to mutate and stress the program points related to
this testcase without breaking the validity of the solved expressions. Ap-
proaches like Pangolin [89] go in this direction.

The possibility to build mutators using concolic expressions in LibAFL

allows developers to implement approaches to overcome the mentioned lim-
itations and reproduce previous experiments (e.g., the Pangolin artifacts
that have never been publicly released). However, none of these have been
implemented in LibAFL yet.

Finally, a core principle of LibAFL is scalability. Therefore, an inter-
esting future work would be to evaluate different fuzzing synchronization
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approaches in terms of scalability. LibAFL already implements an event
manager capable of, if the target permits, scale linearly over multiple cores
and machines. It also provides an alternative AFL-like disk-based method
to synchronize testcases over nodes. An interesting research question is to
measure how different approaches like TCP connections or shared memory-
based communication affect fuzzing and to pinpoint their trade-offs.



Chapter 7

A LibAFL-based AFL++

Prototype

The Fuzzing community is very active and prolific, with an always growing
number of proposed ideas and prototypes [111]. In practice, however, for
generic fuzzing there are three main engines that are widely used. These
are AFL++ [65], which is gradually replacing AFL [180], LibFuzzer [105]
and HonggFuzz [158].

As a spin-off of AFL++, over the last two years – as presented in Chap-
ter 6 – we developed a new fuzzing framework to cope with the extensi-
bility problem of this widely used, but monolithic fuzzer. This framework,
LibAFL [66] is not a tool by itself but rather a collection of Rust libraries to
write fuzzers. While power users appreciate the flexibility of writing custom
fuzzers with LibAFL, most users still prefer AFL++ for its out-of-the-box
experience that fits most use-cases well.

To bridge the gap between our two projects, and solve the problem of
adding additional fuzzing algorithms to AFL++, we plan to rewrite AFL++

as a frontend of LibAFL. While this process will take many months, we can
already provide a LibAFL-based fuzzer that mimics AFL++, just without
the many command line options the main project provides to customize the
fuzzing behavior.

To challenge this new fuzzer, we submitted it to the first fuzzing com- pe-
tition at the 16th International Workshop on Search-Based and Fuzz Testing
(SBFT) [100] and it arrived first in the bug-finding category.

139
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7.1 AFL++ on FuzzBench

Our goal is to faithfully replicate the configuration of AFL++ that is used
in FuzzBench [116], as it is the best performer in a generic setup.

This configuration consists of the modified SanitizerCoverage trace-pc-guard
module shipped in AFL++ as part of the LLVM-based instrumentation with
afl-clang-fast. Here, the AFL++ edge coverage logging routine is inlined in
the LLVM IR, while still using the guards generated with trace-pc-guard.
This pass breaks the direct edges of the Control Flow Graph in each func-
tion, inserting an intermediate basic block and this allows to precisely count
the edges. The coverage is non-colliding: AFL++ adapts the size of the
shared coverage map to the number of instrumented edges, and thus it
doesn’t suffer from the well-known collision problem.

The other enabled option is the compilation of a secondary binary with
the CmpLog instrumentation. The second binary logs the content of each
comparison instruction and each routine with two pointers as arguments in
a shared memory region, from which the fuzzer can read. AFL++ can use
this runtime information to run an enhanced version of the RedQueen [16]
mutator.

The last option, dict2file, extract the constants operators used in comparisons-
related functions such as strcpy during compilation. These tokens are then
used to build a dictionary for the fuzzer.

7.2 Implementing AFLrustrust

As described in the LibAFL paper [66], several components must be defined
to build a fuzzer based on LibAFL.

Executor To emulate the AFL++ behaviour, the executor that must be
used is a forkserver. The forkserver implementation in LibAFL supports
the binaries compiled with afl-clang-fast from AFL++ and their advanced
features such as shared memory input delivery and CmpLog instrumenta-
tion.

Feedback The feedback used is the maximization of each entry of a cover-
age map. The coverage map is the one created by the AFL++ target binary.
It is exposed to LibAFL with a shared-memory-based map observer. As
objective, we simply consider every crashing input.



7.3. SBST’23 Competition Results 141

Mutator The mutator is based on MOpt and schedule two sets of oper-
ations available in LibAFL, the bit-level havoc mutations and the token-
based ones in order to use an user-supplied or autogenerated dictionary –
with dict2file in this case.

Scheduler The next input to fuzz is chosen by reusing the same algo-
rithms of AFL++, reimplemented in LibAFL. Corpus culling is done by
selecting a minimal set of testcases covering every edge seen so far with a
weighted prioritization based on the testcase length and the execution time.
The selection from this pool of testcases is then performed with the AFL++

weighted scheduler using the explore energy assignment scheme [27].

Stages The stages that compose the fuzzer are four, starting with cal-

ibration, the stage used to measure stats about the current testcase such
as stability and average execution time. Then, a tracing stage is used to
run the target under a second forkserver executor with a CmpLog enabled
binary to collect the cmp traces into the fuzzer metadata. After this one,
and depending on it, there is the input-to-state stage that uses the CmpLog
metadata to match tokens in the input with the various I2S mutators. In
the end, a mutational stage with the classic havoc mutations is used and the
energy is assigned using the power schedule from the metadata generated
with the weighted scheduler.

7.3 SBST’23 Competition Results

The SBST’23 fuzzing competition [100] is composed of two experiments in
which AFLrustrust was evaluated versus 11 fuzzers, AFL++ included.

The first experiment 1 is coverage-based in which the fuzzers are com-
pared using the uncovered branch coverage over 23 hours on 38 different
programs from OSS-Fuzz [3].

In terms of average rank, AFLrustrust placed 5th, and in terms of aver-
age normalized score2 it took the 4th position. In both the ranking, it was
really close to AFL++ which took a position in front of our tool in both
the scores.

1https://storage.googleapis.com/www.fuzzbench.com/reports/experimental/

SBFT23/Final-Coverage/index.html
2This score is based on the average of per-benchmark scores, where the score represents

the percentage of the highest reached median code coverage on a given benchmark.

https://storage.googleapis.com/www.fuzzbench.com/reports/experimental/SBFT23/Final-Coverage/index.html
https://storage.googleapis.com/www.fuzzbench.com/reports/experimental/SBFT23/Final-Coverage/index.html
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The second experiment 3 is bugs-based in which the fuzzers are evaluated
in their ability to discover crashes that are linked to bugs in 15 vulnerable
applications from OSS-Fuzz during 23 hours runs.

In terms of average rank, AFLrustrust wins the first position this time
and the second place, with a tie in the score with the first fuzzer Pastis
which is a hybrid fuzzer while our approach is purely based on coverage-
guided fuzzing, in the average normalized score 4 ranking.

While the performance on the bugs-based dataset seems great, we believe
that our tool was penalized in the coverage-based experiment due to the
score 0 assigned to the zlib_zlib_uncompress_fuzzer benchmark. For an
unknown reason, the fuzzer failed to start the experiment with this target
program but we could not replicate the failure locally as AFLrustrust builds
and runs fine this zlib fuzzer.

7.4 Discussion

The proposed fuzzer based on LibAFL is a first attempt at the upcoming
rewriting of AFL++ as a frontend of LibAFL and thus may be incomplete
or even with buggy components. In security research, often the best fuzzer
is not the one that finds slightly more coverage than the others but the one
that fits the user needs, and LibAFL aims at this. On the other hand,
beginners and developers need an off-the-shelf environment that can fuzz a
target with a minimal setup, as AFL does, and an AFL++ clone based on
LibAFL can provide the best of both worlds.

The results of the fuzzing competition shows that AFLrustrust shines
even if it is just a prototype. The lack of uncovered coverage compared
to the original tool, AFL++, is due to the missing implementation of the
input-to-state mutator in the same advanced way as AFL++ which in-
cludes advancements from RedQueen [16], Weizz [63] and others original
algorithms to approximately solve branch constraints developed during the
years. This is now a work in progress in LibAFL and an equivalent mutator
are under development and in the roadmap of the rewrite of AFL++ on top
of LibAFL.

3https://storage.googleapis.com/www.fuzzbench.com/reports/experimental/

SBFT23/Final-Bug/index.html
4This ranking is based on the average of per-benchmark scores, where the score repre-

sents the percentage of the highest reached median bug coverage on a given benchmark.

https://storage.googleapis.com/www.fuzzbench.com/reports/experimental/SBFT23/Final-Bug/index.html
https://storage.googleapis.com/www.fuzzbench.com/reports/experimental/SBFT23/Final-Bug/index.html


Chapter 8

Conclusion

In this chapter, we’re bringing together the findings from the different con-
tributions of the thesis to highlight the latest trends and potential future
steps in the fuzz testing field. During this journey, we investigated the ben-
efits of using likely invariants violations and data dependency graph edges
as feedbacks, dived deep into the details of the American Fuzzy Lop project,
and introduced a new, flexible fuzz testing framework, LibAFL. Here, we
outline the achievements of our research and the future directions to further
investigate the challenges that this thesis proposed to address.

First off, using likely invariants as feedback for fuzzers brings novel ideas
to better abstract, and in turn explore program states. We argue that
some bugs may be readily discovered by taking into account program state
conditions that control flow alone does not entail, accessing seldom-explored
corner cases where vulnerabilities may lie undetected for a long time. We
achieve this goal without incurring the state explosion problem and with
a moderate performance overhead, amortized by an increased number of
found bugs. We hope that our work can pave the way for more research on
program state approximations to serve as feedback for Fuzz Testing, such
as the online likely invariants mining module for fuzzing proposed in §3.4
but also other approaches not based on invariant violations.

Next up, the second chapter talks about blending information from the
Data Dependency Graph with traditional edge coverage to improve fuzzing
feedback. Our experiments show that, for applications that have a rich
set of data dependencies, this approach leads to the discovery of more and
diverse bugs. Moreover, we hope that our technique and prototype based
on AFL++ and LLVM will be adopted by users to fuzz programs alongside
the existing coverage metrics. We are working on the integration of this
feedback into LibAFL, meanwhile another similar approach [84] tracking
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data dependencies at a higher level – using dynamically allocated objects –
has been already proposed.

Moving on, the third contribution takes a closer look at the AFL project,
breaking down its structure and how it impacts fuzz testing features. It’s
clear that the small details of AFL play a big role in how effective a fuzz
testing campaign can be, both in good and bad ways. We confirm the
positive effects of some aspects of AFL, such as the novelty search algorithm
in §5.3.2, but also the negative impact of others, such as its testcase scoring,
in §5.3.4. AFL’s prior decisions affect evaluations of new research based on
AFL. Researchers who clone and extend AFL need to be aware that AFL’s
implementation details will impact their research and the outcome of their
experiments.

We hope that our study provides useful information for researchers and
practitioners who, in the future, will have to work on the previously uneval-
uated aspects of this fuzzer.

The last part of the thesis presents a novel and completely extensible
fuzzing framework, LibAFL. To show its versatility, and the comprehen-
siveness of its ready-to-use components to build state-of-the-art fuzzers, we
present several frontends based on LibAFL and perform experiments with
them covering different problems in the fuzzing literature. We highlight the
customization allowed by the LibAFL design and the power of the combina-
tion of several orthogonal techniques, leading to a fuzzer that outperforms
the best publicly available tools. Using LibAFL as a backbone, we can
also build a clone of AFL++, AFLrustrust, the winner of the SBFT’23
fuzzing competition in the bug-finding category. A work-in-progress re-
placement for LibFuzzer [43] based on LibAFL will enable any fuzzing
infrastructure such as cargo-fuzz [18] to replace the LibFuzzer runtime
with a new compatible runtime based on LibAFL with modern algorithms
that outperform the now deprecated LibFuzzer.

To wrap it up, this thesis highlights the cool progress made in fuzz testing
with our research in the past 3 years and calls for even more innovation in
this area. It points towards focusing on better feedback systems, a deeper
understanding of baselines like AFL, and creating flexible and powerful
fuzz testing frameworks. This direction not only strengthens the basics of
fuzz testing but also opens up new opportunities, aiming for a future with
stronger and more reliable software security. We hope that bringing all
these studies together will spark new ideas and developments, pushing even
further what we can achieve in fuzz testing.
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