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Abstract—3GPP 5G New Radio (NR) has introduced several new features that the network slicing concept can leverage to guarantee the heterogeneous requirements in terms of throughput and delays of expected 5G network services. Mainly, these features are (i) Mixed-numerology to control the time slot duration, hence guaranteeing low latency requirements; (ii) Bandwidth Parts (BWP) to control the number of radio resources allocated to users, hence satisfying different throughput requirements. However, efficient radio resource management is already complex, and adding these new dimensions will further increase this complexity. In this paper, we first propose modeling radio resource management in 5G NR featuring network slicing through a Mixed Integer Linear Program (MILP). For our best knowledge, this is the first MILP modeling of the radio resource management featuring network slicing taking into account (i) Mixed-numerology, (ii) both latency and throughput requirements (iii) multiple slice attach per UE (iv) Inter-Numerology Interference (INI). After showing that solving the problem takes an exponential time, we considered a new approach to solve it in a polynomial time, which is highly required when scheduling radio resources. The new approach consists of formalizing this problem using a Deep Reinforcement Learning (DRL)-based solver. We evaluate the use of RL to solve the problem for different network configurations and compared its performance with the optimal solution obtained by solving the MILP problem.

Index Terms—5G NR, Network Slicing, Radio Resource Scheduling, Numerology, Bandwidth Parts.

I. INTRODUCTION

Even though 5G is still not fully exploited commercially, the research community started to define the basis of 6G. Many features envisioned in 6G leverage the 5G capabilities, such as network slicing. The latter was introduced as a critical feature of 5G to support the emerging 5G services, such as Augmented and Virtual Reality (AR/VR), autonomous driving, industry 4.0, etc., which presented new challenges to the mobile network, such as low latency communications, high data rate, and increased reliability.

Network slicing allows creating virtual networks on top of the same infrastructure. Each virtual network is considered as a network slice and tailored to satisfy the service or application needs. Considering the concept of network slicing, 3GPP has classified 5G services into three distinct classes according to their communication service requirement: (i) enhanced Mobile BroadBand (eMBB); (ii) ultra-Reliable Low Latency (uRLLC); (iii) massive Machine Type Communications (mMTC). Network slicing can help to reduce CAPEX/OPEX as one physical infrastructure is shared efficiently to fulfill the heterogeneous communication service requirements of emerging network services. It is worth mentioning that an application or a network service can rely on more than one network slice. An example is the case of autonomous drones for surveillance, which require a eMBB service to stream a high-quality video stream and a uRLLC service to control the drone. Therefore, from the side of User Equipment (UE), it can be part to parallel network slices, up to 8 different network slices according to [1].

On the Radio Access Network (RAN) side, enforcing network slicing is more challenging as the radio resources are very limited and the new features introduced by 5G NR make the management of radio resources more complex. Particularly, mixed-numerology is one of the main features of 5G NR. It aims to control the physical resource block (PRB) shape in time and frequency. Using a numerology (µ), the time duration of the PRB is scaled down by a factor 2µ, and as an effect, the frequency size is scaled up by 2µ. Hence, using higher numerology decreases the RAN latency, but it increases (1) the energy consumption since UEs and gNB execute different RAN functions 2µ more times per time unit; (2) the processing efforts as the RAN functions need to be executed in less than 1/ 2ms. Moreover, a UE can not use more than one numerology at a given time slot due to physical layer constraints. Besides, the coexistence of mixed numerology in the same carrier introduces non-orthogonality to the system and causes inter-numerology interference (INI) as subcarriers associated with different numerology will no longer be orthogonal to each other. In this context, the 5G NR radio management system should cautiously select the numerology per UE while serving different network slices. While the eMBB slices need more bandwidth to satisfy the high throughput requirements, the uRLLC slices require a shorter time slot duration to ensure a lower latency requirement, and mMTC slices need better frequency management to sustain a massive number of connected devices. By adding the network slice dimension, the radio resource management in 5G NR becomes more complex compared to the classical resource management (used in 4G and 5G without network slicing). Indeed, it should consider not only (i) time-domain scheduling, (ii) frequency-domain scheduling, but also (iii) numerology selection and (iv) multiple slice management per UE. Several works from the state of the art tackled the radio resource management problem in 5G NR. The authors of [2] proposed a mixed-integer linear program to distribute the available
bandwidth amongst the UEs for different channel conditions and taking into account the INI. However, the numerology was fixed per UE, and all the UEs had the same requirements. Authors in [3] introduced an optimization method for resource and numerology allocation in multi-UE scenarios. They have modeled the problem as a multi-scenario max-min Knapsack problem, which has been solved by an integer programming solution. But, they considered a small bandwidth (10.08 MHz) and a small number of UEs (12 UEs). In [4], the optimization problem is formulated as an integer linear program. To reduce the computational complexity of the optimization, the authors proposed a linear relaxation of the problem. However, they ignored the latency, which is the main criteria in uRLLC services, and did not consider the coexistence of the different types of 5G services.

In this paper, we address the challenging problem of resource management in 5G NR featuring network slicing by first modeling it as a mixed-integer linear program taking into account: i) multiple numerology in the same bandwidth while avoiding the INI; ii) multiple slices attached per UE; iii) different throughput and latency requirements per slice. Then, we model the problem as a Mixed Integer Linear Program (MILP), we analyze its complexity, and we prove that the problem is NP-hard; i.e., solving it will take a considerable amount of time, which is not tolerable when scheduling radio resources in real-time. Reinforcement Learning (RL) that can be seen as a learning, heuristic search strategy when it is applied to optimization problems. Accordingly, we formalize this problem in the RL framework and propose a Deep Reinforcement Learning (DRL)-based approach, where a first version has been presented in [5]. The approach aims to select the numerology to be used and the number of resources allocated per UE at each time slot during a time window while taking into account the channel quality of the UE. Specifically, we designed the DRL-scheduler to be independent of the number of UEs in the system. We have modeled the DRL state to make the solution scalable for larger bandwidths covering both FR1 and FR2 frequency bands, with a bandwidth up to 400 MHz, which correspond to the usage of the mmWave bands.

The main contributions of the paper are summarized as follows:

- Model the radio resource management problem in 5G NR featuring network slicing using MILP and prove it is a NP-hard problem. The novelty of the problem formulation compared to the state of the art models, such as [6], [7], [8], [9], consists in selecting both the numerology and number of PRBs dynamically in each time slot to satisfy slices throughput and latency requirements while supporting multiple slices per UE.
- Devise a solution to solve the problem in a polynomial time. The solution is based on Machine Learning (ML), namely DRL. The novelty of the DRL approach is its ability to: (i) solve unseen instances of the problem in reasonable time, (ii) scale with the bandwidth and the number of UEs and (iii) dynamically select the numerology per UE while scheduling the PRBs in time and frequency.
- Extensive simulation campaign to compare the two approaches: (i) linear programming approach (ii) DRL approach, and evaluate their performances to guarantee the network slice requirements. We observed that approach (i) takes exponential time regarding the number of UEs while approach (ii) reduces the execution time down to 1ms. Furthermore, both approaches are able to meet the requirements of the slices in terms of throughput and latency considering different network configurations.

II. BACKGROUND

In 4G, radio resources are assigned to UEs every 1 ms intervals; known as TTI (Time Transmission Interval). A low-latency-demanding service has to spend at least one millisecond in the queue to get the required radio resources, which may not be tolerable by uRLLC services that require a RAN latency of less than 1ms. In this context, 5G NR numerology come to make radio resource allocation more flexible. 5G NR numerology reshape radio units in time and frequency. It reduces the TTI to 2, 4, 8, 16 times smaller than the 4G’s 1 ms. In 5G NR, each numerology µ is defined by a Sub-Carrier Spacing (SCS) and Cyclic Prefix (CP) [10]. 5G NR Release-15 [11] specifies five main numerology (µ) and defines an SCS of 15 × 2^µ kHz and a slot duration of 1/2^µ ms, allowing to reduce the access latency considerably at the RAN. Figure 1 illustrates the shape of PRBs under numerology 0,1,2 and 3.

Figure 1: Numerology illustration

Bandwidth Parts (BWP) are subsets of contiguous PRBs allocated per UE, i.e., the UE expects to use resources only in a specific part of the bandwidth. BWPs aim to enable flexible assignment and configuration of PRBs. Each BWP has its own numerology, enabling more efficient spectrum sharing among the heterogeneous services in 5G RAN and hence among slices. For instance, dynamically controlling the numerology and size of a BWP will define the delay and the throughput of the service, respectively, at the RAN level.

Figure 2 shows BWPs, with different numerology, defined in the time domain (x-axis) and frequency domain (y-axis). The BWPs concept with mixed numerology enables a dynamic allocation of numerology and PRBs. A guard-band
is needed between BWPs that overlap in time and have different numerology due to the INI effect. Hence, a UE can benefit from more than one service with different numerology values. Besides, BWPs can participate in reducing UEs’ power consumption since the latter can only operate on a part instead of processing the whole bandwidth. The power-saving schemes with UE adaptation to BWP bandwidth introduced in 5G NR standards [12] show 16% - 45% power-saving gain.

The work in [14] optimized resource allocation with flexible numerology in the frequency domain and variable frame structure in the time domain, with different types of requirements. They prove the NP-hardness of the problem and propose a scalable optimization algorithm based on Linear Programming (LP) and Lagrangian Duality (LD). However, they did not take into account the interference caused by the mixed numerology environment. Besides, the gap between the optimal solution and the proposed solution depends on the required throughput (30% for a 0.5Mbps rate), making the solution unsuitable for high throughput requirements as expected in 5G. In [15], the authors modeled the resource allocation problem for mixed-numerology systems as a multi-objective optimization problem aiming to increase cell throughput, maintain fairness, and minimize the delay and packet loss. They proposed a heuristic-based solution to perform numerology multiplexing as well as resource allocation taking into account the Quality of Service (QoS) and channel quality. Nevertheless, the latency requirement was ignored and the comparison between the optimal solution of their model and the solution of the proposed method was not addressed. Work in [16] designed a random forest-based decision algorithm to accomplish the numerology selection for each service. Then, the numerology selection results will be the basis of system resource scheduling and allocation. However, the solution did not consider the frequency efficiency and did not model the problem formally. Also, they did not compare their solution with the optimal solution of their problem. In [17], the authors studied radio resource allocation for mMTC services based on a mixed-numerology system. They followed an efficient heuristic approach to meet diverse QoS requirements of the Machine-to-Machine (M2M) applications while achieving spectral efficiency. However, they ignored the time domain in the problem definition.

All the above works were investigated only on small instances of the problem (small bandwidths and small number of UEs), and did not take into consideration UEs belonging to multiple slices with different requirements. Furthermore, most of DRL based solutions ignored the mixed numerology environment for the sake of reducing the model complexity. In our work, we consider large instances of the problem with up to 400 MHz of bandwidth, which is the maximum bandwidth in current 5G NR standards. We adapted the state representation of the DRL solution to be scalable regardless of the problem size. In addition, we considered having multiple numerology in the same bandwidth, divided by BWPs, while users can switch numerology to satisfy their heterogeneous needs.
IV. SYSTEM MODEL AND PROBLEM FORMULATION

A. System model

We consider a network that consists of a set of UEs $\mathcal{N}$ that compete to access the radio resources. The UEs use different network slices, each characterized by different objectives, characteristics, and Service Level Agreement (SLA). Each UE can be a member of one or multiple network slices simultaneously. The SLA of a slice consists of a set of Key Performance Indicators (KPIs), with each KPI having a target value. In our system, we consider two KPIs: (i) throughput, (ii) latency. For instance, uRLLC slices have a lower target KPI value of latency, while eMBB slices have a higher target KPI value of throughput. The radio resources are divided on the UEs on time window $\Delta_T$ and frequency bandwidth $\Delta_F$. Formally, PRBs should be assigned to the UEs within the matrix of shape $\Delta_T \times \Delta_F$ illustrated in Figure 3. Let $\delta_T$ and $\delta_F$ be the minimum allocation units in time and frequency domains, respectively. Formally, $\delta_T = 2^{-\mu_{\text{max}}}$ ms and $\delta_F = 12 + 15 \times 2^{\mu_{\text{max}}}$ Hz, where $\mu_{\text{max}}$ is the maximum numerology in the system. Let $\mathcal{N}$ denote the set of UEs in the network. Each UE has a set of time slots to transmit both uplink and downlink traffics. Let $K$ denote the maximum number of time slots that can be assigned to a UE. To transmit their data, UEs use a set of numerology $\mathcal{M} = \{0, 1, 2, 3, 4\}$. At a given time slot, the UE should use one and only one numerology. However, it can use more than one resource blocks that should be contiguous for the sake of performance.

Table I: Summary of Notations.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N}$</td>
<td>The set of UEs existing in the network.</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>The maximum number of PRBs assigned to the same UE at the same time slot.</td>
</tr>
<tr>
<td>$\Delta_T$</td>
<td>The time slot window of the resource blocks.</td>
</tr>
<tr>
<td>$\Delta_F$</td>
<td>The frequency band of the resource blocks.</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td>The set of numerology.</td>
</tr>
<tr>
<td>$\mu$</td>
<td>A specific numerology. Formally, $\mu \in \mathcal{M}$.</td>
</tr>
<tr>
<td>$T^k_i$</td>
<td>An integer variable that denotes the starting time of the $k^{th}$ time slot of the UE $i \in \mathcal{N}$.</td>
</tr>
<tr>
<td>$F^k_i$</td>
<td>An integer variable that denotes the starting frequency assigned to the UE $i \in \mathcal{N}$ at time slot $k$.</td>
</tr>
<tr>
<td>$X^{k,\mu}_{i,\omega}$</td>
<td>A decision Boolean variable that shows if a UE $i$ at the time slot $k$ uses $\omega$ contiguous PRBs of numerology $\mu$. $\omega$ takes values in the range from 1 to $\Omega$.</td>
</tr>
<tr>
<td>$Y^{k,i,j}$</td>
<td>A decision Boolean variable that shows if the $k^{th}$ and $l^{th}$ time slots of UE $i$ and $j$ overlap.</td>
</tr>
</tbody>
</table>

The size of a resource block in terms of slot duration $\mathcal{E}(\mu)$ (in ms) and frequency $\mathcal{G}(\mu)$ (in Hz) of a numerology $\mu$ are defined as follows:

$$\mathcal{E}(\mu) = 2^{-\mu} \quad (1)$$

$$\mathcal{G}(\mu) = 12 \times 15 \times 2^\mu \quad (2)$$

As we have explained previously, a UE at a given time slot can have one or multiple contiguous PRBs $(\omega \times \mathcal{G}(\mu))$ that use the same numerology $\mu$. The PRBs of the same UE or different UEs should never overlap. Formally, a UE $i$ never shares the frequency bound with another UE $j$ at the same time.

B. Problem formulation and optimal solution design

For the sake of readability, all the symbols and optimization variables are summarized in the table I. Let $T^k_i$ be an integer variable that denotes the starting time of the $k^{th}$ time slot of the UE $i \in \mathcal{N}$. Note that not all the time slots $\{1, 2, \cdots, K\}$ should be assigned to the UE $i$. If a time slot $k$ is not assigned to the UE $i$, then $T^k_i = -\infty$. Similarly, let $F^k_i$ be an integer variable that denotes the starting frequency assigned to the UE $i \in \mathcal{N}$ at time slot $k$. Each UE can have maximum $\Omega$ PRBs at the same time slot. Moreover, all the PRBs of the same UE at the same time slot should use the same numerology. If a frequency $F^k_i$ is not used by the UE $i$, then $F^k_i = -\infty$.

Formally, we have the following two constraints that ensure the time slot and frequency starting value should be higher or equal to $-1$:

$$\forall i \in \mathcal{N}, \forall k \in \{1, 2, \cdots, K\} : T^k_i \geq -1 \quad (3)$$

$$\forall i \in \mathcal{N}, \forall k \in \{1, 2, \cdots, K\} : F^k_i \geq -1 \quad (4)$$

Let $X^{k,\mu}_{i,\omega}$ a decision Boolean variable that shows if a UE $i$ at the time slot $k$ uses $\omega$ contiguous PRBs of the same numerology $\mu$. At a given time slot $k$, only one numerology can be allocated to UE $i$. However, many resource blocks can be assigned to the same UE. This constraint is captured thanks to the constraint (5).

$$\forall i \in \mathcal{N}, \forall k \in \{1, 2, \cdots, K\} : \sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \cdots, \Omega\}} X^{k,\mu}_{i,\omega} \leq 1 \quad (5)$$

The UE $i$ uses the numerology $\mu$ at the time slot $k$ if and only if $\sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \cdots, \Omega\}} X^{k,\mu}_{i,\omega} = 1$.

The time slot duration allocated to UE $i$ transmission must not exceed $\Delta_T$. In this constraint, both the $k^{th}$ starting
time slot (i.e., \( T_i^k \)) and time slot duration \( \mathcal{E}(\mu) \) using the numerology \( \mu \) are considered.

\[
\forall i \in \mathcal{N}, \forall k \in \{1, 2, \ldots K\} : \quad T_i^k + \sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \ldots \Omega\}} \mathcal{E}(\mu) \times \lambda_{i,\omega}^{k,\mu} \leq \Delta_T \tag{6}
\]

From another side, the frequency should not exceed \( \Delta_F \). In constraint (7), at each time slot \( T_i^k \), both the starting frequency bound \( \mathcal{F}_i^k \) and the amount of frequency bound \((\omega \times \mathcal{G}(\mu))\) are considered.

\[
\forall i \in \mathcal{N}, \forall k \in \{1, 2, \ldots K\} : \quad \mathcal{F}_i^k + \sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \ldots \Omega\}} \omega \times \mathcal{G}(\mu) \times \lambda_{i,\omega}^{k,\mu} \leq \Delta_F \tag{7}
\]

\( T_i^k \) should equal to −1 if time slot \( k \) is not allocated to UE \( i \).

\[
\forall i \in \mathcal{N}, \forall k \in \{1, 2, \ldots K\} : \quad T_i^k = -1 + \Phi \times \sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \ldots \Omega\}} \lambda_{i,\omega}^{k,\mu} \tag{8}
\]

, such that \( \Phi \) is a big number \( \Phi \approx +\infty \).

Based on (3) and (8), \( T_i^k \) equals to −1 if no numerology is used by that time slot
\[
(\sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \ldots \Omega\}} \lambda_{i,\omega}^{k,\mu} = 0).
\]

Similarly, the frequency \( \mathcal{F}_i^k \) should equal −1 if it does not use any numerology at the time slot \( T_i^k \).

\[
\forall i \in \mathcal{N}, \forall k \in \{1, 2, \ldots K\} : \quad \mathcal{F}_i^k = -1 + \Phi \times \sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \ldots \Omega\}} \lambda_{i,\omega}^{k,\mu} \tag{9}
\]

Based on (4) and (9), \( T_i^k \) equals to −1 if no numerology is used by that time slot.

A UE should not use two numerology at the same time. Also, the time slots should not overlap with each other. In our solution, the time slots of a UE are defined from the smaller to the last. Then, the remaining time slots should have only −1.

\[
\forall i \in \mathcal{N}, \forall k \in \{1, 2, \ldots K - 1\} : \quad T_i^k + \sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \ldots \Omega\}} \mathcal{E}(\mu) \times \lambda_{i,\omega}^{k,\mu} \leq \Delta_T \tag{10}
\]

Equation 11 ensures that only the first slots assigned for a UE \( i \). In our solution, we fill the first slots before moving to the last ones.

\[
\forall i \in \mathcal{N}, \forall k \in \{1, 2, \ldots K - 1\} : \quad \sum_{\mu \in \mathcal{M}} \lambda_{i,\omega}^{k+1,\mu} \leq \sum_{\mu \in \mathcal{M}} \lambda_{i,\omega}^{k,\mu} \tag{11}
\]

Equation 12 ensures that two UEs \( i \) and \( j \) should not use the same frequency resources if their time slots overlap.

\[
\forall i, j \in \mathcal{N}, i \neq j, \forall k, l \in \{1, 2, \ldots K - 1\} : \quad \mathcal{F}_j^l + \sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \ldots \Omega\}} \omega \times \mathcal{G}(\mu) \times \lambda_{j,\omega}^{l,\mu} < \mathcal{F}_i^k \tag{12}
\]

Unfortunately, the above inequality is not linear. In order to convert the optimization problem to a linear integer program, we replace the constraint (12) by the following constraints and variables:

First, we define a Boolean variable \( \gamma_{i,j}^{k,l} \) that shows if the \( k^{th} \) and \( l^{th} \) time slots of UE \( i \) and \( j \) overlap, respectively. Then, we define the following constraints:

\[
\forall i, j \in \mathcal{N}, i \neq j, \forall k, l \in \{1, 2, \ldots K\} : \quad T_i^k \leq T_j^l + \Phi \times (1 - \gamma_{i,j}^{k,l}) \tag{13}
\]

\[
T_i^k \leq T_j^l + \sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \ldots \Omega\}} \mathcal{E}(\mu) \times \lambda_{i,\omega}^{k,\mu} + \Phi \times (1 - \gamma_{i,j}^{k,l}) \tag{12}
\]

\[
T_i^l + \sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \ldots \Omega\}} \mathcal{E}(\mu) \times \lambda_{j,\omega}^{l,\mu} < T_j^k + \Phi \times (\gamma_{i,j}^{k,l} + 1 - \gamma_{i,j}^{k,l}) \tag{13}
\]

\( \gamma_{i,j}^{k,l} \) is a decision Boolean variable that should be fixed by the system.

\[
T_i^l + \sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \ldots \Omega\}} \mathcal{E}(\mu) \times \lambda_{i,\omega}^{l,\mu} < T_j^k + \Phi \times (1 - \gamma_{i,j}^{k,l} + \gamma_{i,j}^{k,l}) \tag{14}
\]

\( \gamma_{i,j}^{k,l} \) is a Boolean variable that should be fixed by the system to ensure that the frequency \( i \) and \( j \) do not overlap when their time slots do.

Moreover, UEs sharing contiguous frequencies and having different numerology should be separated by a guard band \( G \) to avoid the INI. \( \tau_{i,j}^{k,l} \) is a Boolean variable fixed by the system: if \( \tau_{i,j}^{k,l} = 1 \) a guard band is needed between UE \( i \)
and \( j \) during slots \( k \) and \( l \) when they are not using the same numerology \( \mu \) (Equation 15).

\[
\forall i, j \in \mathcal{N}, i \neq j, \forall k, l \in \{1, 2, \cdots K\}, \forall \mu \in \mathcal{M}:
\begin{align*}
T_{i, j}^{k, l, \mu} & \geq \sum_{\omega \in \{1, \cdots \Omega\}} X_{i, \omega}^{k, \mu} - \sum_{\omega \in \{1, \cdots \Omega\}} X_{j, \omega}^{k, \mu} \\
T_{i, j}^{k, l, \mu} & \geq \sum_{\omega \in \{1, \cdots \Omega\}} X_{i, \omega}^{l, \mu} - \sum_{\omega \in \{1, \cdots \Omega\}} X_{j, \omega}^{l, \mu}
\end{align*}
\]

(Equation 15)

Each UE \( i \) has a maximum latency \( \Delta_i \).

\[
\forall i \in \mathcal{N}, \forall k \in \{1, 2, \cdots K\}:
\begin{align*}
T_i^k + \sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \cdots \Omega\}} E(\mu) \times X_{i, \omega}^{k, \mu} & < \Delta_i
\end{align*}
\]

(Equation 16)

In our solution, we consider network slicing, such as one UE can have multiple network slices. To do so, a (physical) UE is divided into multiple logical UEs. Each logical UE represents a slice belonging to a UE. Therefore, a UE with multiple slices will have as many logical UEs as slices. For simplicity, we consider logical UEs like UEs with additional constraints (18 and 19), with logical UEs belonging to the same UE forming a group. Formally, a UE \( i \in \mathcal{N} \) is a logical representation of a slice belonging to UE \( k \in \mathcal{N}_{ph} \), where \( \mathcal{N}_{ph} \) denotes the set of physical UEs. For instance, two logical presentations of a UE \( i, j \in \mathcal{N} \) and \( i \neq j \) can belong to the same physical UE \( k \in \mathcal{N}_{ph} \). To prevent a UE \( i \in \mathcal{N} \) from using different numerology simultaneously, we have considered \( G \), whereby the same logical presentations of the same physical UE create a group \( g \in G \). Constraints 18 and 19 jointly ensure that the logical presentations of the same physical UE do not use different numerology when their time slots overlap.

\[
\forall g \in G, \forall i, j \in g, i \neq j, \forall k, l \in \{1, 2, \cdots K\}, \forall \mu \in \mathcal{M}:
\begin{align*}
\sum_{\omega \in \{1, \cdots \Omega\}} X_{i, \omega}^{k, \mu} - \sum_{\omega \in \{1, \cdots \Omega\}} X_{j, \omega}^{k, \mu} & \leq 1 - X_{i, j}^{k, l, \mu} \\
Y_{i, j}^{k, l} & \leq 1 - \sum_{\omega \in \{1, \cdots \Omega\}} X_{j, \omega}^{l, \mu} - \sum_{\omega \in \{1, \cdots \Omega\}} X_{i, \omega}^{l, \mu}
\end{align*}
\]

(Equation 18)

Finally, the objective is to maximize the bandwidth utilization. In the optimization model, we do not consider priorities between UEs. However, the priority can be easily considered by a slight update of the equation 20.

\[
\max \sum_{k=1}^{K} \sum_{\mu \in \mathcal{M}} \sum_{\omega \in \{1, \cdots \Omega\}} \omega \times X_{i, \omega}^{k, \mu}
\]

(Equation 20)

Now, we are able to formulate the final optimization problem as follows:

\[
\text{Eq. (20)}
\]

\[
\text{S.t, Eq.: (3), (4), (5), (6), (7), (8), (9), (10), (11), (13), (14), (15), (16), (17), (18), (19)}
\]

\[
\text{Theorem 1. Radio resource allocation problem in 5G NR is NP-hard problem.}
\]

\[
\text{Proof. Let P1 denotes the problem of filling the radio resource matrix with BWPs i \in \{1..n\}}
\]

\[
\text{Let w_i denotes the frequency occupied by each BWP i. Each BWP i is dedicated to a UE j}
\]

\[
\text{and has a start time t. For the sake of simplicity and without}
\]

\[
\text{loss of generality, we assume that only one numerology can}
\]

\[
\text{be used, and the BWPs that exceed UE j latency SLA can be}
\]

\[
\text{omitted. Let v_i denotes the size of the BWP i. Meanwhile, let}
\]

\[
\text{P2 denotes the knapsack problem, which is defined as follows:}
\]

\[
\text{Given a set of objects, each of which has a weight and value,}
\]

\[
\text{the problem consists in determining the number of each item}
\]

\[
\text{that should be put in the knapsack so that the total weight does}
\]

\[
\text{not exceed a specific weight and the total value is maximized.}
\]

\[
\text{The optimization of knapsack problem is well known in the}
\]

\[
\text{literature that it is NP-hard problem. To prove that P1 is NP-}
\]

\[
\text{hard, it is sufficient to proof that the knapsack problem P2}
\]

\[
\text{would be reduced to P1 in a polynomial time. If P2 is reduced}
\]

\[
\text{to P1 in a polynomial time and P1 is not NP-hard, then P2 is}
\]

\[
\text{also not NP-hard, which is a contradiction. P2 can be reduced}
\]

\[
\text{in a polynomial time to P1 by formulating P2 as follows:}
\]

\[
\text{The total weight that can be handled by the knapsack}
\]

\[
\text{is \Delta F and \Delta T (two dimensions) and the set of items}
\]

\[
\text{that should be put in knapsack is the set of BWPs i, such that the sum of v_i}
\]

\[
\text{is maximized.}
\]

\[
\square
\]

V. DEEP REINFORCEMENT LEARNING BASED RADIO SCHEDULER (DRL-RS)

A. DRL-RS general overview

Despite seeing great improvement throughout the years in

the ability to find optimal solutions for bigger and more

complex problems, the time and the computational power

needed to find a solution remain an important bottleneck,

making this type of algorithms impractical to solve real-world

problems. RL intends to learn the skills required to solve

the problem more holistically rather than trying to find an

optimal solution for one specific configuration of the problem.

Where the other combinatorial optimization solving methods

will need to solve the problem from scratch every time, the

RL approach leverages what it has learned before and

the skills it has acquired to quickly provide a solution to

a new instance of the problem. Radio resource management
problem in 5G NR can be seen as a sequential decision-making problem where an agent, namely DRL-RS, allocates PRBs and selects numerology for each UE and time slot during $\Delta T$ time window. DRL-RS considers the environment as a $\Delta F \times \Delta T$ matrix and aims to fill it by allocating PRBs to a dynamic number of UEs in the system. DRL-RS takes the Modulation and MCS to use during $\Delta T$ as input to ensure the link adaptation for dynamic channels.

As each UE can belong to multiple slices, DRL-RS should satisfy the throughput and the latency of the Service Level Agreement (SLA) for each slice. The throughput SLA is the minimum throughput that needs to be achieved by a UE for that slice, while the latency SLA is the maximum latency that a UE cannot exceed when serving that slice. To allow a UE to belong to multiple slices, we introduce the concept of virtual UEs. Formally, each UE consists of a set of virtual UEs that belong to only one slice. Virtual UEs belonging to the same UE are organized in groups. The time slots of members of the same group should neither overlap in time nor use different numerology. From this point, we mention by UE a real or virtual UE indifferently. In this scope, DRL-RS loops over the active UEs (i.e., UEs having data in their transmission queues and their SLA is not satisfied yet) until the resource matrix is full or all the UE’s SLAs are met. In each iteration, the scheduler chooses a time slot $t$, a numerology $\mu$, and a number of resources $N$ for the current UE. The three parameters form a rectangle of shape $2^{\mu_{\text{max}}-\mu}(N \times 2^\mu)$ which will be stacked in the resource matrix at time slot $t$.

We illustrate how DRL-RS works through a simple example illustrated in Figure 4. We consider a $1.44 \text{MHz} \times 1\text{ms}$ matrix shared between 4 UEs. Each UE has a latency SLA of 0.125ms, 1ms, 0.25ms, 0.5ms, and a throughput SLA that can be met with 1, 3, 1, 2 PRBs, respectively. The $x$-axis represents time slots where the unit is related to the maximum numerology in the system (i.e., 3 in this example) and the $y$-axis represents frequency PRBs where the unit is related to the minimum numerology in the system (i.e., 0 in this example). In the first iteration, for the first UE, DRL-RS allocates 1 PRB with numerology 3 at $t=0$. The selection of numerology 3 allows the first UE to respect its latency SLA. Then, DRL-RS allocates 2 PRBs for the $2^{\text{nd}}$ UE at $t=4$ with numerology 1. This choice will allow the third and fourth UEs to respect their latency SLA, which shows that DRL-RS gives the current UE an insight into the state of other UEs. After that, the third UE takes 1 PRB using numerology 3 at $t=1$, while the $4^{\text{th}}$ UE takes 1 PRB at $t=2$ using numerology 2. The stop condition is not met yet; hence, DRL-RS continues looping over the active UEs that did not meet their SLAs, i.e., the $2^{\text{nd}}$ and $4^{\text{th}}$ UEs. The $2^{\text{nd}}$ UE takes one more PRBs at $t=4$ with numerology 1. Finally, the $4^{\text{th}}$ UE takes one PRB at $t=2$ using numerology 2. At this step, all UEs' SLAs are met, and thus DRL-RS finished the resource allocation process and successfully fulfilled all the slices’ SLAs.

**B. DRL-RS design**

In the balance of this section, we model the radio resource management problem in the RL framework by designing the state, the reward, and the action of the DRL-RS agent.

1) **State:** The state $S_i$ observed by the model when serving UE $i$ is composed of 4 vectors, which are $F$, $T_i$, $O_i$, and $E_i$, respectively. Vectors $F$ and $T_i$ contain the frequency boundary (the red line in Figure 4) and the numerology used by UE $i$ for each time slot $t$, respectively. If a UE is not using any numerology at time $t$, $T_i$ is set to -1. Meanwhile, vectors $O_i$ and $E_i$ contain the information about SLA of the current UE and the other UEs, respectively. $O_i$ contains two values, $O_{i,\text{th}}$ measuring the throughput SLA and $O_{i,\text{lat}}$ measuring the latency SLA. $O_{i,\text{th}}$ indicates the rate of the achieved throughput over the throughput SLA. The bigger $O_{i,\text{th}}$ is, the better performances of UE $i$ becomes in terms of throughput. Since a UE can achieve a throughput higher than its throughput SLA, $O_{i,\text{th}}$ can have a value bigger than 1. For instance, to decrease the state space size, we can limit $O_{i,\text{th}}$ with a maximum value $O_{\text{max}}$. On the other hand, $O_{i,\text{lat}}$ indicates the rate of the PRBs used before the latency SLA over all the allocated PRBs for UE $i$. The bigger $O_{i,\text{lat}}$ is, the better performances of the UE $i$ becomes in terms of latency. Note that a UE will respect the latency requirements if all the allocated PRBs are scheduled before the latency SLA, which is equivalent to $O_{i,\text{lat}} = 1$. Formally,

$$O_{i,\text{th}} = \min\left(\frac{\text{achieved throughput}_{\text{throughput SLA}}}{O_{\text{th}}}, O_{i,\text{lat}}<\frac{O_{\text{max}}}{O_{i,\text{th}}}ight)$$

$$O_{i,\text{lat}} = \frac{\text{Number of allocated PRBs before latency SLA}}{\text{Total number of allocated PRBs}}$$

$E_i$ contains three values: $N_{i,\text{th}}$, $N_{i,\text{lat}}$ and $\text{Min}_i$. $N_{i,\text{th}}$ and $N_{i,\text{lat}}$ count the number of UEs excluding UE $i$ that have met their throughput and latency SLAs, respectively. $\text{Min}_i$ is the smallest throughput SLA achieved by other UEs.

The state’s design considers the solution’s scalability regarding the number of UEs, the SLA requirements, and the bandwidth size.

2) **Action:** The agent take an action parameterized by the tuple $(t, \mu, N)$, where $t$ is a time slot, $\mu$ is the numerology to use at the given time slot $t$, and $N$ is the number of resources to allocate at $t$. Accordingly, the agent allocates a rectangular shape of $(2^{\mu_{\text{max}}-\mu} \times (N \times 2^\mu))$ at time slot $t$ and put it on the top of the frequency boundary line. Since the agent can output unfeasible actions, we added a pre-processing step in order to compute an action space $A$ that contains only the possible actions at the current state $S_i$.

3) **Reward:** We have adopted an episodic approach; i.e., an episode is over when max T steps are reached, the resource matrix is full, or all UEs SLAs are met.

The agent gets the reward $r$ defined as follow:

$$r_t = \begin{cases} 
\alpha \cdot (O_{i,\text{th}}^{t} - O_{i,\text{th}}^{t-1}) + (1 - \alpha) \cdot S & \text{if not done} \\
\mathcal{K} & \text{if done and SLAs are met} \\
\mathcal{P} & \text{otherwise}
\end{cases}$$

Indeed, while the episode is still in progress and for each step, the agent takes a reward equivalent to the improvement made by the current action at step $t$ since the previous step $t - 1$. 

We formulate this improvement by the term \((O_{i,t}^{thg} - O_{i,t-1}^{thg})\). Moreover, to minimize the number of steps needed to finish an episode, we added a penalty \(S\) for each step. Also, we added weights \(\alpha\) and \((1 - \alpha)\) to the two previous terms in order to control their contribution in the reward term. Once the episode is done, the agent takes a high positive reward \(K\) if the SLAs are met for all UEs, or a penalty \(P\) else.

C. DRL-RS detailed description

Among the most efficient off-policy DRL algorithms for continuous state space and discrete actions, we may cite: Deep Q-Network (DQN) [18] and Asynchronous Advantage Actor-Critic (A3C) [19]. The DQN-based method has a replay memory that is sampled and used to optimize the model at every time step while A3C is only optimized when the episode finishes. This makes DQN learning faster in a single actor environment. For this reason, DRL-RS leverages the DQN algorithm.

DRL-RS executes two steps: decision making and updating the Q-Networks. In DQN, two networks are used: a local Q-Network and a target Q-Network. The latter is the same as the local network except that its parameters are updated every \(\tau\) steps. They are combined to help the convergence and stabilization of the learning.

- **Decision making:** The DRL-RS agent observes a state \(S_i\) for UE \(i\) and feeds it to the local Q-Network. In DQN, the Q-Network outputs the Q value of each couple \((S_{i,t}, a)\) where \(a\) is an integer that identifies the action. In order to evaluate the action, the agent needs to derive the three parameters \((t, \mu, N)\) from \(a\). To do so, we partitioned the integer value \(a\), using the method “the partitioning of an integer into different parts” introduced in [20], as follows:

\[
t = a \div (\mu_{max} \times N_{max})
\]

\[
\mu = a \mod (\mu_{max} \times N_{max}) \div N_{max}
\]

\[
N = (a \mod (\mu_{max} \times N_{max}) \mod N_{max}) + 1
\]

Then, the agent removes the unfeasible actions from the action space (e.g., allocating resources that overlap with other existing resources) by setting the Q value of each unfeasible tuple \((t, \mu, N)\), indexed by \(a\), to a negative value. The DQN algorithm will not explore the unfeasible actions since DQN explores actions having high Q values. After that, we apply an \(\epsilon\)-greedy approach to choose an action. This means that the agent will choose a random action over the feasible actions with \(\epsilon\) probability and the best action over the action distribution with a \(1 - \epsilon\) probability. The value of \(\epsilon\) decays over time during the learning phase. It allows pushing the agent to explore the environment at the beginning of the training phase and better exploit the learned decisions over time.

- **Updating the Q-Networks:** At each step, the current state, the action, the next state, and the reward are stored in a buffer known as the replay buffer. The local Q-Network is updated using a random sample from the
replay buffer, which reduces the correlation between the agent’s experiences and increases the stability of the learning. Using mean square error (MSE) and ADAM optimizer [21], the parameters of the local Q-Network are optimized at every step by considering the local and target values, while the parameters of the target Q-Network are smoothly updated at each step using a parameter $\tau$.

VI. PERFORMANCE EVALUATION

In this section, we will introduce the simulation environment and parameters used for O-RS and DRL-RS. We note O-RS the exact solver of the MILP model. Then, we illustrate an example of the resource matrix filled with different approaches on a small instance of the problem for the sake of illustration clarity. After that, we solve bigger instances of the problem with different network configurations. We compare the different approaches in terms of efficiency, scalability, and execution time.

A. Simulation parameters

To evaluate different contributions in a 5G environment, we used the mixed-numerology 5G Simulator developed in [22] that relies on 6.1.4.2 of TS 38.214 [13] specifications to compute the Transport Block Size (TBS). The simulator takes the scheduling policy regardless of the source of the policy. For instance, we can plug O-RS and DRL-RS into the simulator and compare their results. All tests are performed on a machine with 64 CPUs, an Intel(R) Xeon(R) Silver 4216 CPU @ 2.10GHz (2.7 GHz with Turbo Boost technology), and 128 GBs of RAM.

1) O-RS: The MILP problem is solved using Gurobi version 9.1.2. The absolute optimality gap is set to $10^{-8}$, and the time limit to 50000 seconds. We recall that the absolute gap is the absolute difference between the best possible objective value and the objective value of the best feasible solution.

2) DRL-RS: The simulation environment is implemented using Python. We used PyTorch to implement the DRL-RS agent. We have trained the DRL-RS agent using 500 independent episodes. We have fixed the maximum number of steps at each episode $T$ by 100. We have varied the reward parameters and chosen the values that stabilize the convergence of the model. The different considered parameters are presented in Table III. The model converges after 200 episodes.

For each Bandwidth size and $\Delta T$, we trained an instance of the model using MCS 16, 3 UEs. Each UE is attached to one eMBB and one uRLLC slice with a fixed SLA. The sum of throughput SLA of UEs nearly equals the maximum achievable throughput in the corresponding bandwidth.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>5 MHz</td>
</tr>
<tr>
<td>Maximum numerology</td>
<td>3</td>
</tr>
<tr>
<td>Time window</td>
<td>3 ms</td>
</tr>
<tr>
<td>Number of UEs</td>
<td>3</td>
</tr>
<tr>
<td>Number of slice per UE</td>
<td>2</td>
</tr>
<tr>
<td>1st slice throughput</td>
<td>4 Mbps</td>
</tr>
<tr>
<td>1st slice latency requirement</td>
<td>3 ms</td>
</tr>
<tr>
<td>2nd slice throughput</td>
<td>1 Mbps</td>
</tr>
<tr>
<td>2nd slice latency requirement</td>
<td>0.5 ms</td>
</tr>
</tbody>
</table>
Table III: DRL-RS parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>$-0.02$</td>
</tr>
<tr>
<td>$S$</td>
<td>$-0.01$</td>
</tr>
<tr>
<td>$K$</td>
<td>$5000$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$0.5$</td>
</tr>
<tr>
<td>$O_{max}$</td>
<td>$2$</td>
</tr>
<tr>
<td>Number of hidden layers</td>
<td>$2$</td>
</tr>
<tr>
<td>Hidden layer size</td>
<td>$64$</td>
</tr>
<tr>
<td>Discount factor $\gamma$</td>
<td>$0.99$</td>
</tr>
<tr>
<td>Batch size</td>
<td>$128$</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$5 \times 10^{-4}$</td>
</tr>
<tr>
<td>Replay buffer size</td>
<td>$10^9$</td>
</tr>
<tr>
<td>Soft update coefficient $\tau$</td>
<td>$0.001$</td>
</tr>
<tr>
<td>Optimizer</td>
<td>ADAM [21]</td>
</tr>
<tr>
<td>$\epsilon$-start</td>
<td>$1$</td>
</tr>
<tr>
<td>$\epsilon$-decay</td>
<td>$0.99$</td>
</tr>
<tr>
<td>$\epsilon$-end</td>
<td>$0.01$</td>
</tr>
</tbody>
</table>


**B. Resource grid illustration**

We solve the problem instance described in Table II using O-RS and DRL-RS. We selected a small matrix for the sake of illustration clarity. Figure 5 compares the resource allocation policies generated by each approach. Figures 5(a), 5(b) illustrate the radio resource allocation matrix filled by O-RS and DRL-RS, respectively. Each virtual UE has a color, for instance we have 6 virtual UEs. We recall that each slice associated with a UE is a virtual UE. The mapping between colors and virtual UEs is illustrated in Figure 6. We observe that, for the two approaches, the black, pink and yellow UEs respect the 0.5 ms latency (resources are allocated before 0.5 ms thanks to the use of numerology 1 by different approaches) and each one uses 4 PRBs (carry 2984 bits of data per time window with MCS 26, we compute the estimated amount of data sent by second: $2984 \times 1000/3 = 0.99$ Mbps ) required by the 2nd slice in Table II. Gray, blue and green UEs are the virtual UEs belonging to the 1st slice, each one respects the 3 ms latency and the 4 Mbps throughput (each UE uses more than 16 PRBs, which carry 11832 with MCS 26 per time window, and hence, the throughput per second is estimated to be more than $11832\times 1000/3 = 3.94$ Mbps ). We conclude that O-RS and DRL-RS generate different allocation policies and all these policies fulfill the slices SLA in terms of throughput and latency.

We observe that O-RS and DRL-RS dynamically selected the numerology 0 and 1 to fill the matrix. These decisions are due to the fact that DRL-RS and O-RS are designed to be able to select a numerology at each timestamp taking into consideration different constraints. For instance, DRL-RS and O-RS selected numerology 1 to satisfy the 0.5 ms latency for the second slice, and numerology 0 to satisfy the first slice which does not require higher numerology to satisfy its latency SLA.

**C. Comparison with the State of The Art**

In the balance of this subsection, we compare DRL-RS results with the results of [14]. We recall that [14] proposed a scalable optimization algorithm based on Linear Programming (LP) and Lagrangian Duality (LD) (noted as LP+LD). We adapted our simulation parameters to reproduce the same experiment using a scheduling window of 2 MHz of bandwidth and 2 ms of duration. We assumed a maximum numerology of 3. We considered 10 UEs with a target throughput of 450 kbps (this is due to the limitation of LP+LD). We varied the target latency. Figure 9 depicts the achieved throughput using different latency targets. The x-axis represents the latency targets while the y-axis represents the achieved throughput in kbps. We notice that DRL-RS is able to achieve slightly higher throughput than LP+LD solution. We are not able to compare with bigger instances of the problem because [14] did not consider it. In contrast, DRL-RS considers bigger instances, which is one of the critical contributions of our work compared to state of the art solutions.
### Table IV: 5G NR Configurations

<table>
<thead>
<tr>
<th>Index</th>
<th>Bandwidth (MHz)</th>
<th>$\Delta T$ (ms)</th>
<th>Number of UEs</th>
<th>Number of slice per UE</th>
<th>Slices SLA list (Mbps, ms)</th>
<th>MCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>(9,10), (0.2,1)</td>
<td>16</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>3</td>
<td>10</td>
<td>2</td>
<td>(5,10), (0.2,1)</td>
<td>26</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>1</td>
<td>10</td>
<td>2</td>
<td>(5.5,10), (0.2,0.5)</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>1</td>
<td>10</td>
<td>2</td>
<td>(13,10), (0.7,0.25)</td>
<td>26</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>(40,10), (1.2,0.2,1)</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>(40,10), (2.2), (0.7,1)</td>
<td>26</td>
</tr>
<tr>
<td>7</td>
<td>400</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>(110,10), (1,0.125)</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>400</td>
<td>1</td>
<td>20</td>
<td>1</td>
<td>(50,10)</td>
<td>26</td>
</tr>
</tbody>
</table>

### D. Efficiency and Scalability Evaluation

In this subsection, we will evaluate the efficiency and the scalability of DRL-RS. Figure 7 compares the aggregated UE throughput achieved in each configuration by O-RS and DRL-RS. We notice that the achieved throughput by DRL-RS is close to the optimal achievable throughput obtained by O-RS, which means that DRL-RS is able to fill the resource matrix efficiently while satisfying the throughput and latency SLA for all the slices (Figures 8). We observe a small gap between the performance of DRL-RS and O-RS in higher bandwidths (greater than 100 MHz). This gap is caused by the wasted resources that DRL-RS may generate due to the nature of DRL algorithms, which approximate continuous state using neural networks. Indeed, these resources cannot be used by any UE due to shape and numerology constraints.

Figure 8 depicts the achieved SLA by DRL-RS for each configuration listed in Table IV. The y-axis represents the metrics used for measuring the SLA: max$_i$ $O^{thg}_i$, min$_i$ $O^{thg}_i$, average$_i$ $O^{thg}_i$ for the throughput SLA (blue and red in the figure) and max$_i$ $O^{lat}_i$, min$_i$ $O^{lat}_i$, average$_i$ $O^{lat}_i$ for the latency SLA (green and grey in the figure). We remind that these values are described in Section V-B1. The SLA is assumed respected when the value of these metrics is higher than 1 with a tolerance of 5% due to the QNetworks estimation errors. The x-axis represents the configuration indexes summarized in Table IV.

We adopted different bandwidth sizes from 20 MHz to 400 MHz, representing the maximum bandwidth defined by 5G NR specifications and corresponding to the usage of the mmWave bands. Moreover, in order to support the dynamic nature of the RAN environment, we varied the number of UEs, the number of slices per UE (1, 2, or 3 slices per UE), slices SLA and the MCS assigned to each UE (16 and 26 for medium and high channel quality, respectively). Figure 8 reveals that the slice’ SLAs are met for each configuration. We notice that the maximum and the minimum achieved SLA for throughput are greater than 1 (max$_i$ $O^{thg}_i$ > 1) and 0.94 (min$_i$ $O^{thg}_i$ > 0.94), respectively. This means that all the UEs have achieved their throughput SLA targets. We also notice that the latency SLAs are respected for all the configurations (i.e., min$_i$ $O^{lat}_i$ = 1).

Figures 10(a), 11(a), 12(a), 13(a), 14(a) compare the execution time needed by O-RS, DRL-RS to find a feasible solution for a bandwidth of 20MHz (configuration 1), 40 MHz (configuration 3), 100MHz (configuration 5) and 400MHz (configuration 7 and 8), respectively. The x-axis represents the number of UEs to be scheduled and the y-axis represents the execution time in milliseconds. The number of UEs is defined by $\beta$ while the throughput SLA for each UE will be $\text{Initial SLA} \div \beta$, where $\beta = 5 \times k$, with $k$ a positive integer; and $\text{Initial SLA}$ is the maximum possible throughput SLA in the given configuration. We observe that O-RS’s execution time is exponential by report to the number of UEs while DRL-RS take much less time to be executed. We notice that O-RS is not able to solve the problem instances with more than 30 UEs before the fixed time limit (50000 s). Figure 15 zoom out the execution time for Figure 14(a) to visualize the difference in execution time more clearly for smaller instances (number of UEs less than 30 UEs for O-RS plot). We notice that DRL-RS takes much less time to find a feasible solution (less than 1ms). Hence, we can say that DRL-RS is suitable for real-time scheduling.
Figures 10(b), 11(b), 12(b), 13(b), 14(b) compare the number of satisfied UEs when applying O-RS and DRL-RS on a bandwidth of 20MHz (configuration 1), 40MHz (configuration 3), 100MHz (configuration 5) and 400MHz (configuration 7 and 8), respectively. The x-axis represents the number of UEs to be scheduled, and the y-axis represents the number of satisfied UEs in terms of both throughput and latency. We observe that DRL-RS is able to fulfill the throughput and latency requirements of up to 50, 180, 130, 140, and 150 UEs out of 200 UEs in configuration 1, 3, 5, 7, and 8, respectively (we recall that configuration requirements are different IV).

To summarize, O-RS is able to derive the optimal solution for the proposed optimization problem. However, we observed that it takes exponential time regarding the number of UEs. DRL-RS is an approach to reducing the execution time. DRL-RS takes less than 1ms to find a feasible solution in different network configurations. Hence, DRL-RS is more suitable for real-time scheduling. Moreover, the DRL solution was able to select the numerology dynamically, preventing from using higher numerology when it is not needed (since the DRL-RS design allows the selection of numerology for each time slot).

CONCLUSIONS

In this paper, we modeled the radio resource allocation problem in 5G NR featuring network slicing and considering a mixed-numerology environment as a Mixed Integer Linear Program. We proved that the problem is NP-hard and proposed a DRL-based approach to solve it for big instances of the problem (i.e., when the number of UEs is higher than 50 and bandwidth size bigger than 40 MHz). Simulation results demonstrated the proposed approach’s efficiency and scalability in meeting the desired quality of service requirements. Indeed, DRL-RS can find feasible solutions for the radio resource management problem in a reasonable amount of time which makes it suitable for real-time scheduling. Besides, DRL-RS is energy efficient since it dynamically selects high numerology only when it is required in the context of multiple slices per UE. Future works will investigate the impact of numerology selection on the energy consumption deeply using a real 5G platform based on OpenAirInterface [23].
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