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Abstract—This paper addresses channel estimation for linear time-varying (LTV) wireless propagation links under the assumption of double sparsity i.e., sparsity in both the delay and the Doppler domains. Affine frequency division multiplexing (AFDM), a recently proposed waveform, is shown to be optimal (in terms of pilot overhead) for this problem. With both mathematical analysis and numerical results, the minimal pilot and guard overhead needed for achieving a target mean squared error (MSE) while performing channel estimation is shown to be the smallest when AFDM is employed instead of both conventional and recently proposed waveforms.
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I. INTRODUCTION

Sparsity is an important feature of wireless propagation channels that can be exploited to improve channel estimation performance and/or pilot overhead. In wireless communications systems operating in sub-6GHz frequency bands, sparsity is mostly associated with the delay domain and manifests itself, as in [1], [2], with a number of significant channel delay taps that is much smaller than the maximum delay spread. In high-mobility scenarios, such as communications to/from high-speed trains (HST) or fast-moving cars, sparsity extends also to the Doppler domain. In high-frequency bands, Doppler domain sparsity appears even at moderate transmitter-receiver relative velocity values.

Delay-Doppler sparsity is assumed in [3], and this sparsity is leveraged by performing channel estimation using compressed sensing methods. However, no study of the impact of sparsity on pilot overhead or on channel estimation performance is provided. In [4], a special case of delay-Doppler sparsity is adopted in which one Doppler shift per delay tap is assumed. This model, which is restrictive for real-world wireless propagation channels, is then used to derive a lower bound on the number of pilots needed for guaranteed sparse recovery. In [5], a similarly restrictive delay-Doppler sparsity model with one Doppler frequency shift per delay tap was assumed when comparing orthogonal frequency division multiplexing (OFDM) and orthogonal time frequency space (OTFS) in terms of the pragmatic capacity i.e., the mutual information of the virtual channel having at its input the constellation symbols excluding the pilot and guard symbols and at its output the detector soft-outputs. While this overhead-aware comparison constitutes a step forward, the restrictive sparsity model does not allow to do the comparison under realistic propagation conditions nor to devise pilot patterns with adjustable time and frequency densities for different delay-Doppler sparsity levels. Nonetheless, such works point towards the fact that some waveforms are more suited to take advantage of delay-Doppler sparsity than others. For instance, channel estimation overhead in OTFS cannot be significantly reduced when the channel exhibits more sparsity unless non-orthogonal pilot-data multiplexing is used as in [6]. For such a scheme, sparsity in the channel delay-Doppler response lessens inter-pilot and pilot-data interference. However, the use of iterative detection methods becomes necessary which not only makes this approach require high computational complexity but also makes it prone to error propagation. We thus restrict our work to the case of orthogonal resources for pilot and data symbols.

In that context, we compare channel estimation performance and pilot overhead requirements of affine frequency division multiplexing (AFDM) [7], [8], a newly proposed waveform based on the discrete affine Fourier transform (DAFT), to those of OFDM, OTFS and single-carrier modulation (SCM).

Contributions

i) A statistical definition of delay-Doppler sparsity is provided. It is sufficiently general to cover at least three relevant types of delay-Doppler sparsity profiles. ii) This definition is used to get the statistical properties of the minimal pilot overhead needed for channel estimation. iii) Using these properties, closed-form asymptotic results for the average minimal pilot overhead of different waveforms are derived in the limit of a large communications frame size showing AFDM superiority.

Notations

Bernoulli(p) is the Bernoulli distribution with probability p and B(n, p) is the binomial distribution with parameters (n, p). If \( A \) is a set, \( |A| \) stands for its cardinality. For any real number \( x \), \( (x)_+ \) stands for \( \max(x, 0) \). The set of all integers between \( l \) and \( m \) (including \( l \) and \( m \)) is denoted \( [l..m] \). For a matrix \( M \), \( [M]_c \) stands for the c-th column. The ceiling operation is denoted as \( \lceil . \rceil \) and the floor operation as \( \lfloor . \rfloor \). The modulo \( N \) operation is denoted as \( \%N \).

II. BACKGROUND: AFDM

In AFDM, modulation is achieved through the use of DAFT. DAFT is a discretized version [9] of the affine Fourier transform (AFT) [7], [10] with chirp \( e^{-\jmath 2\pi(c_2 k^2 + \frac{1}{2}kn + c_1 n^2)} \).
as its kernel, where $c_1$ and $c_2$ are parameters that we adjust depending on the delay-Doppler characteristics of the channel. Consider a set of quadrature amplitude modulation (QAM) symbols denoted $\{x_k\}_{k=0\ldots N-1}$. AFDM employs inverse DAFT (IDAFT) to map $\{x_k\}_{k=0\ldots N-1}$ to $\{s_n\}_{n=0\ldots N-1}$ as follows:

$$s_n = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} x_k e^{2\pi i (c_2 k^2 + \frac{1}{2} kn + c_1 n^2)}, n = 0 \ldots N - 1$$  \hspace{1cm} (1)

with the following so called chirp-periodic prefix (CPP)

$$s_n = s_{N+n} e^{-2\pi i c_1 (N^2 + 2Nn)}, n = -L_{\text{CPP}} \ldots -1$$  \hspace{1cm} (2)

where $L_{\text{CPP}}$ denotes an integer that is greater than or equal to the number of samples required to represent the maximum delay of the wireless channel. The CPP simplifies to a cyclic prefix (CP) whenever $2c_1N$ is integer and $N$ is even, an assumption that will be considered to hold from now on.

### III. System Model

#### A. Doubly sparse linear time-varying (DS-LTV) channels

Consider the following model of the variation with respect to the time index $n$ of the complex gain $h_{l,n}$ of the $l$-th path of a LTV channel with $L$ paths

$$h_{l,n} = \sum_{q=-Q}^Q \alpha_{l,q} e^{2\pi i \frac{q}{N} n}, l = 0 \ldots L - 1, n = 0 \ldots N - 1$$  \hspace{1cm} (3)

Note that this model is an on-grid approximation of a time-varying channel: the Doppler shifts are integer valued when normalized with the resolution associated with the transmission duration. This model is just a first approximation used to make the presentation of the results and the mathematical proofs easier to follow. The case with off-grid Doppler frequency shifts will make the subject of a future work. The received samples after transmission over the channel are

$$r_n = \sum_{l=0}^{L-1} s_{n-l} h_{l,n} + w_n, \quad n = 0 \ldots N - 1$$  \hspace{1cm} (4)

where $w_n \sim CN\left(0, \sigma^2_w\right)$ represents the i.i.d. Gaussian noise process. After discarding the CPP and assuming that $L - 1 \leq L_{\text{CPP}}$, the DAFT domain output symbols are

$$y_k = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} r_n e^{-2\pi i \frac{c_2 k^2}{N} + \frac{1}{2} kn + c_1 n^2}, k = 0 \ldots N - 1$$

$$= \sum_{l=0}^{L-1} \sum_{q=-Q}^Q \alpha_{l,q} e^{2\pi i \frac{q}{N} (Nc_1 l^2 - nl + Nc_2 (n^2 - k^2))} s_n + \tilde{w}_k,$$  \hspace{1cm} (5)

where the second equality is obtained using the input-output relation given in [7], $\tilde{w}_k$ is i.i.d. and $\sim CN\left(0, \sigma^2_w\right)$ where $n = (k - q + 2Nc_1 l) N$. Note how the Doppler components of delay taps are mixed in the DAFT domain in such a way that a path occupying the $(l, q)$ grid point in the delay-Doppler domain appears as a $q - 2Nc_1 l$ shift in the DAFT domain. We assume that the complex gains $\alpha_{l,q}$ follow a Bernoulli-Gaussian distribution [11], [12] with respect to the hidden binary random variables $\{I_{l,q}\}_{l=0\ldots L-1, q=-Q\ldots Q}$ ($I_{l,q}$ takes the value one in the event that $\alpha_{l,q} \neq 0$ and the value zero otherwise) which are assumed to adhere to the following assumption. First define the events $I_{l,q} = 1$ and $I_{l,q} = 0$ for $(l, q) \in \{0, L - 1\} \times \{-Q\ldots Q\}$.

### Assumption 1.

For any $(l_1, q_1), \ldots, (l_T, q_T) \in \{0, L - 1\} \times \{-Q\ldots Q\}$ such that $(s.t.) l_1 \neq l_T$ and $q_s \neq q_t$ for any distinct $s, t \in [1, T]$, random variables $\{I_{l_1, q_1}\}_{l=1\ldots T}$ are mutually independent. Also, $\mathbb{P}[I_{l,q} = p_{\text{D}}]$ and $\mathbb{P}[I_{l,q} = 1 - p]{_{\text{D}}}$ for all $(l, q) \in \{0, L - 1\} \times \{-Q\ldots Q\}$.

Define $\sigma^2_a = \mathbb{E}\left[|\alpha|_q|^2|I_{l,q} = 1\right]$. The case with delay dependent conditional variances will be addressed in the future.

Channel power normalization $\sum_{l=0}^{L-1} \sum_{q=-Q}^Q \mathbb{E}\left[|\alpha|_q|^2\right] = 1$ is obtained under Assumption 1 by $\sigma^2_a = \frac{1}{p_{\text{D}} L - 1}$. In order to have more insight into the assumption, we give the following definitions of three types of delay-Doppler sparsity satisfying the assumption. The proof that these types satisfy indeed Assumption 1 is given by Lemma 1.

### Definition 1.

[Figure 1-(a)] We say that a DS-LTV channel has a type-1 delay-Doppler sparsity if there exist $0 < p_{\text{D}}, p_{\text{D'}} < 1$ and $L + 2Q + 1$ mutually independent random variables $\{I_{l,q}\}_{l=0\ldots L-1, q=-Q\ldots Q}$ such that $I_{l,q} = I_{l,q}^1$, $I_{l, q}^1 \sim \text{Bernoulli}(p_{\text{D}})$ and $I_{l, q}^1 \sim \text{Bernoulli}(p_{\text{D'}})$ for any $(l, q)$.

Note that according to Definition 1, $\mathbb{E}[\sum_q I_{l,q}] = p_{\text{D}} L$ is the mean number of active delay taps of the channel and can be thought of as the delay domain sparsity level while $\mathbb{E}[\sum_q I_{l,q}^1] = p_{\text{D'}} (2Q + 1)$ is the mean number of active Doppler bins and is thus the Doppler domain sparsity level.

### Definition 2.

[Figure 1-(b)] We say that a DS-LTV channel has a type-2 delay-Doppler sparsity if there exist $0 < p_{\text{D}}, p_{\text{D'}} < 1$ and $L + 2Q + 1$ mutually independent random variables $\{I_{l,q}\}_{l=0\ldots L-1, q=-Q\ldots Q}$ such that $I_{l,q} = I_{l,q}^1$, $I_{l,q}^1 \sim \text{Bernoulli}(p_{\text{D}})$ and $I_{l,q}^1 \sim \text{Bernoulli}(p_{\text{D'}})$ for any $(l, q)$.

Delay domain sparsity level under type-2 delay-Doppler sparsity is still equal to $p_{\text{D}} L$ as under type-1 sparsity. However, $\mathbb{E}[\sum_q I_{l,q}^1] = p_{\text{D'}} (2Q + 1)$ is now the Doppler sparsity level per delay bin and not the “total” Doppler domain sparsity level.

### Definition 3.

[Figure 1-(c)] We say that a DS-LTV channel has a type-3 delay-Doppler sparsity if there exist $0 < p_{\text{D}}, p_{\text{D'}} < 1$ and $L + 2Q + 1$ random variables $\{I_{l,q}\}_{l=0\ldots L-1, q=-Q\ldots Q}$ such that $I_{l,q} = I_{l,q}^1$ and any $I_{l_1}^1$ (resp. $I_{l_2}^1$) is independent from any $I_{l_2}$ (resp. $I_{l_1}^1$) for any $l_1 \neq l_2$. Also, there exist an integer $1 \leq R < Q$ such that $\frac{R}{Q - R} = p_{\text{D}}$ and $L$ mutually independent random variables $\{\Xi_l\}_{l=0\ldots L-1}$ each uniformly distributed on $[-Q + \left[\frac{R}{Q - R}\right] \ldots -Q - \left[\frac{R}{Q - R}\right]]$ such that for any $l \in [0, L - 1]$, $\xi \in [-Q + \left[\frac{R}{Q - R}\right] \ldots -Q - \left[\frac{R}{Q - R}\right]]$

$$\mathbb{P}[I_{l,q}^1 = 1|\Xi_l = \xi] = \begin{cases} 1, & -\frac{R}{Q} < \xi \leq \frac{R}{Q} \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (6)

Note that the above definition associates with each active delay tap a cluster of Doppler bins of cardinality $R$ and that
random variable $\xi^{(l)}$ represents the (random) value of the center frequency of the Doppler cluster of delay tap $l$.

**Lemma 1.** DS-LTV channels with type-1, type-2 or type-3 delay-Doppler sparsity satisfy Assumption 1.

**Proof.** The proof of Lemma 1 is provided in Appendix A in the case of type-3 delay-Doppler sparsity. The same arguments can be applied for the other two types of sparsity profiles.

The above models are not exhaustive. For instance, block sparsity can be extended to the delay domain. Furthermore, each model can be extended by removing the on-grid approximation. In that case, $I_{l,q}$ will only represent the closest grid point in the delay-Doppler domain to a channel path instead of representing the path itself. Nonetheless, the three models capture important features of wireless channels in high frequency bands that are subject to user mobility.

**B. DS-LTV channel estimation**

Let $\alpha \triangleq [\alpha_{l,q}]_{(l,q)\times 1}$, $\alpha_{l,q} = 1$ designate the vectorized form of the unknown channel gains associated with active delay-Doppler components. Let $\mathcal{P} \subset \{0..N-1\}$ designate the indexes of the $M(2)c_1|N(L-1)+2Q+1)$ received samples associated with $M$ DAFT domain pilots (see Figure 2) and define $y_p \triangleq [y_k]_{k \in \mathcal{P}}$ as the vectorized form of those received samples. Referring to (5), we can write

$$y_p = \Lambda_p M A_{\alpha} \alpha + w_p$$

(7)

where $[M]_{(2Q+1)+Q+1+1} = \Phi \Delta_q \Pi \Phi^H x_p$, $x_p$ is a $N$-long vector with entries equal to $p_1, \ldots, p_M$ (see Figure 2) at the indexes of pilot symbols and to zero elsewhere, and $w_p \triangleq [\hat{w}]_{k \in \mathcal{P}}$. Here, $\Lambda_p$ is the $|\mathcal{P}| \times N$ matrix that chooses from a $N$-long vector the entries corresponding to $\mathcal{P}$, $A_{\alpha}$ is the matrix that augments $\alpha$ with zeros corresponding to $I_{l,q} = 0$ resulting in a $L(2Q+1)$-long vector $A_{\alpha} \alpha$, $\Delta_q = \text{diag}(e^{j2\pi qn}, n = 0 \ldots N-1)$, $\Pi$ is the $N$-order permutation matrix, $\Phi = A_{\alpha} F_N A_{\alpha}$ and $F_N$ is the $N$-order discrete Fourier transform (DFT) matrix. The minimum mean squared error (MMSE) estimate, $\hat{\alpha}$, of $\alpha$ based on $y_p$ is given by [13]

$$\hat{\alpha} = \sigma_n^2 (\sigma_n^2 M_p^H M_p + \sigma_w^2 I)^{-1} M_p^H y_p.$$ 

(8)

Note that the knowledge of the delay-Doppler profile (DDP) i.e., of $\{I_{l,q}\}_{l=0..L-1, q=-Q..Q}$ at the receiver side is here assumed. This bears similarities with the knowledge of the power delay profile (PDP) for linear time-invariant (LTI) channel estimation [14]. The case where the DDP is not known will be addressed in future works using appropriate tools such as compressed sensing (CS) [3], [15].

For any $(l,q)$ satisfying $I_{l,q} = 1$, define $\hat{\alpha}_{l,q}$ as the corresponding entry of vector $\hat{\alpha}$. For any $(l,q) \in \{0..L-1\} \times \{-Q..Q\}$ such that $I_{l,q} = 0$, set $\hat{\alpha}_{l,q} = 0$. Finally, define

$$\hat{h}_{l,n} \triangleq \sum_{q=-Q}^{Q} \hat{\alpha}_{l,q} e^{j2\pi \frac{qn}{L}}, \quad n = 0, \ldots, N - 1.$$ 

(9)

as the resulting MMSE estimate of $h_{l,n}$. In what follows we give indications on how to set $M$ and $c_1$ based on the delay-Doppler sparsity level of the channel so that the minimal pilot overhead needed to guarantee a vanishing (with respect to an increasing signal-to-noise ratio (SNR)) mean squared error (MSE) $\mathbb{E}[\sum_{l=0}^{L-1} \sum_{n=0}^{N-1} |h_{l,n} - \hat{h}_{l,n}|^2] = \mathbb{E}[\|\hat{\alpha} - \alpha\|^2]$. 

**IV. AFDM PARAMETERS SETTING FOR TRANSMISSION OVER DS-LTV CHANNELS**

Let $u_{\text{DFT}}^{(l,q)}$ be the individual DAFT domain impulse response of the part of the channel associated with delay-Doppler component $\alpha_{l,q}$. Since $[0..L-1] \times \{-Q..Q\}$ in the delay-Doppler domain maps to an interval in the DAFT domain that is either $[-Q\ldots 2|c_1|N(L-1)+Q]$ if $c_1$ is negative or $[-Q - 2|c_1|N(L-1)\ldots Q]$ if $c_1$ is positive, the latter interval is the support of $u_{\text{DFT}}^{(l,q)}$. We designate by $\text{DAFT domain representation of the channel}$ the collection $\{u_{\text{DFT}}^{(l,q)}\}_{(l,q)\in\{0..L-1\} \times \{-Q..Q\}}$ of all individual DAFT domain impulse responses. Figure 3-(a) shows the DAFT domain representation of a channel in the case $c_1 = \frac{1}{2N}$ while Figure 3-(b) shows that representation when $c_1 = -\frac{1}{2N}$. In what follows we restrict $c_1$ to be negative without loss of generality. Define the random variable $X_k \triangleq |\{(l,q) \in \{0..L-1\} \times \{-Q..Q\}, I_{l,q} = 1, q = 2c_1 N l = k\}|$ for any $k \in \{-Q\ldots 2|c_1|N(L-1)+Q+1\}$, i.e., $X_k$ is the number of non-zero components $\alpha_{l,q}$ appearing at index $k$ in the DAFT domain representation. It is also the number of terms in the mixture of complex sinusoids that constitute the sample $y_k$ in (5) and is thus closely related to pilot
overhead and channel estimation performance. For instance, under a given channel realization, the minimal number of DAFT domain pilots needed for full identification i.e., for the measurement matrix $M_p$ in (7) to have full column rank, should be at least equal to $\max_k |\{-Q..2\}c_1|N(L-1)+Q+1\right\}X_k$. We will also show that the distribution of $X_k$ affects directly the MSE of $\alpha$. This is why we examine in what follows that probability distribution. First, by referring to the signal relation in (5) we can see that with "enough" sparsity i.e., if the number of nonzero channel components is sufficiently smaller than the support $[-Q..2c_1|N(L-1)+Q+1\}$ of the channel DAFT domain representation, it is unlikely that $X_k$ takes large values and hence it is unlikely that a large number of DAFT domain pilots would be needed to get a target estimation error performance. This can be seen from Figure 3 where $\max_k X_k = 3$ when $|c_1| = \frac{1}{2\pi}$ and $\max_k X_k = 1$ when $|c_1| = \frac{2}{2\pi}$. The following lemma and the ensuing theorem give a rigorous confirmation of the above intuition.

Lemma 2. For $c_1 = -\frac{P}{2\pi N} (P \in \mathbb{N}^*)$ and any $k \in [-Q..2c_1|N(L-1)+Q|]$, the complementary cumulative distribution function (CCDF) of $X_k$ under Assumption 1 is upper-bounded by the CCDF of $B(2\lfloor \frac{\pi}{P} \rfloor + 1, p_\alpha D)$.

Proof. The proof of Lemma 2 is provided in Appendix B. □

For tractability and more insights, the asymptotic regime for $N, L, Q$ defined by the following assumption will be helpful. Note that the numerical results given in Section V are not asymptotic but are obtained with finite values of $N, L, Q$.

Assumption 2. $L = O(K), Q = O(K), p_d L = O\left(K^{\kappa_d}\right)$ and $p_d (2Q + 1) = 0\left(K^{\kappa_D}\right)$ for some $\kappa_d, \kappa_D \in [0, 1]$.

Remark 1. Assuming $L = O(K) \text{ and } Q = O(K) \text{ implies that } N = O(K^{2})$. Indeed, assuming that the maximum delay $L$ increases to infinity as $K$ implies that the transmission bandwidth increases at the same rate. Also, assuming that the maximum Doppler shift $Q$ increases as $K$ implies that the transmission duration increases at the same rate. Therefore, the frame size in samples i.e., $N$, increases as $K^2$.

Theorem 1. Under Assumption 2 and the conditions of Lemma 2, if we set $P$ s.t. $(L-1)P + 2Q + 1 = O(p_d L p_D (2Q + 1))$ then DAFT domain pilot overhead needed for the MSE $\mathbb{E}[\Vert \hat{\alpha} - \alpha \Vert^2] \text{ to tend to zero as } K \to \infty \text{ and } \sigma^2_w \to 0$ is $O(K^{\kappa_d + \kappa_D})$.

Proof. A sketch of the proof is given in Appendix C. □

Remark 2. Theorem 1 implies that AFDM is order-optimal in terms of channel estimation overhead for DS-LTV channels since the total overhead needed for vanishing channel estimation MSE has the same asymptotic order as the smallest possible overhead which is equal to the average number of unknowns and thus to $\mathbb{E}[\{l, q \in [0..L-1] \times [-Q..Q]\mid I_{l,q} = 1\}] = p_d L p_D (2Q + 1) = O\left(K^{\kappa_d + \kappa_D}\right)$. This optimality of AFDM is confirmed by the comparison done in the following section of its channel estimation overhead and channel estimation error performance to that required by OFDM, OTFS and SCM.

V. NUMERICAL RESULTS

For a $N$-long SCM transmission, estimating $\alpha$ requires a minimal number $\hat{M}_{\min}$ of time domain pilots dispersed throughout the frame and each with $2(L-1)$ guard samples [16] as shown in Figure 4. Using the same arguments as in the proof of Theorem 1 gives $\mathbb{E}[\hat{M}_{\min}] = p_d (2Q + 1)$ resulting in a total overhead of $2p_d (2Q + 1)(L-1) = O(K^{1+\kappa_D})$. As for the $N$-long OFDM frame of Figure 5, a minimal number $M_{\min}$ of OFDM symbols each costing $L-1$ in CP overhead needs each to contain a minimal number $\hat{M}_{\min}$ of pilot subcarriers each with $4Q_0$ guard subcarriers [17]. If the frame contains at least $2Q + 1$ OFDM symbols, the Doppler shifts experienced within each of them is purely fractional and $Q_0$ is a constant that can be set to achieve a target low level of data-pilot interference ($Q_0 = 1$ in the figure). If $M_{\min}(4Q_0 + 1)$ exceeds the size of the OFDM symbol, the whole symbol is made into pilots and there is no need for its length to exceed $L$. Again, the arguments of the proof of Theorem 1 can be used to show that $\mathbb{E}[\hat{M}_{\min}] = p_d L$ and $\mathbb{E}[\hat{M}_{\min}] = p_d (2Q + 1)$. The total pilot overhead is thus $p_d (2Q + 1)(L-1 + \min(L, p_d L (4Q_0 + 1))) = O(K^{1+\kappa_D})$. OTFS with orthogonal data-pilot resources [18] requires as shown in Figure 6 at least $\min(4Q + 1, N_{\text{otfs}}) \times \min(2L - 1, M_{\text{otfs}}) = O(K^2)$ pilot samples irrespective of sparsity level.

In Figure 7 channel estimation MSE of AFDM and OFDM
are compared. We used 100 realizations of channels having a type-1 delay-Doppler sparsity for all simulations presented in this section with $N = 8192$, $L = 60$, $Q = 15$ (corresponding to a 12 MHz transmission at a 70 GHz carrier frequency, a relative moving speed of 340 km/h and a delay spread of 5 $\mu$s) and $p_d = 0.2$. In solid lines, the number of AFDM pilots and $\tilde{M}$ of OFDM pilots were set in each channel realization a certain amount above $\tilde{M}_{\min}$ and $M_{\min}$ respectively to get a $10^{-3}$ MSE at SNR = 20 dB. The dashed line is the MSE of OFDM with $\tilde{M}$ reduced to make pilot overhead equal to that of AFDM. As dictated by Theorem 1, in Figure 7-(a) where $p_d = 0.2$ AFDM with $P = 1$ has the lowest overhead with $E[M] = 7$ while it is AFDM with $P = 2$ and $E[M] = 7$ in Figure 7-(b) where $p_d = 0.3$.

In Figure 8, the average pilot overhead needed to achieve the target MSE is plotted for different values of $p_d$ while $p_d = 0.2$. As expected, the gain with respect to OFDM, SCM and OTFS is the largest when sparsity is the highest. When there is no sparsity ($p_d$ close to 1), performance measures other than pilot overhead can be used e.g., diversity order or channel delay-Doppler components separability. AFDM has been shown to achieve the optimal diversity order of LTV channels [7] in the general case irrespective of sparsity.

**VI. CONCLUSIONS**

Channel estimation for doubly dispersive wireless links that are sparse in both the delay and the Doppler domains was addressed. A special focus was given to the minimal pilot overhead required by different waveforms to achieve a target error performance while solving that problem. AFDM was shown to be optimal with respect to that performance measure when compared to SCM, OFDM and OTFS using both mathematical analysis and numerical results. Future work will address the problem without the on-grid approximation and provide numerical results and theoretical analysis for the problem in a compressed-sensing setting.

**APPENDIX A
PROOF OF LEMMA 1**

**Proof.** We will only prove the independence of events $I_{1,\ldots,q_1}$, $I_{l_2,q_2}$ for the case $T = 2$. The independence of $I_{1,\ldots,q_1}, I_{l_2,q_2}$ and of $I_{1,\ldots,q_1}, I_{l_2,q_2}$ and the result in the case $T > 2$ follow similarly. Indeed, for a type-3 delay-Doppler sparsity

$$
\Pr[I_{1,\ldots,q_1}, I_{l_2,q_2}] = \Pr[I_{1,\ldots,q_1}, I_{l_2,q_2} = 1] = \Pr[I_{1,\ldots,q_1}] \Pr[I_{l_2,q_2}] = \Pr[I_{1,\ldots,q_1} = 1] \Pr[I_{l_2,q_2} = 1] = \Pr[I_{1,\ldots,q_1}] \Pr[I_{l_2,q_2}]
$$

This proves that type-3 channels satisfy the independence part of Assumption 1. Proving $\Pr[I_{l,q} = p_d] = p_d$ follows from the fact that $\Pr[I_{l,q}] = \Pr[I_{l}] = \Pr[I_{q}] = 1$ with $p_d$ due to Definition 3 and $\Pr[I_{l}, I_{q}] = \Pr(I_{l} \cap I_{q}) = \Pr(I_{l}) \Pr(I_{q}) = p_d$ due to the uniform distribution.

**APPENDIX B
PROOF OF LEMMA 2**

**Proof.** We only consider $P = 1$. The proof for $P > 1$ follows the same arguments. For any $k \in [-Q..-1+Q]$, define

$$
Q_k \triangleq \{l \in [0..L-1] \mid q \in [0..Q], q+l = k\}
$$

$$\left[k-Q..k+Q\right] \triangleq \left[k_{\max..k_{\min}}\right]$$

For any $M \in [0..2Q+1]$ define $L_{k,M} \triangleq \frac{Q_k}{M}$ as the set of all $M$-size subsets of $Q_k$. Then $|L_{k,M}| = \binom{|Q_k|}{M}$ and $|X_k = M| = \Pr[\bigcup_{l_k \in L_{k,M}} \bigcap_{i \in l_k} \mathcal{I}_{l,i-k}]$

$$
= \sum_{l_k \in L_{k,M}} \Pr[\bigcap_{i \in l_k} \mathcal{I}_{l,i-k}] \bigcap_{i \in Q_k} \bigcap_{i \in l_k} \mathcal{I}_{l,i-k}
$$

$$
= \sum_{l_k \in L_{k,M}} \prod_{i \in l_k} \Pr[\mathcal{I}_{l,i-k}] \prod_{i \in Q_k} \Pr[\mathcal{I}_{l,i-k}]
$$
where the second equality follows because the terms of the union are all disjoint events and where the third equality is due to the independence property established by Assumption 1 (in each term of the sum in the right-hand side of the second equality in (12), each pair of events is either (\(T_1,q_1, T_2,q_2\)) or (\(T_1,q_1, T_2,q_2\)) with \(l_1 \neq l_2\) and \(q_1 \neq q_2\).

If \(k \in [Q..Q+1]\), \(l_{k,\min} = k - Q\) and \(l_{k,\max} = k + Q\) i.e., \(|Q_k| = 2Q + 1\) and |\(Q_k \setminus \{l_1, l_2, \ldots, l_M\}\)| = \(2Q + 1 - M\) as shown in Figure 9-(a). Since \(P[|l_{1,-k}| = p_{0,PD}\) and \(P[|l_{1,-k}| = 1 - p_{0,PD}\) due to Assumption 1, we get

\[
P[X_k = M] = \left(\frac{2Q + 1}{M}\right) P[|l_{0,PD}|] (1 - P[|l_{0,PD}|])^{2Q + 1 - M}.
\]

Thus, \(\forall k \in [Q..Q+1], X_k \sim B(2Q + 1, P[|l_{0,PD}|])\). If \(F(n, k, p)\) is the cumulative distribution function (CDF) of \((n, p)\) then

\[
P[X_k > M] = 1 - F(2Q + 1, M, p_{0,PD}), \quad \forall k \in [Q..Q+1].
\]

If \(k \in [-Q..Q+1] \cup [Q..Q+1]\) then \(l_{k,\min} = k - Q\) and \(l_{k,\max} = k + Q\) cannot be both satisfied and \(|Q_k| < 2Q + 1\) as shown in Figure 9-(b). Define \(p_k \triangleq |Q_k|\). Either \(p_k < M\), in which case \(|Q_k \setminus \{1, 2, \ldots, M\}| = p_k - M\) and

\[
P[X_k = M] = \left(\frac{p_k}{M}\right) P[|l_{0,PD}|] (1 - P[|l_{0,PD}|])^{p_k - M}.
\]

We thus have \(X_k \sim B(p_k, P[|l_{0,PD}|])\) leading to

\[
P[X_k > M] = 1 - F(p_k, M, p_{0,PD}) \leq 1 - F(2Q + 1, M, p_{0,PD}) \quad \forall k \in [-Q..Q+1] \cup [Q..Q+1].
\]

The inequality in (16) follows from the decreasing monotonicity property in \(n\) of the CDF of the binomial distribution \(B(n, k, p)\). Combining (14) and (16) gives us a uniform upper bound on the CCDF of \(X_k\) for any \(k \in [-Q..Q+1]\).

**APPENDIX C**

**SKETCH OF THE PROOF OF THEOREM 1**

**Proof.** Set \(M = O(1)\). Using Lemma 2 and Chernoff’s bound applied to \(B\left(2\left(\frac{Q}{2}\right) + 1, P[|l_{0,PD}|]\right)\) it can be shown that \(P[X_k > M] = O\left(\frac{1}{K}\right)\). Next, define \(\Delta_{l,q} \triangleq |\alpha_{l,q} - \hat{\alpha}_{l,q}|\), \(k_{l,q} \triangleq q - 2c_1NL\) and note that the MSE writes now as

\[
\sum_{l=0}^{L-1} \sum_{q=-Q}^{Q} E[\Delta_{l,q}^2] + \sum_{l=0}^{L-1} \sum_{q=-Q}^{Q} E[\Delta_{l,q}^2 | I_{l,q} = 0] P[I_{l,q} = 0] + \sum_{l=0}^{L-1} \sum_{q=-Q}^{Q} E[\Delta_{l,q}^2 | I_{l,q} = 1, X_{k,l,q} \leq M] P[I_{l,q} = 1, X_{k,l,q} \leq M] + \sum_{l=0}^{L-1} \sum_{q=-Q}^{Q} E[\Delta_{l,q}^2 | I_{l,q} = 1, X_{k,l,q} > M] P[I_{l,q} = 1, X_{k,l,q} > M].
\]

(17)

The first term in the right-hand side of (17) is zero. The second and third terms can be bounded uniformly in \((l, q)\) using Lemma 2 and the properties of the MMSE estimator (the two bounds are different since the measurement matrix of the partial problem of MMSE estimating the \(X_{k,l,q}\) unknowns from \(M\) measurements is rank-deficient in the third term) in a way that there exists a constant \(C\) such that \(\sum_{l=0}^{L-1} \sum_{q=-Q}^{Q} E[\Delta_{l,q}^2] \leq C(\sigma_w^2 + \frac{1}{\kappa})\) holds for \(K\) large enough \(\forall \sigma_w^2\) proving that the MSE tends to zero when the number of pilots \(M_{\min} = O(1)\).

This number of pilots, each costing \((L-1)P+2Q+1\) samples, results since \(P = O(K^{\kappa_d + K_D})\) in a total overhead \(M_{\min} ((L-1)P+2Q+1) = O(K^{\kappa_d + K_D})\).
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