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Abstract

Randomized sketches of a tensor product of p
vectors follow a tradeoff between statistical ef-
ficiency and computational acceleration. Com-
monly used approaches avoid computing the
high-dimensional tensor product explicitly, re-
sulting in a suboptimal dependence of O(3p) in
the embedding dimension. We propose a sim-
ple Complex-to-Real (CtR) modification of well-
known sketches that replaces real random projec-
tions by complex ones, incurring a lower O(2p)
factor in the embedding dimension. The out-
put of our sketches is real-valued, which renders
their downstream use straightforward. In particu-
lar, we apply our sketches to p-fold self-tensored
inputs corresponding to the feature maps of the
polynomial kernel. We show that our method
achieves state-of-the-art performance in terms of
accuracy and speed compared to other random-
ized approximations from the literature.

1 INTRODUCTION

Randomized linear sketching (Woodruff, 2014) is a com-
putationally efficient method for dimensionality reduction,
where an input point x ∈ Rd is multiplied by a random D-
by-d matrix S to yield a low-distortion embedding. When
D ≪ d, the sketched data is more compact, accelerating
downstream learning algorithms with statistical guarantees.
It is well-known that an optimal choice of S requires an
embedding dimension D = Θ(log(1/δ)ϵ−2) to guarantee
that ∥Sx∥2 lies within (1±ϵ) ∥x∥2 with probability at least
1− δ (Larsen & Nelson, 2017).

Here we consider sketches of tensor products ⊗p
i=1xi for

some arbitrary vectors x1 ∈ Rd1 , . . . ,xp ∈ Rdp . Storing
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⊗p
i=1xi takes O(

∏p
i=1 di) memory and becomes infeasi-

ble when p or {di}pi=1 are moderately large, impeding the
construction of an explicit sketch. To solve this problem,
implicit sketching methods have been developed in the past
(e.g., Kar & Karnick, 2012; Pham & Pagh, 2013) that com-
pute S(⊗p

i=1xi) without ever forming ⊗p
i=1xi.

Sketches for tensor products have been successfully ap-
plied to compress deep neural networks for the tasks of
fine-grained visual recognition (Gao et al., 2016) and multi-
modal fusion (Fukui et al., 2016). Furthermore, when con-
sidering the special case of self-tensored inputs (we set
x := x1 = · · · = xp), then ⊗p

i=1xi corresponds to
the feature map of the polynomial kernel. For two inputs
x,y ∈ Rd, the sketch thus yields a randomized approxima-
tion k̂(x,y) = (S(⊗p

i=1x))
⊤S(⊗p

i=1y) of the polynomial
kernel k(x,y) = (x⊤y)p. This observation connects these
sketching methods to random feature maps originally pro-
posed for shift-invariant kernels (Rahimi & Recht, 2007).
Polynomial kernels are among the most popular kernels
and have proven effective in applications such as natural
language processing (Goldberg & Elhadad, 2008), recom-
mender systems (Rendle, 2010), and genomic data anal-
ysis (Aschard, 2016). Moreover, more general dot prod-
uct kernels can be formulated as a positively weighted sum
of polynomial kernels through a Taylor expansion (Kar &
Karnick, 2012). An extended version of this expansion also
exists for the Gaussian kernel (Cotter et al., 2011).

Although it is of high interest to accelerate the aforemen-
tioned applications via sketching, commonly used methods
proposed in the past require a suboptimal embedding di-
mension D = O(3p log(1/δ)ϵ−2) as shown by Avron et al.
(2014) and Ahle et al. (2020, Appendix A.2), thus trading
statistical efficiency for computational accelerations. Ahle
et al. (2020) improve the dependence on p to polynomial by
composing well-known base sketches, but require a more
expensive meta-algorithm (Song et al., 2021).

In this work, we address this issue from another angle by
studying simple complex-valued modifications of existing
sketches. These can yield much lower variances as shown
in Wacker et al. (2022), but may render a downstream task
such as ridge regression more expensive due to linear al-
gebra operations being applied to complex data. More-
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over, Wacker et al. (2022) do not provide guarantees on
the preservation of the L2-norm, nor do they provide an in-
tuitive explanation for the improved statistical properties of
such sketches. In this sense, our work continues where the
previous work falls short. We show that complex sampling
distributions have smaller higher-order moments than real-
valued analogs while also yielding valid sketches, and we
provide an in-depth analysis of resulting theoretical guaran-
tees. We further show that a concatenation of the real and
imaginary parts of a complex sketch inherits its statistical
advantages and we call the real-valued result a Complex-
to-Real (CtR) sketch. CtR-sketches are simple to construct
and can be used in any downstream task without requiring
the model to handle complex data.

More precisely, we make the following main contributions:
1) In Section 3.1, we show that complex sketches preserve
the L2-norm of an input vector using only D = O(2p) in-
stead of D = O(3p) required by their real analogs, while
explaining the intuition for this improvement. 2) In Sec-
tion 3.2, we show that these results readily extend to CtR-
sketches resulting in the same guarantees for the approxi-
mate matrix product. 3) In Section 3.3, we focus on poly-
nomial kernels and derive the variances of kernel approx-
imations obtained through CtR-sketches, while comparing
them against real-valued analogs. 4) In Section 6, we em-
pirically compare a newly developed structured CtR-sketch
against the state-of-the-art.

We made the code for this work publicly available.1

2 PRELIMINARIES

Notation We denote the tensor product of two vectors
a, b as a ⊗ b = vec(ab⊤). For p vectors {ai}pi=1, we
use ⊗p

i=1ai. In particular, we write a⊗p := ⊗p
i=1a when

this operation is applied to a vector with itself. For two
matrices A,B, we denote their element-wise product as
A ⊙ B. When they are positive semi-definite (psd), we
write A ⪯ B if B − A is psd. The Frobenius norm is
defined as ∥A∥F = (

∑
i,j A

2
i,j)

1/2. For a random variable
X , we denote its expected value by E[X] and its variance
by V[X]. Its Lt-norm is ∥X∥Lt = E[|X|t]1/t for t ≥ 1.

We define i :=
√
−1. The real-valued standard nor-

mal distribution is defined as N (0, I), and the com-
plex one as CN (0, I). The real Rademacher distribution
is denoted by Unif({1,−1}), and the complex one by
Unif({1,−1, i,−i}). A Rademacher vector has its ele-
ments drawn i.i.d. from the Rademacher distribution.

Polynomial kernel In this work, we consider polynomial
kernels of the form

k(x,y) = (γx⊤y + ν)p (1)

1https://github.com/joneswack/dp-rfs

for some x,y ∈ Rd, where γ, ν ≥ 0 and p ∈ N. Both
parameters γ and ν can be absorbed by the input vec-
tors by setting x̃ := (

√
γx⊤,

√
ν)⊤ ∈ Rd+1 and ỹ :=

(
√
γy⊤,

√
ν)⊤ ∈ Rd+1. Therefore, without loss of gener-

ality, we assume the kernel to be homogeneous, i.e., it can
be written as

(γx⊤y + ν)p = (x̃⊤ỹ)p = (x̃⊗p)⊤ỹ⊗p. (2)

Although its feature maps x̃⊗p, ỹ⊗p can be computed ex-
plicitly, they are (d+ 1)p-dimensional and therefore infea-
sible to construct when d or p are large. For n data points,
applying the kernel trick costs at least O(n2) and is not pos-
sible when n is large. This makes randomized sketching,
i.e., reducing the dimensionality of x̃⊗p and ỹ⊗p through
linear random projections, an attractive choice.

2.1 Sketching Tensor Products

We study sketches of tensor products ⊗p
i=1xi for some

x1 ∈ Rd1 , . . . ,xp ∈ Rdp . There exist several sketching
techniques for this purpose (see Section 5). Here we focus
on the following construction.

We generate p × D i.i.d. random weights wi,ℓ ∈ Cdi

satisfying E[wi,ℓwi,ℓ
⊤] = Idi for i ∈ {1, . . . , p}, ℓ ∈

{1, . . . , D}, where Idi
is the identity matrix of size di.

E.g., wi,ℓ can be a (complex) Rademacher vector or be
sampled from the (complex) standard normal distribution.

We define a sketch S = (s1, . . . , sD)⊤ ∈ CD×d1···dp with
sℓ = ⊗p

i=1wi,ℓ/
√
D. A naive computation of S(⊗p

i=1xi)
would cost O(D

∏p
i=1 di) time and memory, but we can

exploit the following property of the tensor product:

(⊗p
i=1wi,ℓ)

⊤(⊗p
i=1xi) =

p∏
i=1

w⊤
i,ℓxi (3)

that lets us compute S(⊗p
i=1xi) in O(D

∑p
i=1 di) using

the r.h.s. of Eq. 3. In particular, ⊗p
i=1xi never needs to be

constructed explicitly in this case.

Although our sketches are applicable to arbitrary tensor
products, in this work we focus on feature maps of the poly-
nomial kernel. That is, we set x = x1 = · · · = xp, such
that ⊗p

i=1xi = x⊗p. For two inputs x,y ∈ Rd, we de-
fine the approximate kernel k̂(x,y) := (Sx⊗p)⊤(Sy⊗p),
which is unbiased because

E
[
k̂(x,y)

]
=

1

D

D∑
ℓ=1

p∏
i=1

x⊤E[wi,ℓwi,ℓ
⊤]y = (x⊤y)p.

In this case, we may alternatively call Φ(x) := Sx⊗p a
random feature map, which we express as

Φ(x) = (W 1x⊙ · · · ⊙W px)/
√
D, (4)

where W i := (wi,1, . . . ,wi,D)⊤, to simplify the notation.

https://github.com/joneswack/dp-rfs


Jonas Wacker, Ruben Ohana, Maurizio Filippone

Algorithm 1: Complex-to-Real (CtR) Sketches

Input: Data point x ∈ Rd

Choose dimension D = 2k (k ∈ N), degree p ∈ N
Sample {W i}pi=1 with W i ∈ CD/2×d independently
according to one of the following sketch distributions:

• Gaussian: (W i)ℓ,k
i.i.d.∼ CN (0, 1)

• Rademacher: (W i)ℓ,k
i.i.d.∼ Unif({1,−1, i,−i})

• ProductSRHT: W i = P iHDi (see Appendix 4)

Compute ΦC(x) :=
√
2/D (W 1x⊙ · · · ⊙W px)

Return:
ΦCtR(x) := (Re{ΦC(x)1}, . . . ,Re{ΦC(x)D/2},

Im{ΦC(x)1}, . . . , Im{ΦC(x)D/2})⊤ ∈ RD

The random feature map (4) has originally been proposed
by Kar & Karnick (2012) and been further studied in
Hamid et al. (2014); Meister et al. (2019); Ahle et al. (2020)
for the case of real-valued {W i}pi=1. Recently, Wacker
et al. (2022, Thm. 3.1) derived a variance lower bound
for k̂(x,y), which can be obtained through Rademacher
weights. They further showed that lower variances can
be achieved using more general complex-valued {W i}pi=1

that subsume the real-valued case (Wacker et al., 2022,
Thm. 3.3). Hereafter, we use ΦR to denote a real-valued
and ΦC to denote a complex-valued random feature map,
thus emphasizing their difference. The caveat of using ΦC

is that it requires the downstream model to handle complex
data, which may incur additional computational costs.

The purpose of this work instead, is to analyze the real-
valued kernel estimate k̂CtR(x,y) := Re{k̂(x,y)}, which
can be written as

k̂CtR(x,y) = Re{ΦC(x)}⊤Re{ΦC(y)} (5)

+ Im{ΦC(x)}⊤Im{ΦC(y)} = ΦCtR(x)
⊤ΦCtR(y),

where we call ΦCtR(x) a Complex-to-Real (CtR) sketch.
Since it is real-valued, it can be used as a drop-in replace-
ment for any input to a downstream model. The downside
of CtR-sketches is that they are 2D-dimensional. In order
to yield a fair comparison with real sketches, we reduce the
dimension of CtR-sketches to D by using half the number
of rows for {W i}pi=1 from now onward. We summarize
the construction of CtR-sketches in Alg. 1.

3 ANALYSIS OF CtR-SKETCHES

The following section is dedicated to the theoretical analy-
sis of CtR-sketches for tensor products and feature maps of
the polynomial kernel. For the first part of our analysis, we
treat them as linear sketches in a high-dimensional tensor-
product space (see Section 2). In the second part, we focus

on the variances of CtR-sketches for the particular case of
feature maps of the polynomial kernel in order to obtain
useful insights for their practical application.

3.1 Concentration Bounds for Complex Sketches

We start by analyzing the complex sketch S =
(s1, . . . , sD)⊤ ∈ CD×d1···dp (see Section 2). Recall that
sℓ = ⊗p

i=1wi,ℓ/
√
D with wi,ℓ ∈ Cdi i.i.d. x ∈ Rd1···dp

can take on any value that may not necessarily result from
a tensor product in our analysis. This makes our results
more general and is required to derive the spectral guaran-
tee (6) in Section 3.2. Moreover, we only study (complex)
Gaussian/Rademacher distributions for wi,ℓ here since
Rademacher distributions achieve a variance lower bound
for the sketch in Eq. 4 as we show later in Thm. 3.4.

The following key lemma shows that s⊤ℓ x has lower ab-
solute moments if sℓ is sampled from a complex Gaus-
sian/Rademacher distribution instead of a real one. It is
an extension of Ahle et al. (2020, Lem. 19) to complex sℓ.

Lemma 3.1 (Absolute Moment Bound) Let t ≥ 2, p ∈
N, Ct > 0, x ∈ Rd1···dp and wi ∈ Cdi for i = 1, . . . , p. If
∥w⊤

i a∥Lt ≤ Ct∥a∥2 for all a ∈ Rdi and {wi}pi=1, then

∥(⊗p
i=1wi)

⊤x∥Lt ≤ Cp
t ∥x∥2 holds.

In particular, for t = 2k with k ∈ N, we obtain:

Ct =
√
2π−1/(2t)Γ((t+ 1)/2)1/t (real Gauss./Rad.)

Ct = Γ(t/2 + 1)1/t (complex Gauss./Rad.)

which are tight constants. Γ(·) is the Gamma function.

Proof Appendix A.1, where we also bound Ct if t ̸= 2k.

The left plot of Fig. 1 shows the constants Ct for differ-
ent values of t and it becomes clear that higher order mo-
ments for the complex Gaussian/Rademacher distribution
are smaller than for the real-valued one, with an increasing
gain for larger t. This effect is again amplified with a larger
p that enters the moment bounds exponentially.

The following theorem shows that complex sketches Sx
thus require a lower sketching dimension D than real ones
to preserve the norm of x, which is a direct consequence of
the tighter moment bounds in Lem. 3.1.

Theorem 3.2 (Norm Preservation) Let 0 < ϵ, 0 < δ <
exp(−2),x ∈ Rd1···dp ,S = (s1, . . . , sD)⊤ ∈ CD×d1···dp

with sℓ = ⊗p
i=1wi,ℓ/

√
D and wi,ℓ ∈ Cdi be i.i.d. Gaus-

sian/Rademacher samples. In order to guarantee

Pr
{
| ∥Sx∥22 − ∥x∥22 | ≤ ϵ ∥x∥22

}
≥ 1− δ, we need

D = O(max{C4p
4 log(1/δ)ϵ−2, (C2

4e/2)
p logp(1/δ)ϵ−1}),

where C4 is defined in Lem. 3.1 for the real/complex case.
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Figure 1: (Left) Ct over t = 2k, k ∈ N. (Right) Mean
| ∥Sx∥22 − ∥x∥22 | over 3 · 104 samples of S for real/CtR-
sketches with an equal number of 128 rows and x =
a⊗p,a = (1/

√
d, . . . , 1/

√
d)⊤ ∈ Rd, d = 64.

Proof Appendix A.2, where we provide an additional
bound for the case when δ ∈ (0, 1).

The upper bound on D in Thm. 3.2 is hence controlled
by C4p

4 = 3p(2p) and C2p
4 =

√
3
p
(
√
2
p
) for real (com-

plex) Gaussian/Rademacher sketches leading to a sharper
dependence on p for the complex case. In particular,
the 3p dependence is tight for the real case as shown in
the lower bound on D in Ahle et al. (2020, Appendix
A.1), which makes our bound a remarkable improvement.
It thus takes us one step closer to reaching the optimal
D = Θ(log(1/δ)ϵ−2) for Johnson-Lindenstrauss embed-
dings (Larsen & Nelson, 2017) that is independent from
p, but has a prohibitive O(D

∏p
i=1 di) computational cost.

Lastly, our result improves over Wacker et al. (2022, Thm.
3.4) that bounds errors relative to the L1-norm instead of
the L2-norm, which makes their bound much looser than
ours as explained in Appendix A.3.

3.2 Concentration Bounds for CtR-Sketches

It is easy to see that CtR-sketches directly inherit the guar-
antees in Thm. 3.2. Following the construction of CtR-
features in Eq. 5, we define the 2D-dimensional CtR-sketch

SCtR := (Re{s1}, . . . ,Re{sD}, Im{s1}, . . . , Im{sD})⊤

giving ∥SCtRx∥22 =
∑D

ℓ=1 Re{s⊤ℓ x}2 + Im{s⊤ℓ x}2 =

∥Sx∥22. We can thus substitute S in Thm. 3.2 by SCtR to
obtain the same guarantees. For a fair comparison, we need
to multiply the required number of features D in Thm. 3.2
by two when using the same number of rows for SCtR and
S. Crucially however, the improved dependence on p re-
mains the same implying that CtR-sketches must outper-
form real-valued analogs when p is large enough. The right
plot of Fig. 1 shows that this is already the case from p ≥ 2
with a larger gain for larger p. A more detailed variance
comparison follows in Section 3.3.

The following corollary of Thm. 3.2 shows that inner prod-
ucts as well as matrix products are preserved under the
same conditions provided in the theorem.

Corollary 3.3 (Approximate Matrix Product) Let 0 <
ϵ, 0 < δ < exp(−2),x,y ∈ Rd1···dp and SCtR defined
as in Section 3.2. In order to guarantee

Pr
{
|(SCtRx)

⊤(SCtRy)− x⊤y| ≤ ϵ ∥x∥ ∥y∥
}
≥ 1− δ,

or for two matrices X ∈ Rd1···dp×n,Y ∈ Rd1···dp×m

Pr

{
∥(SCtRX)⊤(SCtRY )−X⊤Y ∥F

∥X∥F ∥Y ∥F
≤ ϵ

}
≥ 1− δ,

SCtR needs to have 2D rows with D being the same as in
Thm. 3.2.

Proof Appendix A.4.

In particular, Cor. 3.3 gives guarantees on the approxima-
tion error of polynomial kernels using CtR-sketches. In
this case, we simply set X = A⊗p,Y = B⊗p, with
A⊗p,B⊗p being matrices whose columns are the polyno-
mial kernel feature maps of some data points {ai}ni=1 and
{bi}mi=1, respectively, where ai, bi ∈ Rd.

We can directly derive spectral kernel approximation guar-
antees from the approximate matrix product property as
shown in Appendix A.5. Let K := (A⊗p)⊤A⊗p ∈ Rn×n

be the gram matrix for the points {ai}ni=1 and K̂ :=
(SCtRA

⊗p)⊤(SCtRA
⊗p) be its randomized approxima-

tion. Then with probability at least 1− δ, we have

(1− ϵ)(K + λI) ⪯ K̂ + λI ⪯ (1 + ϵ)(K + λI) (6)

for some λ ≥ 0, if SCtR has 2Dsλ(K)2 rows with D
being the same as in Thm. 3.2 and sλ(K) = Tr{K(K +
λI)−1} ≤ n being the λ-statistical dimension of K.

The spectral approximation guarantee directly implies sta-
tistical guarantees for downstream kernel-based learning
applications, such as bounds on the empirical risk of ker-
nel ridge regression (Avron et al., 2017, Lem. 2). The
quadratic dependence on sλ(K) is not optimal and arises
due to the element-wise error bound in Cor. 3.3. A linear
dependence could be achieved by bounding the operator
norm instead as it is done in Ahle et al. (2020, Section 5).
As the focus of this work is to obtain a sharp dependence
w.r.t. p and δ, we leave this issue to future work and focus
on a careful variance analysis of CtR-sketches instead.

3.3 Variances of CtR-Sketches for Polynomial Kernels

In this section, we derive the closed form variances of
CtR-sketches for the specific task of polynomial kernel ap-
proximation, and compare them against their real-valued
analogs. This analysis is crucial, since we saw in Thm. 3.2
that the improvement of CtR over real-valued sketches
is because of a lower fourth moment C4 as defined in
Lem. 3.1. To be more precise, let s⊤ℓ x be a single ele-
ment of our complex sketch Sx ∈ CD as defined in Sec-
tion 3.1. Then we have E[|s⊤ℓ x|4] ≤ (C4 ∥x∥2 /

√
D)4 as
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implied by Lem. 3.1. This is equal to the second moment
E[|s⊤ℓ xs⊤ℓ y|2] for two inputs x,y when x = y, which in
turn is directly linked to the variance of s⊤ℓ xs

⊤
ℓ y via

E
[∣∣∣s⊤ℓ xs⊤ℓ y∣∣∣2] = V

[
s⊤ℓ xs

⊤
ℓ y
]
+

1

D2
(x⊤y)2.

The purpose of this section is therefore to carry out a care-
ful variance analysis, elucidating conditions on x and y
under which CtR-sketches perform better than real-valued
analogs in practice, and beyond the worst-case scenario:
x = y as explained in Appendix A.4.

As we focus on polynomial kernels from now onward, we
restrict our input space to vectors x⊗p,y⊗p ∈ Rdp

for
some x,y ∈ Rd. In this case, we can write:

(SCtRx
⊗p)⊤(SCtRy

⊗p) = k̂CtR(x,y) (as in Eq. 5)

Hence, the approximate kernel and its variance
V[k̂CtR(x,y)] depend directly on x,y ∈ Rd. Let
further k̂C(x,y) = (Sx⊗p)⊤(Sy⊗p). In Appendix B.1,
we show that CtR-sketches have the following variance
structure:

V[k̂CtR(x,y)] =
1

2

(
V[k̂C(x,y)] + PV[k̂C(x,y)]

)
(7)

with PV[k̂C(x,y)] := E[k̂C(x,y)2]− (x⊤y)2p

being the pseudo-variance of k̂C(x,y) and V[k̂C(x,y)] its
variance.

Our major contribution of this section is to derive
V[k̂C(x,y)] and PV[k̂C(x,y)] for Gaussian/Rademacher
sketches in Section B.2 and we summarize these results in
Table 1. For a direct comparison, we also add the vari-
ances of real sketches ΦR (see Section 2.1) to Table 1. The
question that we address in the following is: Does the CtR
estimator in Eq. 5 yield lower variances than k̂R(x,y) =
ΦR(x)

⊤ΦR(y) if ΦCtR and ΦR have the same output di-
mension D? We show next that this is indeed the case.

3.4 Variance Reduction of CtR-Sketches

We begin by studying the variance reduction properties of
Gaussian/Rademacher CtR-sketches over their real-valued
analogs. Let ΦR : Rd → RD be a real-valued sketch (see
Section 2.1) and ΦCtR : Rd → RD a CtR-sketch as defined
in Alg. 1. Let k̂R(x,y) and k̂CtR(x,y) (5) be the respec-
tive approximate kernels for some x,y ∈ Rd. Then we can
provide the following theorem for Rademacher sketches.

Theorem 3.4 (CtR-Rademacher advantage) Let a =∑d
i ̸=j′ xixj′yiyj′ , bj = (∥x∥ ∥y∥)2j − (

∑
i x

2
i y

2
i )

j ≥ 0.

Then V[k̂R(x,y)]− V[k̂CtR(x,y)] is equal to

1

D

p∑
k=2

k−1∑
j=0

(
p

k

)(
k

j

)
bj a

p−j ≥ 0 if a ≥ 0.

Furthermore, if a ≥ 0, CtR-Rademacher sketches achieve
the lowest possible variance for k̂CtR(x,y) (5) assuming
the entries of {W i}pi=1 in Eq. 4 are i.i.d. If a < 0, the
lowest possible variance is attained by real Rademacher
sketches instead, i.e., using k̂R(x,y).

Proof The variance reduction and lowest variance property
are proved in Appendix B.3.2 and B.2, respectively.

The theorem tells us that ΦCtR should be preferred over
ΦR when a ≥ 0 for two given inputs x,y ∈ Rd and the
variance gap increases as p increases. The condition

a =
∑d

i=1

∑d
j′ ̸=i xixj′yiyj′ = (x⊤y)2 −

∑d
i=1 x

2
i y

2
i ≥ 0

always holds if x,y are non-negative or if they are parallel,
thus leading to improved worst-case guarantees in Thm. 3.2
and Cor. 3.3. Non-negative data typically appears in ap-
plications for polynomial kernels such as categorical and
image data, as well as outputs of convolutional neural net-
works. We carry out corresponding numerical experiments
in Section 6. We also note that CtR-Rademacher sketches
outperform real-valued analogs when the condition a ≥ 0
is not always met as shown in Appendix D.1. This is be-
cause a ≥ 0 always holds for the diagonal elements of the
kernel matrix, leading to an inherent bias towards a ≥ 0.

We can additionally provide the following theorem for
Gaussian sketches proved in Appendix B.3.1.

Theorem 3.5 (CtR-Gaussian advantage) For any x,y ∈
Rd, V[k̂R(x,y)]− V[k̂CtR(x,y)] is equal to

1

D

p−1∑
k=0

(
p

k

)
(2k − 1)(x⊤y)2k

(
∥x∥2 ∥y∥2

)p−k

≥ 0.

Thus, regardless of the input data, ΦCtR should be pre-
ferred over ΦR when using Gaussian sketches. The advan-
tage again increases with p.

4 ProductSRHT

In this section, we propose a novel structured Rademacher
sketch. Our sketch is called ProductSRHT and is closely
related to TensorSRHT (Ahle et al., 2020, Def. 15). A ma-
jor difference is that we are able to obtain the variance of
ProductSRHT in closed form showing its statistical advan-
tages over unstructured sketches. The variance derivation is
contained in Appendix C.1. We also embed ProductSRHT
into our CtR-framework and compare its variance against
CtR-Rademacher sketches in Section 4.1.

Both ProductSRHT and TensorSRHT achieve a O(p(D +
d log d)) runtime through structured Hadamard matrices
that we introduce in the following. Let n := 2m with
m ∈ N, and Hn ∈ {1,−1}n×n be the unnormalized
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Table 1: Variances of complex k̂C(x,y) and real k̂R(x,y) and pseudo-variances of complex k̂C(x,y) are shown.
V(p)

Rad.,V
(1)
Rad. and PV(p)

Rad.,PV
(1)
Rad. are the Rademacher variances / pseudo-variances for a given p and p = 1, respectively.

Sketch Variance V[k̂C(x,y)] (q = 1) and V[k̂R(x,y)] (q = 2) Pseudo-Variance PV[k̂C(x,y)]

Gaussian D−1[(∥x∥2 ∥y∥2 + q(x⊤y)2)p − (x⊤y)2p] D−1[(2(x⊤y)2)p − (x⊤y)2p]

Rademacher D−1[(∥x∥2 ∥y∥2 + q((x⊤y)2 −
∑d

i=1 x
2
i y

2
i ))

p − (x⊤y)2p] D−1[(2(x⊤y)2 −
∑d

i=1 x
2
i y

2
i )

p − (x⊤y)2p]

ProductSRHT V(p)
Rad. − (1− 1/D) · [(x⊤y)2p − (CVar.)

p] PV(p)
Rad. − (1− 1/D) · [(x⊤y)2p − (CPVar.)

p]

CVar. = (x⊤y)2 − (⌈D/d⌉d− 1)−1 V(1)
Rad. CPVar. = (x⊤y)2 − (⌈D/d⌉d− 1)−1 PV(1)

Rad.

Hadamard matrix, which is recursively defined as

H2n :=

[
Hn Hn

Hn −Hn

]
, with H2 :=

[
1 1
1 −1

]
.

From now onward, we always use Hd ∈ {1,−1}d×d with
d being the dimension of the input vectors, assuming d =
2m for some m ∈ N. If d ̸= 2m for any m, we pad the input
vectors with 0 until their dimension becomes 2m for some
m. We have HdH

⊤
d = H⊤

d Hd = dId and the recursive
definition of Hd gives rise to the Fast Walsh-Hadamard
transform (Fino & Algazi, 1976) that multiplies Hd with a
vector a ∈ Rd in O(d log d) instead of O(d2) time, while
the matrix Hd does not need to be stored in memory. We
drop the subscript d from now for ease of presentation.

We describe (CtR-)ProductSRHT in Alg. 2. It uses struc-
tured matrices {W i}pi=1 in Eq. 4, which are formed
through an element-wise multiplication of the rows of H
with a Rademacher vector, imposing an orthogonality con-
dition on these rows. This ultimately leads to a variance re-
duction that we analyze next. Finally, the rows of {W i}pi=1

are randomly up/downsampled to cover the case D ̸= d.

4.1 Variance of CtR-ProductSRHT

A major contribution of this work is to derive the variance
of our proposed CtR-ProductSRHT sketch in closed form,
which requires the derivation of the variance and pseudo-
variance of complex ProductSRHT as shown in Eq. 7. They
are derived in Section C.1 and we summarize them in Ta-
ble 1. We also derive the variance of real ProductSRHT in
Section C.1.2 and add it to Table 1 for comparison.

ProductSRHT can yield lower variances than Rademacher
sketches as it removes the i.i.d. constraint between the
{wi,ℓ}Dℓ=1 in Eq. 3. In fact, these vectors are mutually or-
thogonal for two ℓ ̸= ℓ′ when the pi,π(ℓ)-th and the pi,π(ℓ′)-
th column of H are distinct, since H has orthogonal rows
and columns. This dependence introduces the term

RVar./PVar. := (1− 1/D)[(x⊤y)2p − (CVar./PVar.)
p]

that is subtracted from the original Rademacher variance
V(p)

Rad. and pseudo-variance PV(p)
Rad, respectively, as shown

in Table 1, where we also define CVar. and CPVar..

If p is odd, (CVar.)
p ≤ (x⊤y)2p holds because V(1)

Rad. ≥ 0
and therefore RVar. ≥ 0 holds. In this case, the variance of
complex/real ProductSRHT is upper-bounded by the com-
plex/real Rademacher variance V(p)

Rad. ≥ 0.

If we further have PV(1)
Rad. =

∑d
i=1

∑d
j ̸=i xixjyiyj ≥

0, the pseudo-variance of complex ProductSRHT is also
upper-bounded by the Rademacher pseudo-variance. This
is because 0 ≤ (CPVar.)

p ≤ (x⊤y)2p and RPVar. ≥ 0
hold. Note that this is exactly the same condition as
a ≥ 0 in Thm. 3.4. CtR-ProductSRHT thus has a lower
pseudo-variance than CtR-Rademacher sketches exactly
when CtR-Rademacher sketches are better than real ones.

As both the variance and the pseudo-variance of com-
plex ProductSRHT are upper-bounded by the ones of com-
plex Rademacher sketches under the above conditions,
CtR-ProductSRHT is guaranteed to have a lower variance
than CtR-Rademacher sketches through Eq. 7 in this case.
Moreover, CtR-ProductSRHT inherits the variance reduc-
tion of CtR-Rademacher sketches over their real analogs
because the Rademacher variance and pseudo-variance
both enter the ones of complex ProductSRHT (see Table 1).

5 RELATED WORK

In this work, we study the sketches for tensor products pre-
sented in Section 2.1 building on previous works by Kar &
Karnick (2012); Hamid et al. (2014); Meister et al. (2019);
Ahle et al. (2020); Wacker et al. (2022). However, there
exist alternatives that we have not mentioned so far.

Pham & Pagh (2013) have proposed TensorSketch, which
is a convolution of CountSketches (Charikar et al., 2002).
TensorSketch requires D = O(3psλ(K)2/(δϵ2)) to satisfy
Eq. 6 (Avron et al., 2014) and thus has weaker guarantees
w.r.t. δ and p than CtR-Gaussian/Rademacher sketches.
There is also no closed form variance formula available for
this sketch2. Yet, it achieves state-of-the-art performance in
practice as we show in Section 6. It is also faster than Gaus-
sian/Rademacher sketches taking only O(p(D logD + d))
instead of O(pdD) via the Fast Fourier Transform.

2Pham & Pagh (2013) contains a variance formula, but makes
the simplifying assumption that TensorSketch has the same vari-
ance as CountSketch applied to tensorized inputs. Avron et al.
(2014) conduct a more careful analysis to obtain an upper bound.
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Algorithm 2: (CtR-) ProductSRHT

Input: Data point x ∈ Rd, projection dimension D ∈ N
Pad x with zeros so that d becomes a power of 2, let B =

⌈
D
d

⌉
be the number of stacked projection blocks

forall i ∈ {1, . . . , p} do
Generate a diagonal matrix Di ∈ Cd×d with diagonal elements:

(Di)1,1, . . . , (Di)d,d
i.i.d.∼ Unif({1,−1}) (real case)

(Di)1,1, . . . , (Di)d,d
i.i.d.∼ Unif({1,−1, i,−i}) (complex case)

Generate a random sampling matrix P i ∈ {1, 0}D×d as follows:
Let pi = (pi,1, . . . , pi,Bd)

⊤ ∈ RBd be the B-times concatenation of (1, . . . , d)⊤

Randomly permute the indices 1, . . . , Bd to π(1), . . . , π(Bd)
Set P i = (epi,π(1)

, . . . , epi,π(D)
)⊤, where epi,π(ℓ)

∈ {1, 0}d is equal to 1 at position pi,π(ℓ) and 0 elsewhere
Set W i = P iHDi

end
Return: ΦR(x) using Eq. 4 for ProductSRHT or ΦCtR(x) using Alg. 1 for CtR-ProductSRHT

Structured Rademacher sketches based on the Subsampled
Randomized Hadamard Transform (SRHT) (Tropp, 2011)
have been proposed by Hamid et al. (2014), and a similar
sketch called TensorSRHT by Ahle et al. (2020), referring
to the fact that SRHT is implicitly applied to a tensorized
version of the input. Both sketches use the Fast Walsh-
Hadamard Transform (Fino & Algazi, 1976) for faster pro-
jections. Our (CtR-) ProductSRHT sketch is closely re-
lated. Notably, both TensorSRHT and our sketch have a
runtime of O(p(d log d+D)) and are thus faster than Ten-
sorSketch when D > d. Unlike previous works, we derive
the variance for our ProductSRHT sketch in closed form,
showing statistical advantages over Rademacher sketches.

Recent research has focused on meta-algorithms that aim
to improve the approximation error of existing sketches
(Hamid et al., 2014; Ahle et al., 2020; Song et al., 2021).
In particular, Ahle et al. (2020) managed to reduce the ex-
ponential dependence of D on p to polynomial by using
a hierarchical construction. The sketches proposed in this
work are compatible with these methods and can serve as
their base sketches. In fact, we combine the hierarchical
construction by Ahle et al. (2020) and CRAFT maps by
(Hamid et al., 2014) with CtR-sketches in Section 6.

A fundamentally different approach are Spherical Ran-
dom Features (SRF) (Pennington et al., 2015) that require
a preprocessing step and yield biased polynomial kernel ap-
proximations for data on the unit-sphere. SRF can only
be applied to inhomogeneous polynomial kernels and work
well for large p. We adapt our experiments in Section 6
accordingly to accommodate a comparison against SRF.

6 EXPERIMENTS

In this section, we carry out a systematic comparison
of the CtR-sketches presented in this work against their
real-valued analogs as well as TensorSketch and SRF.
We also combine CtR-ProductSRHT and TensorSketch

with Ahle et al. (2020, Alg. 1) denoted as Hierarchi-
cal TensorSketch/CtR-ProductSRHT. Moreover, we add
CRAFT maps (Hamid et al., 2014) denoted as CRAFT
TensorSketch/CtR-ProductSRHT to this comparison.

6.1 Experimental Setup

Data sets We use MNIST (Lecun et al., 1998), and con-
volutional features3 for CIFAR-10 (Krizhevsky et al., 2009)
and CUB-200 (Welinder et al., 2010) as our data sets for the
evaluation in this section. All three data sets contain only
non-negative inputs to ensure that the condition of Thm. 3.4
is met. Additional experiments with zero-centered data and
more data sets are contained in Appendix D.

Target kernel and its approximation Except for Sec-
tion 6.4, we follow Pennington et al. (2015) and restrict our
experiments to the polynomial kernel

k(x,y) =
((
1− 2/a2

)
+ 2/a2 x⊤y

)p
, with a ≥ 2,

with for x,y ∈ Rd having unit-norm, as this allows a
comparison against SRF. In particular, we set a = 2 to
assign the largest weight possible to high polynomial de-
grees in the binomial expansion of the kernel, thereby mak-
ing its approximation more challenging. Further results for
non unit-norm data are contained in Section 6.4. We de-
note by D the feature map dimension that we ensure to be
equal between CtR- and non-CtR sketches. For CRAFT
maps, the intermediate up-projection dimension is fixed to
E = 215. We measure the kernel approximation quality
through the relative Frobenius norm error, which is defined
as ∥K̂−K∥F /∥K∥F , where K̂ is the random feature ap-
proximation of the exact kernel matrix K evaluated on a
subset of the test data of size 1000 that is resampled for
each seed used in these experiments.

3For CIFAR-10 (CUB-200), we use convolutional outputs of
a ResNet34 (He et al., 2016) (VGG-M (Chatfield et al., 2014))
pretrained on ImageNet (Russakovsky et al., 2015).
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All time benchmarks are run on an NVIDIA P100 GPU and
PyTorch 1.10 (Paszke et al., 2019) with CUDA 10.2.

6.2 Kernel Approximation and GP Classification

We start by comparing the sketches discussed in this work
for the downstream task of Gaussian Process (GP) classi-
fication. We model GP classification as a multi-class GP
regression problem with transformed labels (Milios et al.,
2018), for which we obtain closed-form solutions to mea-
sure the effects of the random feature approximations in
isolation without the need for convergence verification.

Fig. 2 shows the result of this comparison. CtR-sketches
generally result in lower kernel approximation errors than
their real-valued analogs, with an increased effect for a
larger degree p = 7. Overall, we see that ProductSRHT
performs better than Gaussian and Rademacher sketches,
and comparable to TensorSketch. The hierarchical exten-
sion of CtR-ProductSRHT/TensorSketch only improves re-
sults for p = 7, and performs worse for p = 3. CRAFT
maps on the other hand always improve results.

Although similar trends can be observed for test errors, dif-
ferences between the methods become only strongly no-
ticeable for large p = 7. This makes sense, since all
sketches become less optimal for larger p, amplifying their
difference in statistical efficiency. For D = 29 and p = 7,
CtR-sketches yield around 5% / 2.5% / 1% improvement
for Gaussian / Rademacher / ProductSRHT, respectively.
The absolute error difference among all methods decreases
for larger D, but their relative improvement remains.

Kernel approximations for SRF are generally biased with a
decreasing bias for larger p (Pennington et al., 2015, Sec-
tion 4). We thus see that the relative Frobenius norm error
for SRF stagnates for p = 3 when D is large, while the
one for the other sketches continues decreasing. Test er-
rors for SRF are also worse in this case. For p = 7, SRF
kernel approximation errors tend to be lower than for CtR-
ProductSRHT/TensorSketch and are comparable to their
CRAFT extensions (slightly worse for MNIST, slightly
better for CIFAR-10). SRF test errors are slightly worse
than for the CRAFT sketches. In summary, CRAFT CtR-
ProductSRHT and CRAFT TensorSketch yield the low-
est test errors and kernel approximation errors (except for
CIFAR-10 and p = 7, where SRF has lower errors).

6.3 Feature Construction Time Comparison

In the following, we carry out a feature construction time
comparison of the methods presented in this work against
TensorSketch that has a time complexity of O(p(D logD+
D)) and SRF. Recall that our proposed ProductSRHT ap-
proach in Section 4 has a time complexity of O(p(d log d+
D)) and is thus faster in theory when D > d. The left plot
in Fig. 3 shows that this is also the case in practice.

Table 2: Projection time / downstream time ratio (p = 3).

D SRF Prod. + CtR + CtR Tensor- + CRAFTSRHT + CRAFT Sketch

29 3.51 2.96 3.32 6.09 5.13 9.98
211 0.40 0.33 0.38 0.67 0.58 1.08
213 0.04 0.03 0.04 0.06 0.06 0.10

The construction times of real ProductSRHT and CtR-
ProductSRHT have a smaller slope with respect to D than
the other sketches leading to the lowest feature construc-
tion times together with SRF, in particular when D ≫
d. There is a small computational overhead for CtR-
ProductSRHT compared to ProductSRHT because CtR-
ProductSRHT initially requires two Hadamard-projections
(real and imaginary parts), but uses the same upsampling
matrix leading to the same scaling property with respect to
D. The right plot of Fig. 3 shows that SRF kernel approxi-
mations are strongly biased, making CtR-ProductSRHT the
most accurate sketch for p = 3.

Faster feature construction times matter in practice. Al-
though CRAFT maps enjoy a strong performance in Sec-
tion 6.2, they can be expensive to compute due to the up-
projection to E = 215 before down-projecting to D. Ta-
ble 2 shows the ratio of feature construction time against
solving the downstream GP model for MNIST. The ratio
decays with larger D since solving the downstream model
scales as O(nD2 + D3). For small D, the feature con-
struction may dominate however. We also see that (CtR-)
ProductSRHT is generally faster than TensorSketch. More-
over, feature construction times can heavily influence on-
line learning scenarios in which the optimization algorithm
requires a forward and backward pass through the feature
map for every iteration.

6.4 Online Learning for Fine-Grained Recognition

We follow Gao et al. (2016) and carry out an online learn-
ing experiment using convolutional features from the CUB-
200 data set (see Section 6.1). The task of fine-grained
visual recognition is about the classification of pictures
within their subordinate categories (200 bird species in this
case). Here feature maps of low-degree polynomial kernels
have proven very effective, but lead to classification layers
with too many parameters due to high-dimensional inputs.

Gao et al. (2016) therefore use TensorSketch to reduce the
dimension of explicit polynomial feature maps. We com-
pare our methods against theirs and against SRF in Ap-
pendix D.3. (CtR-) ProductSRHT achieves the same test
errors as TensorSketch, while being faster, especially when
using CRAFT maps (almost 2x speedup). SRF is fast, but
achieves only 75% test error compared to 30% achieved by
the other methods. This is because SRF requires the unit-
normalization of the convolutional features, hence loses
important information. Polynomial kernels have thus im-
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only show results for D ∈ {29, 211, 213}. Results for D ∈ {2i}13i=8 and more data sets are contained in Appendix D.
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Figure 3: (Left) Feature construction time, (right) kernel
approximation error, against feature map dimension D for
p = 3 on 1000 random MNIST samples.

portant applications beyond unit-normalized data, which is
neglected in Pennington et al. (2015).

6.5 Error Bound Comparison

Lastly, we compare the empirical error probability of
(CtR-) Rademacher/ProductSRHT against TensorSketch4

for two fixed vectors x ∈ Rd with a different maximum-to-
norm-ratio r := ∥x∥∞ / ∥x∥2. TensorSketch can be seen
as a CountSketch (Charikar et al., 2002) in a tensorized vec-
tor space (Pham & Pagh, 2013). Weinberger et al. (2009,
Thm. 3) show that the error probability of CountSketches
is heavily influenced by r due to hashing collisions.

This is also the case for TensorSketch as shown in Fig. 4,
i.e., it converges much slower for r = 0.58 with an empiri-
cal error probability that is two orders of magnitude larger
than for our methods for large D. For an extended discus-
sion, see Meister et al. (2019, Section 4.1).

4We did not add SRF to this comparison because ∥Φ(x)∥22 =

Φ(x)⊤Φ(x) = 1
D

∑D
ℓ=1 cos(ω

⊤
ℓ (x−x)) = 1 has zero variance.
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Figure 4: Emp. Pr{|∥Sx⊗p∥22−∥x⊗p∥22| ≥ ϵ∥x⊗p∥22} for
ϵ = 0.25, d = 64, p = 2. (Left) x = (

√
d,
√
d, 1, . . . , 1)⊤,

r = 0.58; (Right) x = (1, . . . , 1)⊤, r = 0.125.

7 CONCLUSION

The goal of research on random projections for tensor prod-
ucts is to achieve the optimal Johnson-Lindenstrauss em-
bedding dimension of D = Θ(ϵ−2 log(1/δ)), i.e., without
dependence on p, and without high computational costs.
A recent work by Ahle et al. (2020) has improved the un-
wanted exponential dependence of D = O(3p) to poly-
nomial by using a hierarchical construction of well-known
base sketches. However, we showed empirically in Sec-
tion 6 that their method only yields improvements for large
p and yields worse performance for small p.

In this work, we took a different approach by modifying
the base sketch sampling distribution directly, thus achiev-
ing D = O(2p) instead of D = O(3p). Although still
not being optimal, our method already leads to improve-
ments from p ≥ 2 and can be combined with other meta-
algorithms. Moreover, we achieved state-of-the-art results
in terms of accuracy and speed in our experiments. We
thus uncovered an exciting angle of improvement that can
be further leveraged in future research.
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STRUCTURE OF THE APPENDIX

• Appendix A contains proofs for the concentration results of Sections and 3.1 and 3.2 of the main paper.

• Appendix B contains variance derivations for non-structured CtR-sketches and proofs for the theorems in Section 3.3.

• Appendix C extends these variance derivations to (CtR-)ProductSRHT.

• Appendix D contains additional numerical experiments to complement Section 6 of the main paper.

A CONCENTRATION RESULTS

This section contains the proofs of Sections and 3.1 and 3.2 of the main paper. Many results in this section build on top
of the work by Ahle et al. (2020). More precisely, we extend Ahle et al. (2020, Lem. 9, 11, 19, Thm. 42) to the case
of CtR-sketches and show the improvements that our methods bring about. In particular, we derive absolute moments for
CtR-sketches and show that these lead to sharper results.

A.1 Derivation of Moment Bounds and Proof of Lemma 3.1

We restate Lem. 3.1 here for ease of presentation. It is a complex extension of Ahle et al. (2020, Lem. 19).

Lemma A.1 (Absolute Moment Bound) Let t ≥ 2, p ∈ N, Ct > 0, x ∈ Rd1···dp and wi ∈ Cdi for i = 1, . . . , p. If
∥w⊤

i a∥Lt ≤ Ct∥a∥2 for all a ∈ Rdi and {wi}pi=1, then the following holds: ∥(⊗p
i=1wi)

⊤x∥Lt ≤ Cp
t ∥x∥2.

Before proving Lem. A.1, we start by deriving the moment bounds Ct for (complex) Gaussian and Rademacher sketches.

A.1.1 Moment Bounds for Gaussian and Rademacher Sketches

W.l.o.g., we assume ∥a∥2 = 1, since both sides of ∥w⊤
i a∥Lt = Ct ∥a∥2 can be divided by ∥a∥2.

Gaussian distribution For the simpler Gaussian case, we obtain Ct that is not only a tight upper bound, but an exact
value for the t-th moment. That is, we have ∥w⊤

i a∥Lt = Ct ∥a∥2. Moreover, we obtain values for t > −1 ∈ R, and not
only for even integers t.

We start with the real case, i.e., wi ∼ N (0, Idi). Then w⊤
i a ∼ N (0, 1), since Gaussians are closed under linear

transformations. The t-th absolute moment of a Gaussian random variable is well-known. For t > −1, it is

(Real case) E[|(wi)
⊤a|t] = 2t/2Γ

(
t+ 1

2

)
/
√
π ⇐⇒ ∥(wi)

⊤a∥Lt = Ct =
√
2π−1/(2t)Γ

(
t+ 1

2

)1/t

,

where Γ(·) is the Gamma function.

For the complex case, we have wi ∼ CN (0, Idi), which is equivalent to wi = 1/
√
2(ui + i vi) with ui,vi ∼ N (0, Idi)

being independent. Then we have

E[|(wi)
⊤a|t] = E[|

√
1/2(u⊤

i a+ i v⊤
i a)|t] = (1/2)t/2 E[(|u⊤

i a|2 + |v⊤
i a|2)t/2]. (8)

Now we observe that u⊤
i a,v

⊤
i a ∼ N (0, 1). So |u⊤

i a|2 + |v⊤
i a|2 is chi-square distributed with two degrees of freedom.

The t′-th moment of a chi-square distributed variable X with k ∈ N degrees of freedom is (Hogg et al., 2019, Thm. 3.3.2.):

E[Xt′ ] = 2t
′
Γ(t′ + k/2)/Γ(k/2), if t′ > −k/2,

By setting k = 2, t′ = t/2 and noting Γ(1) = 1, we obtain

(Complex case) ∥(wi)
⊤a∥Lt = Ct = Γ(t/2 + 1)1/t,

where t > −2 covers t ≥ 2 required by the lemma.
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Figure 5: (Left) Ct values over t ≥ 2. Values for the complex Rademacher case are interpolations between t = 2k, k ∈ N.
(Right) Ct values after division by

√
t.

Rademacher distribution For the real case, we can directly apply Khintchine’s inequality stating ∥(wi)
⊤a∥Lt ≤

Ct ∥a∥2 with 0 < t < ∞. Haagerup (1981) derived tight values for Ct yielding

(Real case) ∥(wi)
⊤a∥Lt ≤ Ct =

{
1 for 0 < t ≤ 2√
2π−1/(2t)Γ

(
t+1
2

)1/t
for t > 2.

For the complex Rademacher case, we note that | exp(iπ/4)w⊤
i a| = |w⊤

i a| since | exp(iπ/4)| = 1. The elements of
w′

i := exp(iπ/4)wi are then sampled from

Unif({exp(iπ/4),− exp(iπ/4), i exp(iπ/4),−i exp(iπ/4)}) = 1√
2
Unif({1 + i,−1− i,−1 + i, 1− i}).

We can thus rewrite w′
i = 1/

√
2(ui + ivi) with ui,vi having elements sampled i.i.d. from Unif({1,−1}). For t =

2k, k ∈ N, we can further expand

E[|w⊤
i a|t] = (1/2)t/2E

[
(|u⊤

i a|2 + |v⊤
i a|2)t/2

]
= (1/2)t/2

t/2∑
n=0

E
[
|u⊤

i a|2n
]
E
[
|v⊤

i a|2(t/2−n)
]

(9)

using the binomial theorem. Eq. 9 must be upper bounded by Eq. 8, since both have the same structure and, by Khintchine’s
inequality, the moments on the r.h.s. of Eq. 9 are upper bounded by the ones of the Gaussian distribution. Hence, we obtain

(Complex case) ∥(wi)
⊤a∥Lt ≤ Ct = Γ(t/2 + 1)1/t for t = 2k, k ∈ N.

Since we have only derived Ct for t = 2k, k ∈ N for complex Rademacher sketches, we derive an interpolation strategy
when t ̸= 2k in the following.

Interpolation of Lt-norms for complex Rademacher sketches For two random variables X,Y ∈ C, Hölder’s inequal-
ity gives

∥XY ∥L1 ≤ ∥X∥La∥Y ∥Lb for a, b > 1 with 1/a+ 1/b = 1.

We now define a′ := (b− a)/(b− t) and b′ := (b− a)/(t− a) for a < t < b, such that a′, b′ > 1 and 1/a′ +1/b′ = 1 are
satisfied. We further have a/a′ + b/b′ = t. So we define a random variable Z ∈ C and obtain

∥Zt∥L1 = ∥Z a
a′ Z

b
b′ ∥L1 ≤ ∥Z a

a′ ∥La′∥Z b
b′ ∥Lb′ = ∥Z∥a/a

′

La ∥Z∥b/b
′

Lb ⇐⇒ ∥Z∥Lt ≤ ∥Z∥a/(ta
′)

La ∥Z∥b/(tb
′)

Lb

via Hölder’s inequality. We can thus set a and b equal to the closest even integer values below/above t and therefore obtain
an upper bound for Ct. That is, we bound ∥Z∥a/(ta

′)
La ≤ C

a/(ta′)
a and ∥Z∥b/(tb

′)

Lb ≤ C
b/(tb′)
b . Since ∥Z∥Lt ≤ Ct is assumed

to be tight, we must have ∥Z∥Lt ≤ Ct ≤ C
a/(ta′)
a C

b/(tb′)
b .
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The left plot of Fig. 5 shows Ct over t including our proposed interpolation for t ̸= 2k for the complex Rademacher case.
We see that the upper bound matches the values for the complex Gaussian distribution almost exactly from t ≥ 4. This is
a strong indication for the fact that the actual Ct values are the same for both distributions, as we already showed for the
real case. Furthermore, the upper bound for the complex Rademacher Ct values remains smaller than the Ct values for the
real case. All functions grow more slowly than

√
t as shown in the right plot of Fig. 5.

A.1.2 Proof of Lemma A.1 (Lemma 3.1 in the Main Paper)

Having derived the Ct values for (complex) Gaussian and Rademacher distributions, we are ready to prove Lem. A.1. The
proof closely follows Ahle et al. (2020, Lem. 19), but extends it to the case of complex {wi}pi=1. We therefore provide the
whole proof for completeness.

The proof is by induction. The initial case p = 1 is trivially fulfilled by the previous derivations. For the induction step,
we assume that the claim is true for p − 1. So we assume ∥(⊗p−1

i=1wi)
⊤x∥Lt ≤ Cp−1

t ∥x∥2. We now index the vector
x ∈ Rd1···dp in a tensorized fashion. So a single element of x is indexed as xI1,...,Ip for indices Ii ∈ {1, . . . , di}. Let
further BI1,...,Ip−1 =

∑
Ip∈[dp]

(wp)IpxI1,...,Ip ∈ C. Then µt := E[|(⊗p
i=1wi)

⊤x|t] yields

µt = E

∣∣∣∣∣∣
∑

I1∈[d1],...,Ip∈[dp]

∏
i∈[p]

(wi)Ii

xI1,...,Ip

∣∣∣∣∣∣
t = E

∣∣∣∣∣∣
∑

I1∈[d1],...,Ip−1∈[dp−1]

 ∏
i∈[p−1]

(wi)Ii

BI1,...,Ip−1

∣∣∣∣∣∣
t .

By the law of total expectation, this gives

µt = E

E
∣∣∣∣∣∣

∑
I1∈[d1],...,Ip−1∈[dp−1]

 ∏
i∈[p−1]

(wi)Ii

BI1,...,Ip−1

∣∣∣∣∣∣
t ∣∣∣∣∣wp

 .

By the induction assumption, we get

µt ≤ C
t(p−1)
t E


∣∣∣∣∣∣

∑
I1∈[d1],...,Ip−1∈[dp−1]

|BI1,...,Ip−1
|2
∣∣∣∣∣∣
1/2·t

 = C
t(p−1)
t

∥∥∥∥∥∥
∑

I1∈[d1],...,Ip−1∈[dp−1]

|BI1,...,Ip−1
|2
∥∥∥∥∥∥
t/2

Lt/2

.

Since t/2 ≥ 1, we use Minkowski’s inequality (triangle inequality for the Lt-norm) to move the norm inside the sum:

µt ≤ C
t(p−1)
t

 ∑
I1∈[d1],...,Ip−1∈[dp−1]

∥|BI1,...,Ip−1
|2∥Lt/2

t/2

= C
t(p−1)
t

 ∑
I1∈[d1],...,Ip−1∈[dp−1]

∥BI1,...,Ip−1
∥2Lt

t/2

.

Now, recall that BI1,...,Ip−1 is a weighted sum with weights {(wp)Ip}
dp

Ip=1. So we can use the initial assumption
∥w⊤

p a∥Lt ≤ Ct ∥a∥2 for all a ∈ Rdp . Therefore, we have ∥BI1,...,Ip−1
∥Lt ≤ Ct(

∑
Ip∈[dp]

(xI1,...,Ip)
2)1/2, and finally

µt ≤ C
t(p−1)
t

 ∑
I1∈[d1],...,Ip−1∈[dp−1]

C2
t

∑
Ip∈[dp]

(xI1,...,Ip)
2

t/2

= Ctp
t ∥x∥2·t/22 = Ctp

t ∥x∥t2 ,

which proves the claim ∥(⊗p
i=1wi)

⊤x∥Lt ≤ Cp
t ∥x∥2.

When x = ⊗p
i=1xi is a tensor product for some xi ∈ Rdi , i = 1, . . . , p. Then we have

E[|(⊗p
i=1wi)

⊤(⊗p
i=1xi)|t] = E

∣∣∣∣∣
p∏

i=1

w⊤
i xi

∣∣∣∣∣
t
 =

p∏
i=1

E
[∣∣w⊤

i xi

∣∣t] ≤ p∏
i=1

Ct
t∥xi∥t2 = Ctp

t ∥ ⊗p
i=1 xi∥t2.

Since E[|w⊤
i xi|t] ≤ Ct

t∥xi∥t2 is tight by the assumption that Ct are tight constants, the bound in Lem. A.1 becomes tight
too in this case.
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A.2 Proof of Theorem 3.2

We prove Thm. 3.2 for the more general case of δ ∈ (0, exp(−2pγ)), for which we introduce an additional variable γ > 0:

Theorem A.2 Let ϵ, γ > 0, p ∈ N, δ ∈ (0, exp(−2pγ)),x ∈ Rd1···dp ,S = (s1, . . . , sD)⊤ ∈ CD×d1···dp with sℓ =
⊗p

i=1wi,ℓ/
√
D and wi,ℓ ∈ Cdi be i.i.d. Gaussian/Rademacher samples as in Lem. 3.1. In order to guarantee

Pr
{
| ∥Sx∥22 − ∥x∥22 | ≤ ϵ ∥x∥22

}
≥ 1− δ, we need

D = O
(
max

{
(C4e

γ/2)4p
(
log(1/δ)

pγ

)
ϵ−2, (C2

4e/2e
γ)p
(
log(1/δ)

pγ

)p

ϵ−1

})
,

where C4 equals 31/4(21/4) for the real (complex) Gaussian/Rademacher distribution, as derived in Lem. 3.1.

Setting γ = 1/p yields the formulation of Thm. 3.2. Alternatively, we may allow δ ∈ (0, 1) by letting γ ∝ 1/p go towards
zero. However, this leads to a worse dependence on p, since (1/γ)p becomes arbitrarily large.

Proof The proof is an extension of Ahle et al. (2020, Appendix A.2) to the case of complex S. It thus makes use of
Lem. 3.1 in order to prove the theorem. Moreover, we make use of interpolated values for Ct when t ̸= 2k for any k ∈ N
by using an upper bound on Ct in this case, as shown in Section A.1. Crucially however, this upper-bound interpolation
does not harm the sharpness of our results. Moreover, the original proof by Ahle et al. (2020, Appendix A.2) requires
t = log(1/δ)

pγ ≥ 4, which we relax to t = log(1/δ)
pγ > 2 to allow for a larger range of error probabilities, i.e., we require

δ ∈ (0, exp(−2pγ)) instead of δ ∈ (0, exp(−4pγ)) in the theorem. We provide the entire modified proof here for
completeness.

Our goal is to show that ∥ ∥Sx∥22−∥x∥22 ∥Lt ≤ δ1/tϵ ∥x∥22 holds. Then we can apply Markov’s inequality: Pr{X ≥ a} ≤
E[X]/a for a > 0, where we set X = | ∥Sx∥22 − ∥x∥22 |t and a = ϵt ∥x∥2t2 to obtain

Pr{| ∥Sx∥22 − ∥x∥22 |
t ≥ ϵt ∥x∥2t2 } ≤ δ ⇐⇒ Pr{| ∥Sx∥22 − ∥x∥22 | ≤ ϵ ∥x∥22} ≥ 1− δ. (10)

Without loss of generality, we can assume ∥x∥2 = 1 from now onward, since∥∥∥∥Sx∥22 − ∥x∥22
∥∥∥
Lt

≤ ϵδ1/t ∥x∥22 ⇐⇒

∥∥∥∥∥
∥∥∥∥S( x

∥x∥2

)∥∥∥∥2
2

− 1

∥∥∥∥∥
Lt

≤ ϵδ1/t.

In order to prove ∥ ∥Sx∥22− 1∥Lt ≤ ϵδ1/t, we write S = (s1, . . . , sD)⊤ with sℓ = (⊗p
i=1wi,ℓ)/

√
D and wi,ℓ ∈ Cdi i.i.d.

as in Section 3.1. So we can reformulate∥∥∥∥Sx∥22 − 1
∥∥∥
Lt

=

∥∥∥∥∥
(

1

D

D∑
ℓ=1

∣∣(⊗p
i=1wi,ℓ)

⊤x
∣∣2)− 1

∥∥∥∥∥
Lt

=

∥∥∥∥∥ 1

D

D∑
ℓ=1

Zℓ

∥∥∥∥∥
Lt

(11)

with Zℓ := |(⊗p
i=1wi,ℓ)

⊤x|2 − 1 being i.i.d. random variables with zero mean, since E[|(⊗p
i=1wi,ℓ)

⊤x|2] = ∥x∥22 = 1.
Next, we bound ∥Zℓ∥Lt using Minkowski’s inequality:

∥Zℓ∥Lt = ∥|(⊗p
i=1wi,ℓ)

⊤x|2 − 1∥Lt ≤ ∥|(⊗p
i=1wi,ℓ)

⊤x|2∥Lt + ∥ − 1∥Lt = ∥(⊗p
i=1wi,ℓ)

⊤x∥2L2t + 1. (12)

We can further bound ∥(⊗p
i=1wi,ℓ)

⊤x∥L2t ≤ Cp
2t for any t ≥ 1 by Lem. 3.1. Precise values Ct′ are derived in the Lemma,

except for the complex Rademacher case for which we provide values for t′ = 2k, k ∈ N. For t′ ̸= 2k, we can use the
upper-bound interpolation

Ct′ ≤ C
a(b−t′)
t′(b−a)
a C

b(t′−a)

t′(b−a)

b with a < t′ < b,

where we choose a and b to be the closest even integer values below and above t, respectively.

As shown in Fig. 5, Ct′ grows more slowly than
√
t. f(t′) := Ct′/

√
t′ is thus a monotonically decreasing function. Now

we set t′ = 2t > 4 by our initial assumption t > 2, and we obtain f(t′) ≤ C4/
√
4. We can thus bound C2t ≤ C4

√
2t/

√
4.

This eventually allows us to bound ∥Zℓ∥Lt ≤ (C2
4 t/2)

p + 1 for all ℓ ∈ {1, . . . , D} in Eq. 12. Notably, the fact of
having interpolated Ct′ by using an upper bound for complex Rademacher sketches has not influenced this result, since
f(t′) ≤ C4

√
4 would remain valid even if the Ct′ values were smaller for t′ ̸= 2k.

In order to bound ∥ 1
D

∑D
ℓ=1 Zℓ∥Lt (11), we need Latala’s inequality:
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Lemma A.3 (Latala (1997), Corollary 2) If p ≥ 2 and X,X1, . . . , Xn are i.i.d. symmetric random variables, then we
have

∥X1 + · · ·+Xn∥Lt ∼ sup

{
t

s

(n
t

)1/s
∥X∥Ls

∣∣∣∣∣max{2, t/n} ≤ s ≤ t

}
.

Here, f(x) ∼ g(x) means c1g(x) ≤ f(x) ≤ c2g(x) for all x and some universal constants c1, c2. By Latala (1997, Remark
2), the lemma is also valid for zero-mean random variables with slightly worse constants 1/2 c1 and 2 c2.

Recall that ∥Zℓ∥Lt ≤ (C2
4 t/2)

p +1 ≤ c3(C
2
4 t/2)

p for some c3 > 0. W.l.o.g., we can set c3 = 1 when substituting ∥X∥Ls

by c3(C
2
4 t/2)

p inside Lem. A.3. The functional form h(t) := (Kt)p with K := C2
4/2 > 0 allows us to greatly simplify

Lem. A.3 using the following corollary.

Corollary A.4 (Ahle et al. (2020), Corollary 38) If ∥X∥Ls ∼ (Ks)p for some p ≥ 1,K > 0, then the supremum in
Lem. A.3 is attained for the minimal and maximal case of s, i.e., s = max{2, t/n} and s = t. Lem. A.3 then becomes

∥X1 + · · ·+Xn∥Lt ∼ Kp max

{√
tn2p,

(n
t

)1/t
tp
}
.

Using Cor. A.4 and setting K = C2
4/2, we obtain the following bound on ∥ 1

D

∑D
ℓ=1 Zℓ∥Lt (11):∥∥∥∥∥ 1

D

D∑
ℓ=1

Zℓ

∥∥∥∥∥
Lt

∼ 1

D
(C2

4/2)
p max

{
√
tD2p,

(
D

t

)1/t

tp

}
= max{C2p

4

√
t/D︸ ︷︷ ︸

(1)

, (C2
4/2 t)

p(D/t)1/t/D︸ ︷︷ ︸
(2)

}. (13)

Recall that our goal is to provide a condition on D for which ∥ 1
D

∑D
ℓ=1 Zℓ∥Lt ≤ ϵδ1/t holds. Since we can freely choose

t > 2, we set it to t = log(1/δ)
pγ > 2 for some γ > 0 from now onward. Then, it is only left to show that terms (1) and (2)

in Eq. 13 are upper-bounded by ϵδ1/t. We start with the simpler case (1).

Analysis of case (1) Setting D ≥ (C4e
γ/2)4p log(1/δ)

pγ ϵ−2 directly gives

(1) = (C4)
2p

√
log(1/δ)

pγD
≤ (C4)

2p

√
log(1/δ)ϵ2

pγ(C4eγ/2)4p
log(1/δ)

pγ

= ϵe−γp = ϵe−γpt/t = ϵδ1/t.

Analysis of case (2) For a simpler analysis, we start by upper bounding D1/t in case (2). For this purpose, we study the
condition in which (2) ≥ (1) s.t. our error is upper bounded by (2). We have

(C2
4 )

p
√

t/D︸ ︷︷ ︸
(1)

≤ (C2
4/2 t)

p(D/t)1/t/D︸ ︷︷ ︸
(2)

≤ (C2
4/2 t)

pD1/t/D

⇐⇒ 2pt1/2−p ≤ D1/t−1/2 ⇐⇒ D1/t ≤
(
t

2

) 2p−1
t−2

(
1

2

) 1
t−2 (t>2)

≤
(
t

2

) 2p−1
t−2 (t→2)

≤ exp(p− 1/2).

Thus, if (2) ≥ (1), we have (2) ≤ e−1/2(C2
4/2 et)

p/D. Setting D ≥ (C2
4/2 tee

γ)pϵ−1e−1/2 finally yields

(2) ≤ e−1/2(C2
4/2 et)

p/D ≤ e−1/2(C2
4/2 et)

p

(C2
4/2 tee

γ)pϵ−1e−1/2
= ϵe−γp = ϵδ1/t.

Setting D to the maximum value of the conditions of case (1) and (2) ensures that ∥ 1
D

∑D
ℓ=1 Zℓ∥Lt ≤ ϵδ1/t in Eq. 13.

A.3 A Comparison with Wacker et al. (2022), Theorem 3.4

Wacker et al. (2022, Theorem 3.4) provide an error bound relative to the L1-norm of the form

Pr
{
|∥Sa⊗p∥22 − ∥a⊗p∥22| ≤ ϵ∥a∥2p1

}
≥ 1− δ,
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where S ∈ CD×dp

is a complex Rademacher sketch and a ∈ Rd.

Bounding the error ϵ > 0 relative to the L1-norm of a instead of the L2-norm is problematic. To see this, consider
the vector a = (1, . . . , 1)⊤/

√
d ∈ Rd. It has ∥a∥2 = 1 and ∥a∥1 =

√
d. In this case, we have ∥a∥2p1 = dp ∥a∥2p2 .

Since the bound by Wacker et al. (2022) requires D = O(ϵ−2), this would translate into a guarantee of D = O(d2p) to
bound the error relative to ∥a∥2p2 . Hence, D is already larger than the dimension dp of a⊗p, which defeats the purpose of
dimensionality reduction.

A.4 Proof of Corollary 3.3 (Approximate Matrix Product)

We want to show that

Pr
{
|(SCtRx)

⊤(SCtRy)− x⊤y| ≤ ϵ ∥x∥2 ∥y∥2
}
≥ 1− δ

holds for any x,y ∈ Rd1···dp and SCtR := (Re{s1}, . . . ,Re{sD}, Im{s1}, . . . , Im{sD})⊤ ∈ R2D×d1···dp with S =
(s1, . . . , sD)⊤ being the same as in Thm. 3.2.

Proof Our first goal is to show that the following holds:

∥(SCtRx)
⊤(SCtRy)− x⊤y∥Lt ≤ ϵδ1/t ∥x∥2 ∥y∥2 .

W.l.o.g., we can assume ∥x∥2 = ∥y∥2 = 1 from now onward, since both sides of the inequality can be divided by
∥x∥2 ∥y∥2.

In Section A.2, we have shown that ∥ ∥Sx∥22 − ∥x∥22 ∥Lt ≤ δ1/tϵ ∥x∥22 holds for any x ∈ Rd1···dp and t > 2. Recall that
∥SCtRx∥22 =

∑D
ℓ=1 Re{s⊤ℓ x}2 + Im{s⊤ℓ x}2 = ∥Sx∥22, which already implies ∥∥SCtRx∥22 − ∥x∥22 ∥Lt ≤ δ1/tϵ ∥x∥22 .

The rest of the proof follows Ahle et al. (2020, Lem. 9). For two vectors a, b, we have ∥a−b∥22 = ∥a∥22+∥b∥22−2(a⊤b)

and ∥a+ b∥22 = ∥a∥22 + ∥b∥22 + 2(a⊤b). Being combined, this gives a⊤b =
(
∥a+ b∥22 − ∥a− b∥22

)
/4. Hence∥∥(SCtRx)

⊤(SCtRy)− x⊤y
∥∥
Lt =

∥∥∥∥SCtR(x+ y)∥22 − ∥SCtR(x− y)∥22 − ∥x+ y∥22 + ∥x− y∥22
∥∥∥
Lt

/4

≤
(∥∥∥∥SCtR(x+ y)∥22 − ∥x+ y∥22

∥∥∥
Lt

+
∥∥∥∥SCtR(x− y)∥22 − ∥x− y∥22

∥∥∥
Lt

)
/4

≤ ϵδ1/t
(
∥x+ y∥22 + ∥x− y∥22

)
/4 = ϵδ1/t

(
∥x∥22 + ∥y∥22

)
/2 = ϵδ1/t.

To conclude the proof, we apply Markov’s inequality Pr(X ≥ a) ≤ E[X]/a with a > 0, as we did in Section A.2.

In the cases of matrices X = (x1, . . . ,xn) ∈ Rd1···dp×n,Y = (y1, . . . ,ym) ∈ Rd1···dp×m, we set a = ϵ2∥X∥2F ∥Y ∥2F
and X = ∥(SCtRX)⊤(SCtRY )−X⊤Y ∥2F inside the inequality. Then we get

Pr
{
(SCtRX)⊤(SCtRY )−X⊤Y ∥2F ≥ ϵ2 ∥X∥2F ∥Y ∥2F

}
≤

ϵ2δ
∑n

i=1

∑m
j=1 ∥xi∥22∥yj∥22

ϵ2∥X∥2F ∥Y ∥2F
= δ (14)

when SCtR has 2D rows with D being the same as in Thm. 3.2.

A.5 From Approximate Matrix Products to Subspace Embeddings

We now use the inequality (14) derived in Section A.4 to bound the spectral approximation error of the polynomial kernel
matrix. We define the target gram matrix K := (X⊗p)⊤X⊗p+λIn, where X⊗p = (x⊗p

1 , . . . ,x⊗p
n ) ∈ Rdp×n is a matrix

containing the polynomial feature maps of the data points {xi}ni=1, and λ ≥ 0 is a regularization parameter. Our task is to
determine D for which we can guarantee

(1− ϵ)(K + λIn) ⪯ (SCtRX
⊗p)⊤(SCtRX

⊗p) + λIn ⪯ (1 + ϵ)(K + λIn) (15)

with probability at least 1− δ.

Proof We rephrase Ahle et al. (2020, Lem. 11) here for the case λ > 0. This ensures that K + λIn is positive definite
and (K + λIn)

−1/2 exists. The same result for λ = 0 can then be obtained using Fatou’s as shown in the original lemma.
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By Tropp (2012, Prop. 2.1.1.), left and right multiplying the spectral inequality (15) by (K + λIn)
−1/2 does not change

the positive semi-definite order. So (15) becomes

(1− ϵ)In ⪯ (SCtRX
⊗p(K + λIn)

−1/2)⊤(SCtRX
⊗p(K + λIn)

−1/2)⊤ + λ(K + λIn)
−1 ⪯ (1 + ϵ)In,

which is equivalent to

∥(SCtRX
⊗p(K + λIn)

−1/2)⊤(SCtRX
⊗p(K + λIn)

−1/2)⊤ + λ(K + λIn)
−1 − In∥2 ≤ ϵ. (16)

Now we define Z := X⊗p((X⊗p)⊤X⊗p + λIn)
−1/2 so that

Z⊤Z = (K + λIn)
−1/2K(K + λIn)

−1/2

= (K + λIn)
−1/2(K + λIn − λIn)(K + λIn)

−1/2

= In − λ(K + λIn)
−1.

Then (16) becomes ∥(SCtRZ)⊤(SCtRZ)−Z⊤Z∥2 ≤ ϵ. and we can apply our bound on the Frobenius norm error (14),
since it holds for any X,Y . So we can set X = Y = Z ∈ Rdp×n and get:

Pr{∥(SCtRZ)⊤(SCtRZ)−Z⊤Z∥2 ≥ ϵ ∥Z∥F ∥Z∥F }
≤ Pr{∥(SCtRZ)⊤(SCtRZ)−Z⊤Z∥F ≥ ϵ ∥Z∥F ∥Z∥F } ≤ δ. (17)

Now we have that

∥Z∥2F = tr(Z⊤Z) = tr(In − λ(K + λIn)
−1)

and tr(Z⊤Z) =
∑n

i=1 λi(Z
⊤Z) is the sum over eigenvalues λi(Z

⊤Z). This gives

tr(Z⊤Z) =

n∑
i=1

1− λ

λ+ λi(K)
=

n∑
i=1

λi(K)

λi(K) + λ
= tr(K(K + λI)−1) =: sλ(K),

where 0 ≤ sλ(K) ≤ n is the λ-statistical dimension of K.

Substituting ϵ = ϵ′/ ∥Z∥2F = ϵ′sλ(K)−1 for some ϵ′ > 0 in (17) ensures that ∥(SCtRZ)⊤(SCtRZ) − Z⊤Z∥2 ≤ ϵ′ is
satisfied with probability at least 1− δ, when SCtR has 2Dsλ(K)2 rows, where D is the same as in Thm. 3.2.
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B VARIANCE OF COMPLEX-TO-REAL SKETCHES

In this section, we derive the variances of non-structured CtR-sketches.

B.1 The structure of CtR variances

We start by deriving the general variance structure of CtR-sketches that we will frequently refer to later on. For a complex
random variable z = a + i b with a, b ∈ R, we have |z|2 = a2 + b2 and Re{z2} = a2 − b2. Combining both equations
gives a2 = 1

2 (|z|
2 +Re{z2}). The scalar a is real-valued and its variance V[a] = E[a2]− E[a]2 is thus

V[a] =
1

2
Re{E[|z|2] + E[z2]− 2E[a]2}. (18)

Let ΦC : Rd → CD be a complex polynomial sketch as defined in Eq. 4 and be k̂C(x,y) = ΦC(x)
⊤ΦC(y) ∈ C the

associated approximate kernel for some x,y ∈ Rd. As the kernel estimate is an unbiased estimate of the real-valued target
kernel k(x,y), we have

E[k̂C(x,y)] = E[Re{k̂C(x,y)}] + i · E[Im{k̂C(x,y)}] = k(x,y).

From this it follows that E[Im{k̂C(x,y)}] = 0 and therefore E[k̂C(x,y)] = E[Re{k̂C(x,y)}] = k(x,y). Setting
z = k̂C(x,y) and a = Re{k̂C(x,y)} =: k̂CtR(x,y) in Eq. 18 yields

V[k̂CtR(x,y)] =
1

2
Re{E[|k̂C(x,y)|2] + E[k̂C(x,y)2]− 2E[Re{k̂C(x,y)}]2}

=
1

2
Re{E[|k̂C(x,y)|2] + E[k̂C(x,y)2]− 2E[k̂C(x,y)]2}

=
1

2
Re{V[k̂C(x,y)] + PV[k̂C(x,y)]},

where PV[k̂C(x,y)] := E[k̂C(x,y)2]− E[k̂C(x,y)] ∈ C is called the pseudo-variance of k̂C(x,y) (Park, 2018, Chapter
5). In fact, we show next that Im{PV[k̂C(x,y)]} = 0 for all the sketches discussed in this work. Hence, we can also
write V[k̂CtR(x,y)] =

1
2 (V[k̂C(x,y)] + PV[k̂C(x,y)]) for them since V[z] ∈ R for any z ∈ C. In order to determine

V[k̂CtR(x,y)], we thus work out V[k̂C(x,y)] and PV[k̂C(x,y)] for Gaussian, Rademacher and ProductSRHT sketches in
the following.

B.2 Gaussian and Rademacher sketches

In this section, we work out the variance of Gaussian and Rademacher CtR-sketches. For a set of D i.i.d. random feature
samples, we have

V[k̂CtR(x,y)] = V[Re{k̂C(x,y)}] = V
[
Re{ΦC(x)

⊤ΦC(y)}
]
=

1

D2

D∑
ℓ=1

V

[
Re

{
p∏

i=1

(w⊤
i,ℓx)(w

⊤
i,ℓy)

}]
. (19)

As {wi,ℓ}Dℓ=1 are i.i.d., the variance terms are equal for each ℓ in Eq. 19 and V[k̂CtR(x,y)] ∝ 1/D. We can therefore
assume D = 1 and drop the index ℓ for simplicity in the following. We then rescale the variances by 1/D later.

As our estimator is unbiased, we have E[k̂C(x,y)] = k(x,y) = (x⊤y)p. Thus, we only need to work out E[|k̂C(x,y)|2]
and E[k̂C(x,y)2] for the variance and pseudo-variance, respectively.

Pseudo-Variance We start with E[k̂C(x,y)2] to derive the pseudo-variance PV[k̂C(x,y)] after.

E[k̂C(x,y)2] = E

( p∏
i=1

w⊤
i xw

⊤
i y

)2
 =

p∏
i=1

E
[
(w⊤

i x)
2(w⊤

i y)
2
]
= E

[
(w⊤x)2(w⊤y)2

]p
(20)

=

 d∑
i=1

d∑
j=1

d∑
k=1

d∑
l=1

E[wiwjwkwl]xixjykyl

p

(21)
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Eijkl := E[wiwjwkwl] ̸= 0, only if:

1. i = j = k = l: there are d terms (Eijkl)xixjykyl = E[|wi|4]x2
i y

2
i .

2. i = k ̸= j = l: there are d(d− 1) terms (Eijkl)xixjykyl = E[|wi|2]xiyiE[|wj |2]xjyj = xiyixjyj .

3. i = l ̸= j = k: there are d(d− 1) terms (Eijkl)xixjykyl = E[|wi|2]xiyiE[|wj |2]xjyj = xiyixjyj .

As for both the Gaussian and the Rademacher sketch, we have E[|wi|2] = 1 for all {wi}di=1, we obtain:

E
[
k̂C(x,y)

2
]
=

 d∑
i=1

E[|wi|4]x2
i y

2
i + 2

d∑
i=1

d∑
j ̸=i

xiyixjyj

p

(22)

We have E[|wi|4] = 2 and E[|wi|4] = 1 for the Gaussian and Rademacher case, respectively. So the pseudo-variances
V[k̂C(x,y)] = E[k̂C(x,y)2]− E[k̂C(x,y)]2 are given by the following real-valued expressions:

PV[k̂C(x,y)] =
1

D

((
2(x⊤y)2

)p − (x⊤y)2p
)

(Gaussian) (23)

PV[k̂C(x,y)] =
1

D

((
2(x⊤y)2 −

d∑
i=1

x2
i y

2
i

)p

− (x⊤y)2p

)
(Rademacher) (24)

where we added the 1/D scaling that we left out before. Note that E[|wi|4] ≥ (E[|wi|2])2 = 1 by Jensen’s inequality,
which is why the Rademacher sketch yields the lowest possible pseudo-variance for the estimator studied in Section 2.1.

Variance We work out E[|k̂C(x,y)|2] to derive the variance V[k̂C(x,y)].

E[|k̂C(x,y)|2] = E

∣∣∣∣∣
p∏

i=1

w⊤
i xw

⊤
i y

∣∣∣∣∣
2
 = E

[
p∏

i=1

|w⊤
i x|2|w⊤

i y|
2

]
(25)

= E

( d∑
i=1

wixi)(

d∑
j=1

wjyj)(

d∑
k=1

wkxk)(

d∑
l=1

wlyl)

p

=

 d∑
i=1

d∑
j=1

d∑
k=1

d∑
l=1

E[wiwjwkwl]xiyjxkyl

p

.

Now we check when Eijkl := E
[
wiwjwkwl

]
̸= 0 holds. The analysis is the same as before with differently placed

conjugates leading to different expressions.

1. i = j = k = l: there are d terms (Eijkl)xiyjxkyl = E[|wi|4]x2
i y

2
i .

2. i = j ̸= k = l: there are d(d− 1) terms (Eijkl)xiyjxkyl = E[|wi|2]E[|wk|2]xixkyiyk.

3. i = k ̸= j = l, there are d(d− 1) terms (Eijkl)xiyjxkyl = E[|wi|2]E[|wj |2]x2
i y

2
j .

4. i = l ̸= j = k, there are d(d− 1) terms (Eijkl)xiyjxkyl = E[w2
i ]E[wj

2]xixjyiyj .

Therefore,

E[|k̂C(x,y)|2]1/p =

d∑
i=1

E[|wi|4]x2
i y

2
i +

d∑
i=1

d∑
j=1
j ̸=i

x2
i y

2
j +

d∑
i=1

d∑
j=1
j ̸=i

xixjyiyj +

d∑
i=1

d∑
j=1
j ̸=i

E[w2
i ]E[wj

2]xixjyiyj

=

d∑
i=1

E[|wi|4]x2
i y

2
i +

[
∥x∥2∥y∥2 −

d∑
i=1

x2
i y

2
i

]
+

[
(x⊤y)2 −

d∑
i=1

x2
i y

2
i

]
+

d∑
i=1

d∑
j=1
j ̸=i

E[w2
i ]E[wj

2]xixjyiyj

Once again, we have E[|wi|4] = 2 and E[|wi|4] = 1 for the Gaussian and Rademacher case, respectively. We further have
E[w2

i ] = E[wi
2] = E[Re{wi}2]−E[Im{wi}2] with −1 ≤ E[w2

i ] ≤ 1 because E[|wi|2] = E[Re{wi}2]+E[Im{wi}2] = 1.
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Thus, E[w2
i ]E[wj

2] = E[w2
i ]

2 ∈ [0, 1], where the extreme cases 0 and 1 are achieved by sampling wi from {1, 1, i,−i}
(complex Rademacher) and {1,−1} (real Rademacher), respectively. Therefore, we define the variable q := (1 + E[w2

i ]
2)

that equals 1 for the complex case and 2 for the real one. We finally obtain the following variances V[k̂C(x,y)] =

E[|k̂C(x,y)|2]− |E[k̂C(x,y)]|2:

V[k̂C(x,y)] =
1

D

((
∥x∥2 ∥y∥2 + q(x⊤y)2

)p
− (x⊤y)2p

)
(Gaussian) (26)

V[k̂C(x,y)] =
1

D

∥x∥2 ∥y∥2 + q

d∑
i=1

d∑
j ̸=i

xixjyiyj

p

− (x⊤y)2p

 (Rademacher) (27)

where we added the 1/D scaling that we left out before. Note also that E[|wi|4] ≥ (E[|wi|2])2 = 1 by Jensen’s inequality,
which is why the (real/complex) Rademacher sketch yields the lowest possible variance for the estimator studied in Section
2.1.

Thus, when
∑d

i=1

∑d
j ̸=i xixjyiyj ≥ 0, sampling wi uniformly from {1,−1, i,−i} yields the lowest possible CtR-

variances as both the variance as well as the pseudo-variance lower bound are attained. In the opposite case, real
Rademacher sketches (sampling wi from {1,−1}) yield the lowest variances. This is because E[|k̂C(x,y)|2] ≥ 0 is
minimized in this case.

B.3 Gaussian and Rademacher CtR Variance Advantage over their Real-Valued Analogs

In the following, we compare Gaussian and Rademacher CtR-sketches against their real-valued analogs assuming that
the corresponding feature maps have equal dimensions. Thus, we assign D random features to the real feature map
ΦR : Rd → RD and only D/2 random feature samples to the CtR feature map ΦCtR : Rd → RD (Alg. 1) leading to the
same output dimension D.

We call the corresponding kernel estimates k̂R(x,y) = ΦR(x)
⊤ΦR(y) and k̂CtR(x,y) = ΦCtR(x)

⊤ΦCtR(y).
V[k̂R(x,y)] is given in Eq. 26 and 27, where we set q = 2.

We further have V[k̂CtR(x,y)] =
1
2 (V[k̂C(x,y)]+PV[k̂C(x,y)]) as shown in Section B.1. V[k̂C(x,y)] is given in Eq. 26

and 27, where we set q = 1. PV[k̂C(x,y)] is given in Eq. 23 and 24, respectively.

We start with the simpler Gaussian case and study the Rademacher case after.

B.3.1 Gaussian Case: Proof of Theorem 3.5.

Proof Taking into account that SCtR has only D/2 rows for ΦR and ΦCtR to have equal dimensions D, the variance
difference of their kernel estimates yields:

V[k̂R(x,y)]− V[k̂CtR(x,y)]

=
1

D

((
∥x∥2 ∥y∥2 + 2(x⊤y)2

)p
− (x⊤y)2p

)
− 1

D

((
∥x∥2 ∥y∥2 + (x⊤y)2

)p
+
(
2(x⊤y)2

)p − 2(x⊤y)2p
)

=
1

D

((
∥x∥2 ∥y∥2 + 2(x⊤y)2

)p
−
(
2(x⊤y)2

)p)− 1

D

((
∥x∥2 ∥y∥2 + (x⊤y)2

)p
− (x⊤y)2p

)
=

1

D

p−1∑
k=0

(
p

k

)(
2(x⊤y)2

)k (∥x∥2 ∥y∥2)p−k

− 1

D

p−1∑
k=0

(
p

k

)
(x⊤y)2k

(
∥x∥2 ∥y∥2

)p−k

=
1

D

p−1∑
k=0

(
p

k

)
(2k − 1)(x⊤y)2k

(
∥x∥2 ∥y∥2

)p−k

≥ 0

Thus, the Gaussian CtR-estimator is always better regardless of the choice of x,y and p and despite using only half the
random feature samples. Note that the variance difference is zero if p = 1 and increases as p increases. Moreover, the
difference is maximized for parallel x and y. In this case, we have (x⊤y) = ∥x∥ ∥y∥ and the difference becomes

V[k̂R(x,y)]− V[k̂CtR(x,y)] =
1

D

p−1∑
k=0

(
p

k

)
(2k − 1)

(
∥x∥2 ∥y∥2

)p
=

1

D
∥x∥2p ∥y∥2p (3p − 2p+1 + 1)
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We analyze the more difficult Rademacher case next.

B.3.2 Rademacher Case: Proof of Theorem 3.4.

Proof Taking into account that SCtR has only D/2 rows for ΦR and ΦCtR to have equal dimensions D, the variance
difference of their kernel estimates yields:

V[k̂R(x,y)]− V[k̂CtR(x,y)]

=
1

D

∥x∥2 ∥y∥2 + 2

d∑
i=1

∑
j ̸=i

xixjyiyj

p

− (x⊤y)2p


− 1

D


∥x∥2 ∥y∥2 +

d∑
i=1

∑
j ̸=i

xixjyiyj

p

− (x⊤y)2p +

(
2(x⊤y)2 −

d∑
i=1

x2
i y

2
i

)p

− (x⊤y)2p


Next, we write (x⊤y)2p = ((x⊤y)2−

∑d
i=1 x

2
i y

2
i +
∑d

i=1 x
2
i y

2
i )

p. In this way, we can factor out the term a := (x⊤y)2−∑d
i=1 x

2
i y

2
i =

∑d
i=1

∑
j ̸=i xixjyiyj and apply the binomial theorem to all addends. This gives:

V[k̂R(x,y)]− V[k̂CtR(x,y)] =
1

2D

p∑
k=0

(
p

k

)
ap−k

(∥x∥2 ∥y∥2 + (x⊤y)2 −
d∑

i=1

x2
i y

2
i

)k

−

(
(∥x∥2 ∥y∥2)k + (x⊤y)2k − (

d∑
i=1

x2
i y

2
i )

k

)
We now show that the following term is always non-negative:

B :=

(∥x∥2 ∥y∥2 + (x⊤y)2 −
d∑

i=1

x2
i y

2
i

)k

−

(
(∥x∥2 ∥y∥2)k + (x⊤y)2k − (

d∑
i=1

x2
i y

2
i )

k

) (28)

For k = 0 and k = 1, B = 0. For k ≥ 2, we have:(
∥x∥2 ∥y∥2 + (x⊤y)2 −

d∑
i=1

x2
i y

2
i

)k

=

k∑
j=0

(
k

j

)
∥x∥2j ∥y∥2j

(
(x⊤y)2 −

d∑
i=1

x2
i y

2
i

)k−j

Plugging this expression into B and cancelling out the addend for j = k yields:

B =

k−1∑
j=0

(
k

j

)
∥x∥2j ∥y∥2j

(
(x⊤y)2 −

d∑
i=1

x2
i y

2
i

)k−j

−

(
(x⊤y)2k − (

d∑
i=1

x2
i y

2
i )

k

)

Next, we refactor (x⊤y)2k − (
∑d

i=1 x
2
i y

2
i )

k:

(x⊤y)2k − (

d∑
i=1

x2
i y

2
i )

k = ((x⊤y)2 −
d∑

i=1

x2
i y

2
i +

d∑
i=1

x2
i y

2
i )

k − (

d∑
i=1

x2
i y

2
i )

k

=

k∑
j=0

(
k

j

)
(

d∑
i=1

x2
i y

2
i )

j((x⊤y)2 −
d∑

i=1

x2
i y

2
i )

k−j − (

d∑
i=1

x2
i y

2
i )

k

=

k−1∑
j=0

(
k

j

)
(

d∑
i=1

x2
i y

2
i )

j((x⊤y)2 −
d∑

i=1

x2
i y

2
i )

k−j

Plugging this expression into B yields:

B =

k−1∑
j=0

(
k

j

)(
∥x∥2j ∥y∥2j − (

d∑
i=1

x2
i y

2
i )

j

)
((x⊤y)2 −

d∑
i=1

x2
i y

2
i )

k−j
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Finally, we insert B back into the original variance difference V[k̂R(x,y)] − V[k̂CtR(x,y)] (remember that B = 0 if
k < 2):

V[k̂R(x,y)]− V[k̂CtR(x,y)] =
1

D

p∑
k=2

(
p

k

)
ap−kB =

1

D

p∑
k=2

k−1∑
j=0

(
p

k

)(
k

j

)
ap−j

(
∥x∥2j ∥y∥2j − (

d∑
i=1

x2
i y

2
i )

j

)

Finally, we note that bj := ∥x∥2j ∥y∥2j − (
∑d

i=1 x
2
i y

2
i )

j = (
∑d

i=1

∑d
ℓ=1 x

2
i y

2
ℓ )

j − (
∑d

i=1 x
2
i y

2
i )

j ≥ 0 and
V[k̂R(x,y)]− V[k̂CtR(x,y)] ≥ 0 if a =

∑d
i=1

∑d
j′ ̸=i xixj′yiyj′ ≥ 0.

C VARIANCE OF OUR PROPOSED (CtR-)ProductSRHT SKETCH

In Section 4, we proposed a novel (CtR-) ProductSRHT sketch that is a slightly modified version of the TensorSRHT
sketch proposed by Ahle et al. (2020). Unlike previous work, we derive the variance of (CtR-)ProductSRHT and show
its statistical advantage over unstructured sketches. The statistical advantage stems from the orthogonality of H as well
as from the sampling matrices {P i}pi=1 that sample without replacement. The statistical advantage is lost when sampling
with replacement as is done in Ahle et al. (2020). In this case, the variance falls back to the Rademacher variance.

C.1 Variances of ProductSRHT as well as CtR-ProductSRHT

As shown in Section B.1, the variance of the CtR sketches discussed in this work is of the form:

V[k̂CtR(x,y)] =
1

2
(V[k̂C(x,y)] + PV[k̂C(x,y)]),

where k̂C(x,y) is the complex-valued kernel estimate of the polynomial kernel obtained through our sketch. In order to de-
rive the variance of CtR-ProductSRHT, we need to derive the variance V[k̂C(x,y)] and the pseudo-variance PV[k̂C(x,y)].
We will also derive the variance of real-valued ProductSRHT as a corollary of the variance of complex ProductSRHT.

C.1.1 Pseudo-variance

As before, we start with the pseudo-variance and derive the variance after. For the pseudo-variance PV[k̂C(x,y)] =

E[k̂C(x,y)2]− E[k̂C(x,y)]2, we need to work out E[k̂C(x,y)2]:

E[k̂C(x,y)2] =
1

D2

D∑
ℓ=1

D∑
ℓ′=1

p∏
i=1

E
[
(w⊤

i,ℓx)(w
⊤
i,ℓy)(w

⊤
i,ℓ′x)(w

⊤
i,ℓ′y)

]
=

1

D2

D∑
ℓ=1

D∑
ℓ′=1

E
[
(w⊤

ℓ x)(w
⊤
ℓ y)(w

⊤
ℓ′x)(w

⊤
ℓ′y)

]p
︸ ︷︷ ︸

e(ℓ,ℓ′)p

We dropped the index i in the last equality for ease of notation, as all {wi,ℓ}pi=1 are i.i.d. samples and the expectation is
thus the same for any i. To work out the expectation e(ℓ, ℓ′), we need to distinguish different cases for ℓ and ℓ′.

1. ℓ = ℓ′ (D terms): e(ℓ, ℓ′)p = E
[
(w⊤

ℓ x)
2(w⊤

ℓ y)
2
]p

=
(
2(x⊤y2)−

∑d
i=1 x

2
i y

2
i

)p
(taken from Eq. 22 for the Rademacher case)

2. ℓ ̸= ℓ′ (D(D − 1) terms):

e(ℓ, ℓ′)p =

(
d∑

q=1

d∑
r=1

d∑
s=1

d∑
t=1

E[wℓ,qwℓ,rwℓ′,swℓ′,t]xqyrxsyt

)p

=

(
d∑

q=1

d∑
r=1

d∑
s=1

d∑
t=1

E[dqdrdsdt]E[hpℓ,qhpℓ,rhpℓ′ ,shpℓ′ ,t]xqyrxsyt

)p
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dq, dr, ds, dt are uniform samples from {1,−1, i,−i}, i.e., complex Rademacher samples, that are independent from the
index samples pℓ,q, pℓ,r, pℓ′,s, pℓ′,t, which is why we can factor out the two expectations. We will simplify the above sum
by studying when E[dqdrdsdt] ̸= 0.

We have to distinguish three non-zero cases for E[dqdrdsdt]:

1. q = r = s = t (d terms): E[dqdrdsdt] = E[|dq|4] = 1

2. q = r ̸= s = t (d(d− 1) terms): E[dqdrdsdt] = E[|dq|2]E[|ds|2] = 1

3. q = t ̸= r = s (d(d− 1) terms): E[dqdrdsdt] = E[|dq|2]E[|dr|2] = 1

because E[|dq|4] = E[|dq|2] = 1.

In Section C.1.3, we show that for ℓ ̸= ℓ′ and q ̸= r, E[hpℓ,qhpℓ,rhpℓ′ ,rhpℓ′ ,q] = − 1
⌈D/d⌉d−1 holds. Therefore, e(ℓ, ℓ′)p

for ℓ ̸= ℓ′ yields:

e(ℓ, ℓ′)p =

 d∑
i=1

x2
i y

2
i +

d∑
i=1

d∑
j ̸=i

xiyixjyj −
1

⌈D/d⌉d− 1

d∑
i=1

d∑
j ̸=i

xiyixjyj

p

=

(
(x⊤y)2 − 1

⌈D/d⌉d− 1

[
(x⊤y)2 −

d∑
i=1

x2
i y

2
i

])p

In fact, e(ℓ, ℓ′)p does not depend on ℓ and ℓ′ anymore after working out the expectations involved. Plugging e(ℓ, ℓ′)p back
into E[k̂C(x,y)2] yields the following pseudo-variance for ProductSRHT:

PV[k̂C(x,y)2] =
1

D

[(
2(x⊤y2)−

d∑
i=1

x2
i y

2
i

)p

− (x⊤y)2p

]

+

(
1− 1

D

)[(
(x⊤y)2 − 1

⌈D/d⌉d− 1

[
(x⊤y)2 −

d∑
i=1

x2
i y

2
i

])p

− (x⊤y)2p

]

=
1

D
PV(p)

Rad. −
(
1− 1

D

)[
(x⊤y)2p −

(
(x⊤y)2 −

PV(1)
Rad.

⌈D/d⌉d− 1

)p]
(29)

PV(p)
Rad. and PV(1)

Rad. are the Rademacher pseudo-variance (24) for a given degree p and p = 1, respectively.

C.1.2 Variance

Next we work out the variance V[k̂C(x,y)]:

V

[
1

D

D∑
ℓ=1

p∏
i=1

(w⊤
i,ℓx)(w

⊤
i,ℓy)

]
=

1

D2

D∑
ℓ=1

D∑
ℓ′=1

Cov

(
p∏

i=1

(w⊤
i,ℓx)(w

⊤
i,ℓy),

p∏
i=1

(w⊤
i,ℓ′x)(w

⊤
i,ℓ′y)

)

Again, we distinguish the cases ℓ = ℓ′ and ℓ ̸= ℓ′:

1. ℓ = ℓ′ (D terms):

Cov

(
p∏

i=1

(w⊤
i,ℓx)(w

⊤
i,ℓy),

p∏
i=1

(w⊤
i,ℓx)(w

⊤
i,ℓy)

)
= V

[
p∏

i=1

(w⊤
i,ℓx)(w

⊤
i,ℓy)

]

=

(
∥x∥2 ∥y∥2 + (x⊤y)2 −

d∑
i=1

x2
i y

2
i

)p

− (x⊤y)2p (Using the complex Rademacher variance (27))

2. ℓ ̸= ℓ′ (D(D − 1) terms). We discuss this case in detail below.
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Cov

(
p∏

i=1

(w⊤
i,ℓx)(w

⊤
i,ℓy),

p∏
i=1

(w⊤
i,ℓ′x)(w

⊤
i,ℓ′y)

)
= E

[
p∏

i=1

(w⊤
i,ℓx)(w

⊤
i,ℓy)(w

⊤
i,ℓ′x)(w

⊤
i,ℓ′y)

]
− (x⊤y)2p (30)

= E
[
(w⊤

ℓ x)(w
⊤
ℓ y)(w

⊤
ℓ′x)(w

⊤
ℓ′y)

]p
− (x⊤y)2p = E

[
(w⊤

ℓ x)(w
⊤
ℓ y)(w

⊤
ℓ′x)(w

⊤
ℓ′y)

]p
︸ ︷︷ ︸

e2(ℓ,ℓ′)p

−(x⊤y)2p

Next, we turn to the expression e2(ℓ, ℓ
′)p that is almost the same as e(ℓ, ℓ′)p for the pseudo-variance, the only difference

being the complex conjugates that are placed differently:

e2(ℓ, ℓ
′)p =

(
d∑

q=1

d∑
r=1

d∑
s=1

d∑
t=1

E[wℓ,qwℓ,rwℓ′,swℓ′,t]xqyrxsyt

)p

=

(
d∑

q=1

d∑
r=1

d∑
s=1

d∑
t=1

E[dqdrdsdt]E[hpℓ,qhpℓ,rhpℓ′ ,shpℓ′ ,t]xqyrxsyt

)p

We distinguish 4 cases for E[dqdrdsdt]:

1. q = r = s = t (d terms): E[dqdrdsdt] = E[|dq|4] = 1

2. q = r ̸= s = t (d(d− 1) terms): E[dqdrdsdt] = E[|dq|2]E[|ds|2] = E[|dq|2]2 = 1

3. q = s ̸= r = t (d(d− 1) terms): E[dqdrdsdt] = E[|dq|2]E[|dr|2] = E[|dq|2]2 = 1

4. q = t ̸= r = s (d(d− 1) terms): E[dqdrdsdt] = E[d2q]E[dr
2
] = 0

We showed case (4) on purpose although it is zero for complex Rademacher samples dq, dr ∈ C. For real Rademacher
samples, we have E[d2q] = E[dr

2
] = 1 instead. This observation will allow us to work out the variance of complex and real

ProductSRHT at the same time. Furthermore, we have E[hpℓ,qhpℓ,rhpℓ′ ,rhpℓ′ ,q] = − 1
⌈D/d⌉d for any q ̸= r and ℓ ̸= ℓ′ as

already noted for the pseudo-variance. The derivation of this quantity is shown in Section C.1.3.

So e2(ℓ, ℓ
′) reduces to:

e2(ℓ, ℓ
′) =

d∑
i=1

x2
i y

2
i︸ ︷︷ ︸

Case (1)

+

d∑
i=1

d∑
j ̸=i

xixjyiyj︸ ︷︷ ︸
Case (2)

− 1

⌈D/d⌉d

d∑
i=1

d∑
j ̸=i

x2
i y

2
j︸ ︷︷ ︸

Case (3)

− 1

⌈D/d⌉d

d∑
i=1

d∑
j ̸=i

E[d2i ]E[dj
2
]xixjyiyj︸ ︷︷ ︸

Case (4)

= (x⊤y)2 − 1

⌈D/d⌉d

d∑
i=1

d∑
j ̸=i

x2
i y

2
j + E[d2i ]xixjyiyj ,

where E[d2i ] = 0 for the complex case and E[d2i ] = 1 for the real case. Plugging back e2(ℓ, ℓ
′) for the case ℓ ̸= ℓ′ back into

Eq. 30 and solving for V[k̂C(x,y)] yields:

V[k̂C(x,y)] = V(p)
Rad. −

(
1− 1

D

)[
(x⊤y)2p −

(
(x⊤y)2 −

V(1)
Rad.

⌈D/d⌉d− 1

)p]
(31)

with V(p)
Rad. and V(1)

Rad. being the Rademacher variance (27) for a given degree p and p = 1, respectively. We set q = 2 for
the real case and q = 1 for the complex case inside Eq. 27.

Inserting the expressions for the variance (31) and pseudo-variance (29) into Eq. 7, gives the variance of CtR-ProductSRHT.

C.1.3 Shuffling the Rows of Stacked Hadamard Matrices

In this section, we prove an important equality that was used in the derivation of the variance formulas of ProductSRHT in
the previous sections. It can be seen as the key lemma that leads to a reduced variance compared to Rademacher sketches.
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It shows the statistics of randomly sampled rows (without replacement) inside stacked orthogonal Hadamard matrices that
give close-to-orthogonal as opposed to i.i.d. samples in our proposed ProductSRHT sketch. We prove the equality

E[hpℓ,qhpℓ,rhpℓ′ ,rhpℓ′ ,q] = − 1

⌈D/d⌉d− 1

for ℓ ̸= ℓ′ and q ̸= r being fixed indices. h⊤
pℓ

and h⊤
pℓ′

are the pℓ-th and pℓ′ -th row of the Hadamard matrix H , respectively
(see Section 4). The indices q and r refer to elements inside these row vectors. pℓ and pℓ′ are themselves the π(ℓ)-th and
π(ℓ′)-th entries of the vector pi ∈ R⌈D/d⌉d for a given i ∈ {1, . . . , p}. Here, we look at a given index i and drop the index
for ease of presentation. We do the same for the permutation function π(·). Recall that {pi}

p
i=1 is used to construct the

sampling matrices {P i}pi=1 in Alg. 2.

The following proof is closely related to Choromanski et al. (2017, Proof of Proposition 8.2) and Wacker et al. (2022,
Lemma B.1). The difference here is that we consider the sampling of rows (without replacement) inside stacked Hadamard
matrices as we will see next, whereas the other works only consider the sampling of rows inside a single Hadamard matrix.

Proof

The sampling procedure for the rows h⊤
pℓ

and h⊤
pℓ′

can be described as follows. We stack the Hadamard matrix H ∈ Rd×d

⌈D/d⌉ times on top of itself to yield a new matrix H⌈D/d⌉ ∈ R⌈D/d⌉d×d. We then shuffle its rows randomly to yield the
shuffled matrix H⌈D/d⌉×d

p . h⊤
pℓ

and h⊤
pℓ′

are then the ℓ-th and ℓ′-th row of H⌈D/d⌉
p . In fact, the shuffled matrix H⌈D/d⌉

p

can be constructed from the index vector p that contains the order of the rows of H to be used.

Since the columns of H are orthogonal, the same is true for H⌈D/d⌉ and H⌈D/d⌉
p . So the inner product of two distinct

columns q and r of H⌈D/d⌉
p yields

∑⌈D/d⌉d
ℓ=1 hpℓ,qhpℓ,r = 0. As hpℓ,q, hpℓ,r ∈ {1,−1}, half of {hpℓ,qhpℓ,r}

⌈D/d⌉d
ℓ=1 must

be equal to 1 and −1, respectively. From this we get the marginal probabilities

Pr(hpℓ,qhpℓ,r = 1) = Pr(hpℓ,qhpℓ,r = −1) = 0.5

for any q ̸= r being fixed, where the probabilities are taken over the indices pℓ and pℓ, i.e., the shuffling operation. Next,
we obtain the following conditional probabilities using the same logic as before:

Pr(hℓ′,qhℓ′,r = 1|hℓ,qhℓ,r = 1) = Pr(hℓ′,qhℓ′,r = −1|hℓ,qhℓ,r = −1) =
(⌈D/d⌉d)/2− 1

⌈D/d⌉d− 1

Pr(hℓ′,qhℓ′,r = 1|hℓ,qhℓ,r = −1) = Pr(hℓ′,qhℓ′,r = −1|hℓ,qhℓ,r = 1) =
(⌈D/d⌉d)/2
⌈D/d⌉d− 1

Using these conditional probabilities along with the marginal probabilities Pr(hpℓ,qhpℓ,r) allows us to solve
E[hpℓ,qhpℓ,rhpℓ′ ,rhpℓ′ ,q] via the law of total expectation:

E[hpℓ,qhpℓ,rhpℓ′ ,rhpℓ′ ,q] = Epℓ
[Epℓ′ [hpℓ,qhpℓ,rhpℓ′ ,rhpℓ′ ,q|hpℓ,rhpℓ,q]]

=
1

2

(
Epℓ′ [hpℓ′ ,rhpℓ′ ,q|hpℓ,rhpℓ,q = 1]− Epℓ′ [hpℓ′ ,rhpℓ′ ,q|hpℓ,rhpℓ,q = −1]

)
=

1

2

((
(⌈D/d⌉d)/2− 1

⌈D/d⌉d− 1
− (⌈D/d⌉d)/2

⌈D/d⌉d− 1

)
−
(
(⌈D/d⌉d)/2
⌈D/d⌉d− 1

− (⌈D/d⌉d)/2− 1

⌈D/d⌉d− 1

))
= − 1

⌈D/d⌉d− 1
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D FURTHER EXPERIMENTS

In this section, we provide further experiments complementing our evaluation in Section 6 of the main paper.

D.1 Empirical Variance Comparison of (CtR-) Rademacher Sketches

We first study the practical effect of the non-negativity condition a =
∑d

i=1

∑d
j′ ̸=i xixj′yiyj′ ≥ 0 in Thm. 3.4. Fig. 6

shows the results of an empirical variance comparison of CtR-Rademacher sketches against their real analogs.

Fig. 6a shows the case, where the condition a ≥ 0 always holds (non-negative data) and Fig. 6b the case, where a ≥ 0
does not always hold (zero-centered data). While the CtR sketch offers lower variance ratios for CIFAR-10 and MNIST
in most cases even if a ≥ 0 does not always hold, we see that a ≥ 0 is needed to guarantee an advantage of the CtR
sketch. For Letter and Mocap with zero-centered data (Fig. 6b), around half the variances ratios are less than one and half
are more than one, suggesting that real Rademacher sketches perform similarly to CtR-Rademacher sketches in this case.
For non-negative data (Fig. 6a), the relative gains of CtR-sketches improve drastically. That is, all variance ratios are less
than one, with an increasing gain for larger p.
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(a) Non-negative data.
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(b) Zero-centered data.

Figure 6: ECDF of Var(CtR-Rademacher) / Var(Rademacher) for pairwise evaluations of the variance ratio evaluated on a
subset of each dataset.

D.2 Closed-Form GP Classification

We carry out a set of additional GP classification experiments to complement Section 6.2. The experiments are the same
as in Section 6.2, but compare a larger range of values for D and two additional data sets: Letter and Mocap (Dua & Graff,
2017). Moreover, we add experiments for zero-centered data. The following is a brief summary of the plots:

• Fig. 8 shows MNIST/CIFAR-10 experiments for p = 3, 7 using unit-normalized non-negative data (same as Fig. 2 for
a larger range of D).

• Fig. 9 shows Letter/Mocap experiments for p = 3, 7 using unit-normalized non-negative data.

• Fig. 10 shows MNIST/CIFAR-10 experiments for p = 3, 7 using unit-normalized zero-centered data.

• Fig. 11 shows Letter/Mocap experiments for p = 3, 7 using unit-normalized zero-centered data.

In general, we find that relative performance gains of CtR-sketches over their real analogs are larger for non-negative
than for zero-centered data. This makes sense because of the condition of Thm. 3.4. However, they still lead to some
improvements even for zero-centered data. Gains over SRF on the other hand increase for zero-centered data, in particular
regarding kernel approximation errors.

D.3 Online Learning for Fine-Grained Visual Recognition

Fig. 7 shows an online learning experiment on the CUB-200 (Welinder et al., 2010) data set. We follow the experimental
setup in Gao et al. (2016), but only train the classification layer of the VGG-M (Chatfield et al., 2014) convolutional neural
network. This option is referred to as no fine-tuning in the original paper.
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We use an Adam optimizer with decaying learning rate starting from 10−3, where the learning rate is divided by 10, when
the validation loss stagnates. The mini-batch size is 32 and we train over 50 epochs. The sketch dimension is D = 213 and
p = 3, a = 2 in our experiments (see Section 6.1).

Our final test errors are lower than 36.42% and 31.53% for Rademacher and TensorSketch, respectively, given in Gao et al.
(2016, Table 4). An exception is SRF that requires unit-normalized features and hence loses important information, leading
to around 75% test error. Since the polynomial degree p = 3 is small, CtR-ProductSRHT does not achieve an advantage
over ProductSRHT in terms of test errors. ProductSRHT is also slightly faster. When using CRAFT maps on the other
hand, both CtR-ProductSRHT and ProductSRHT perform similarly well, and are significantly faster than TensorSketch.
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(a) (CtR-) ProductSRHT vs. TensorSketch/SRF.
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Figure 7: Stochastic optimization following Gao et al. (2016) for the CUB-200 data set without fine-tuning of the VGG-M
convolutional layers.
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Figure 8: MNIST and CIFAR-10 comparison for p = 3 and p = 7 with unit-normalized data averaged over 20 seeds.
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Figure 9: Letter and Mocap comparison for p = 3 and p = 7 with unit-normalized data averaged over 20 seeds.
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Figure 10: MNIST and CIFAR-10 comparison for p = 3 and p = 7 averaged over 20 seeds. The data is centered through
a subtraction of the training mean and unit-normalized afterwards.
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Figure 11: Letter and Mocap comparison for p = 3 and p = 7 averaged over 20 seeds. The data is centered through a
subtraction of the training mean and unit-normalized afterwards.
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