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Introduction

Fact-checking is one of the prominent solutions
in fighting the spread of online misinforma-
tion, which carries risks for the democratic pro-
cess (Starbird, 2019). However, traditional fact-
checking is a process requiring scarce expert hu-
man resources, and thus does not scale well to
social media because of the continuous flow of
new content (Hassan et al., 2015). As compu-
tational fact-checking is still not ready for adop-
tion (Nakov et al., 2021), crowdsourcing has been
proposed to tackle this challenge (Roitero et al.,
2020a). Using the crowd for this task scales with
a smaller cost, but has always been studied in con-
trolled environments. Twitter has started BIRD-
WATCH as the first large-scale effort of crowd-
sourced fact-checking in January 2021 (BWP,
2021). BIRDWATCH adopts a community-driven
approach for fact-checking by allowing selected
Twitter users to identify fallacious information.

In this talk, we look at how crowdsourced fact-
checking works in practice when compared with
human experts. We report on the following re-
search questions:

RQ1 How are check-worthy claims selected by
BIRDWATCH users? Can the crowd identify
check-worthy claims before experts do?

RQ2 What sources of information are used to sup-
port a fact-checking decision in BIRDWATCH and
how reliable are they? Can the crowd be consid-
ered as “independent fact-checkers”?

RQ3 Are crowd workers able to reliably assess the
veracity of a tweet? Is their assessment considered
helpful by others?

In the rest of the talk proposal, we give back-
ground information on fact-checking and crowd-
sourcing, introduce the datasets collected in our
study, and report our main results.

Background

The fact-checking process starts with identifying
check-worthy claims and ends with a label about
their veracity. Labels vary across services but can
be divided into four categories: true, partially-true,
false, or not enough evidence to judge. Given an
input textual tweet, both BIRDWATCH crowd and
expert checkers follow three main steps.

1. Claim Selection. Deciding whether a claim
is worth checking is similar to the task of judg-
ing the relevance of a document w.r.t. a search
query. The crowdsourced annotation of content on
social networks is an activity across all platforms.
Users label content that violates the guidelines of
the site, such as hate speech and misinformation.
This process triggers the human verification with
moderators hired by the platform (Dori-Hacohen
et al., 2021). For human fact-checkers the selec-
tion of the claims to verify is driven by journalis-
tic principles, such as importance or if the claim
contains a verifiable fact.

2. Evidence Retrieval. The crowd makes use
of expert fact-checking outcomes when available,
otherwise they use Web evidence with the risk
of being influenced by their own personal belief
and context (Roitero et al., 2020b). Expert fact-
checkers instead rely on their training to identify
verified, transparent, and accountable evidence,
sometimes involving third-party domain experts.

3. Claim verification. When misinformation
is identified on social media, crowd users tend to
counter it by providing evidence of it being mis-
leading (Micallef et al., 2020). This shows an
intrinsic motivation that certain members of the
crowd have to contribute to the fact-checking pro-
cess. Most expert fact-checkers work within orga-
nizations, such those that are part of the Interna-
tional Fact-Checking Network, which sets edito-
rial standards on the verification protocol.



Figure 1: BIRDWATCH note and CLAIMREVIEW fact-
check examples. (A) tweet. (B) note with the assigned
label to such tweet. (C) sample of questions when sub-
mitting a note. (D) fact-check delivered by an expert.

Data

Community-driven fact-checking on Twitter is
governed by the BIRDWATCH initiative (BWP,
2021), while checks written by journalists and ex-
pert checkers are curated using the CLAIMRE-
VIEW schema (CRP, 2021). We describe the
datasets and how to identify claims verified by
both parties.

Birdwatch. In the BIRDWATCH program, par-
ticipants identify misleading tweets and provide
context using Notes and Ratings. Participants can
add notes to any tweet, e.g., Figure 1(A). Their
notes contain two elements. First, a classifica-
tion label indicating whether the tweet is misin-
formed/misleading (MM) or not misleading (NM)
with a text field where they justify their label and
include links to sources, e.g., Figure 1(B). Second,
answers to multiple-choice questions about their
decision, e.g., Figure 1(C). The key data we use
from the notes are three. The Classification Label:
Whether the tweet is misleading or misinformed
(MM) or not (NM) according to the user. The Note
Text with the user justification for the label. The
Timestamps at which the note was written.

Participants rate the notes of other participants
to help identify which notes are helpful. A user
rates a note by providing answers to a list of
questions; we focus on two of them. The High-
quality Sources: The user answers the question
‘Is this note helpful because it cites high-quality
sources?’. We use this information to assess if
users distinguish credible sources. The Helpful-
ness Label: The user answers the question ‘Is this
note helpful?’. We use this information to com-
pute a helpfulness score for notes.

We use the BIRDWATCH data up to September
2021. The dataset contains 87k ratings for 12k

tweets (15k notes) from 5k unique participants.
ClaimReview. The CLAIMREVIEW schema is

used to publish fact-checking articles by organiza-
tions and journalists. Our dataset is a collection of
items following this schema, collected from vari-
ous sources (Mensio and Alani, 2019). Each item,
or fact-check, is a (claim, label) pair produced by
a professional journalist or fact-checking agency.
Since different fact-checkers use different labels,
the data is normalized into a smaller subset of la-
bels. We use a dataset containing 77k fact-checks.
A fact-check is shown in Figure 1 (D).

Matched Data. To study how the judgements
of the crowd compare to those of expert check-
ers, we matched claims from both datasets with
a combination of computational methods and hu-
man annotators. After running the exercise, we
are left with 2.2k tweets verified by BIRDWATCH

that are also matching with the CLAIMREVIEW

fact-checks. An example of a tweet matching a
CLAIMREVIEW is shown in Figure 1.

Results

RQ1 BIRDWATCH users and CLAIMREVIEW ex-
perts show correlation in claim selection decisions
w.r.t. major news and events, but with impor-
tant differences due to the circulation of claims
that have been already debunked by experts. The
crowd seems to be effective also in identifying
tweets with misleading claims even before they
get fact-checked by an expert. Also, both popu-
lar and non-popular tweets get verified by BIRD-
WATCH users. Computing the check-worthiness of
a tweet does not lead to effective results using cur-
rent methods.
RQ2 Expert fact-checkers rely on a relatively
small set of high-quality sources to verify claims,
while BIRDWATCH participants provide a vari-
ety of sources that seem to be neglected by fact-
checkers. While most of these sources are evalu-
ated as credible (by journalists) and useful (by the
BIRDWATCH crowd), malicious users might game
the algorithm and effectively label notes as un-
helpful according to their ideology and beliefs.
RQ3 BIRDWATCH users show high enough levels
of agreement to reach decisions in the vast major-
ity of cases. The crowd focuses mostly on mis-
leading tweets and shows high agreement with ex-
pert fact-checkers in terms of classification label.
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