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Abstract—Received Signal Strength (RSS) is ubiquitous in
wireless communications. Despite the low accuracy, it is still
attractive because of the simplicity and the ready availability in
nearly every wireless system without any additional hardware or
software required. This paper develops a geometric interpretation
of trilateration in RSS-based 3D localization, which is presented
in a previous paper but in 2D scenarios. In addition, to correct
the final estimates, an iterative Maximum Likelihood (ML) esti-
mator for position estimation is presented. The Artificial Neural
Networks (ANNs) are then applied in estimating the related
parameters to robustify the performance of the algorithm. When
compared to earlier methods, simulation results demonstrate a
considerable boost in performance.

Index Terms - trilateration, positioning, RSS, Received Signal
Strength, 3D localization, Maximum Likelihood, ANNs.

I. INTRODUCTION

Several main positioning techniques have been used in
determining the position of a point: Time of Arrival (ToA),
Time Difference of Arrival (TDoA), Received Signal Strength
(RSS), and Direction of Arrival (DoA) (in some documents,
it is also called Angle of Arrival - AOA) [1]. ToA-based [2-
4] and TDoA-based [5-6] positioning require highly accurate
clock synchronization among all BSs and mobile device. DoA-
based systems do not require such a synchronization [7-10],
but it is sensitive to Non Line of Sight (NLoS) and requires
antenna arrays. In RSS-based technique, the distance between
the mobile device and each base station is firstly estimated
by the strength of power received. Afterward, an algorithm of
trilateration is then implemented. This technique has its own
drawbacks. Shadowing and NLoS circumstances make RSS
systems extremely vulnerable, as signal power drops dramat-
ically, resulting in huge estimation mistakes. Local changes
in the average received power have a significant impact on
these systems (small-scale fading). RSS-based positioning
algorithms, on the other hand, continue to play a crucial role
in practice. RSS-based systems require the least amount of
hardware (only a power detector), which can be found in a
variety of applications such as WiFi, Zigbee, and Bluetooth
chipsets. There is no need for synchronization in these designs.
Since they do not rely on timing information, they perform

well in short-range circumstances and are more resistant to
multipath. [11].

RSS-based positioning algorithm is a popular topic of many
previous works. In the paper [12], we illustrate a geometric
interpretation for RSS-based trilateration in 2D. Concerning
3D localization, paper [13] demonstrates their study, but in
the scenario where all path loss exponents are already given
and considered to be equal, and so are the standard deviations
of RSS measurement. In [14-15], positioning algorithms with
unknown path loss exponent are studied, but they still consider
that standard deviations are known. Recently, deep learning
with Artificial Neural Networks is a popular approach to
robustify positioning accuracy. The authors in [16] proposes a
method using the neural network with RSS samples to estimate
directly the coordinates of the unknown point.

In this paper, we continue our work in [12] in 3D scenar-
ios. A geometric interpretation of trilateration in 3D with a
Weighted Least Square estimation is presented in section II.
In section III, we illustrates RSS-based localization using the
proposed 3D trilateration algorithm with estimates of mean
and variance of square of the distances, and the an iterative
Maximum Likelihood procedure is studied to optimize the
positioning algorithm. Section IV presents an utilization of
deep learning to enhance the estimations. Instead of directly
localize the mobile device by ANNs, we use ANNs to estimate
the standard deviation (σi) of the each RSS measurement as
well as the path loss exponent (αi) of each transmission link
at first, and then estimate the position of mobile device by the
αi and σi obtained . In the last two sections, we illustrate the
simulations and the related results to prove the superiority of
our proposed algorithm.

Notation: exp(x) denotes an exponentiation with the base
e and the power x; diag(a1, a2, . . . , an) is the diagonal
matrix whose diagonal elements are a1, a2, . . . , an resp.; [a;b)
is the interval of real numbers from a to b which includes
a but excludes b, Γ means Gamma function, log(·) stands
for decimal logarithm, ln(·) stands for natural algorithm, E(·)
stands for mean value, var(·) stands for variance.
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Figure 1: Radical plane of 2 non-concentric spheres when they
intersect each other at a circle (a), only one point (b) or zero
point (c).

II. PROPOSED GEOMETRIC APPROACH

A. Geometric interpretation

Trilateration is a mathematical method which determines
the position of an unknown point based on the distances from
itself to several base stations around. In 2D scenarios, each
base station, with the corresponding distance from itself to
the mobile device, forms a circle. In [12], it is discussed that
two non-concentric circles have a radical axis, which is the
locus of a point having equal power with regard to them. The
estimated position of the mobile device is supposed to be the
common point of these axes. To be continued in 3D scenarios,
we consider the term radical planes of the two non-concentric
spheres (Fig. 1), which is also the locus of a point having
the same power with regard to the two spheres concerned.
Localization in 3D requires at least 4 base stations; meanwhile
determining a point demands at least 3 planes. Therefore, with
N base stations, we take N−1 planes, where each of them is
the radical plane of the first sphere and the i-th sphere (i≥ 2).
The common point of these planes is considered to be the
position of the mobile device. If such a point does not exist,
the Weighted Least Square method will be applied to obtain
the most appropriate position.

B. Matrix approach

The following equation demonstrates the sphere whose
center is the i-th base station and radius is di, where di is
the distance from the i-th base station to the mobile device:

(x− xi)
2 +(y− yi)

2 +(z− zi)
2 = d2

i (1)

In the equation above, (x,y,z) are the coordinates of the
mobile device, (xi,yi,zi) are the coordinates of the i-th base
station, i is from 1 to N and N is the number of base stations
(N ≥ 4).

The equation of the radical plane of the spheres correspond-
ing to the first and i-th base station (i≥ 2) is

(x− xi)
2 +(y− yi)

2 +(z− zi)
2

−(x− x1)
2− (y− y1)

2− (z− z1)
2 = d2

i −d2
1

(2)

As a result:
(−2xi +2x1)x+(−2yi +2y1)y+(−2zi +2z1)z
= d2

i − x2
i − y2

i − z2
i −d2

1 + x2
1 + y2

1 + z2
1

(3)

In matrix formulation, we define

AAA =




−2x2 +2x1 −2y2 +2y1 −2z2 +2z1
−2x3 +2x1 −2y3 +2y1 −2z3 +2z1

. . . . . . . . .
−2xN +2x1 −2yN +2y1 −2zN +2z1


; xxx =




x
y
z


;

b̂bb =




d̂2
2 − x2

2− y2
2− z2

2− d̂2
1 + x2

1 + y2
1 + z2

1

d̂2
3 − x2

3− y2
3− z2

3− d̂2
1 + x2

1 + y2
1 + z2

1
. . .

d̂2
N− x2

N− y2
N− z2

N− d̂2
1 + x2

1 + y2
1 + z2

1




where d̂2
i is the estimate of d2

i .
Obviously, we have the approximation AAAxxx≈ b̂bb.
A Weighted Least Square estimation [17] is then applied.

The estimate of xxx is compute by:

x̂xx =
(
AAATWWW−1AAA

)−1
AAATWWW−1b̂bb (4)

where WWW is the covariance matrix of b̂bb:

WWW = var(d2
1)•1•1T +diag

(
var(d2

2),var(d2
3), . . . ,var(d2

N)
)

(5)
var(d2

i ) is the variance of d2
i .

1 = [1 1 . . . 1]T is the all-one vector.

III. RSS-BASED LOCALIZATION

To estimate the coordinates of mobile device in (4), esti-
mations of d2

i and var(d2
i ) are required. This section analyzes

these estimations in RSS-based model and proposes an itera-
tive Maximum Likelihood procedure to optimize the position
obtained.

A. RSS model

The average power received via a wireless link is referred
to as RSS. The disturbance in RSS caused by shadowing is
log-normally distributed, according to field testing. As a result,
the log-normal path loss model can be written as follows:

Pi = P0 +10αi logd0−10αi logdi +ni (6)

where P0 is the power received at a reference point at the
distance d0; di is the true distance from the i-th base station
to the mobile station; αi is the path loss exponent of the
corresponding transmission link, ni is the log normal fading.
The Path Loss Model (PLM) assumes that this fading is in
Gaussian distribution with zero-mean and variance of σ2

i .
The RSS measurement is simplified to

γRSS,i ≜ Pi−P0−10α logd0 (7)

As a result, from (6), we have:

γRSS,i =−10αi logdi +ni (8)
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B. RSS-based Weighted Least Squares estimation

In the Appendices A and B, we prove the following equa-
tions to estimate d2

i and var(d2
i ):

d̂2
i = exp

(−(ln10)γRSS,i

5αi
− (ln10)2σ2

i

50α2
i

)
(9)

var(d2
i )

= exp
(
−(ln10)γRSS,i

2.5αi
− (ln10)2σ2

i
12.5α2

i

)[
exp
(
(ln10)2

25α2
i

σ2
i

)
−1
]

(10)
The position of the mobile device is then computed by

Weighted Least Squares estimation, shown in equation (4).

C. Iterative Maximum Likelihood Procedure

To optimize x̂xx obtained in (4), an iterative Maximum Like-
lihood estimator is applied.

In vector form, we denote
γγγRSS =

[
γRSS,1 γRSS,2 . . .γRSS,N

]T (11)

fff (xxx) =




−10α1 log
√
(x− x1)2 +(y− y1)2 +(z− z1)2

−10α2 log
√
(x− x2)2 +(y− y2)2 +(z− z2)2

. . .

−10αN log
√

(x− xN)2 +(y− yN)2 +(z− zN)2




(12)
where xxx =

[
x y z

]T .

The vector γγγRSS is Gaussian distributed with mean vector of
fff and covariance matrix CCCRSS, we have the probability density
function (pdf) [19]:

p(γγγRSS|xxx) =
(2π)−

N
2

|CCCRSS|
1
2

exp
(−1

2
(γγγRSS− fff )TCCC−1

RSS(γγγRSS− fff )
)

(13)
where

CCCRSS = diag(σ2
1 ,σ

2
2 , . . . ,σ

2
N) (14)

Maximizing the pdf in (13) is equivalent to finding

x̂xx = argmin
xxx
(γγγRSS− fff (xxx))TCCC−1

RSS(γγγRSS− fff (xxx)) (15)

which we shall perform alternatingly. We consider Gauss-
Newton procedure [20] for x̂xx. At iteration (u+1):

x̂xx(u+1)= x̂xx(u)+(GGGT
RSSCCC−1

RSSGGGRSS)
−1GGGT

RSSCCC−1
RSS

(
γγγRSS− fff (x̂xx(u)

)

(16)
where GRSS is the Jacobian matrix of fff (xxx)

GGGRSS = GGG(xxx(u)) , GGG(xxx) =
∂ fff (xxx)
∂xxxT . (17)

A procedure is expected to terminate when ∥xxx(u+1) −
xxx(u)∥2 < εRSS, for the stopping criterion εRSS sufficiently small.
Then, the final position of the procedure is considered to be
the coordinates of the mobile device in the xyz space.

However, iterative procedures do not always converge. In
[21], we show that there are three possible outcomes for an it-
erative procedure: Convergence, Divergence and Oscillation.
We take the final position of a converging procedure as the

estimated position for the mobile device. As for a diverging
procedure or an oscillating procedure, the initial position is
selected.

In a nutshell, the Algorithm 1 is proposed for the Gauss-
Newton iterative procedure of Maximum Likelihood estimator.

Algorithm 1: Proposed Maximum Likelihood estimtor
with Gauss-Newton procedure

1 Given path loss exponents αi and standard deviations
σi. Take the measured Received Signal Strength Pi.

2 Compute γRSS,i by (8), d̂2
i by (9), var(d2

i ) by (10).
3 Assign u = 1 and εRSS sufficiently small.
4 Compute the estimation x̂xx by (4) as the first estimated

coordinates of the mobile device.
5 repeat
6 Compute the following estimated coordinates

x̂xx(u+1) of the mobile device by (16).
7 u = u+1;
8 until ∥xxx(u+1)− xxx(u)∥2 < εRSS or u> 1000 or

X (u+1) =±∞;
9 if u> 1000 or x̂xx(u+1) =±∞ then

10 x̂xx(1) is the estimated position of the mobile device;
11 else
12 x̂xx(u) is the estimated position of the mobile device;

D. Cramer Round Lower Bound (CRLB)

To evaluate the quality of the algorithm based on DDoA,
we compare to the Cramer-Rao Lower Bound (CRLB), via the
Fisher Information Matrix (FIM):

III(xxx) = GGGT
RSS(xxx)CCC

−1
RSSGGGRSS(xxx) . (18)

The CRLB is the trace of the inverse of FIM:

CRLB = tr(I−1) (19)

IV. AN APPLICATION OF DEEP LEARNING IN ESTIMATING
STANDARD DEVIATIONS OF RSS MEASUREMENTS AND

PATH LOSS EXPONENTS OF ENVIRONMENTS

A. Formulation of Artificial Neural Network

Artificial neural systems are computing frameworks am-
biguously motivated by the neural systems of animal brains.
ANNs are distributed parallel systems made up of neurons,
which are interconnected processing units that perform math-
ematical calculations. An ANN contain an input layer with
single or multiple inputs, an output layer with singe or multiple
outputs, and the hidden layers, each containing the nodes (Fig.
2).

Each connection can transmit a signal to other nodes. The
nodes and connections ordinarily have a weight that adjusts
as learning proceeds. After traversing the layers numerous
times, signals move from the first layer (the input layer) to
the last layer (the output layer). Neural networks are trained
by working with instances that have known inputs and outputs,
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Figure 2: Artificial Neural Network

generating probability-weighted affiliations between them that
are saved in the net’s structure. The steps to train ANNs are
presented in [22].

B. Estimation of path loss exponents and standard deviations

The proposed method is a form of supervised learning which
maps the inputs to the outputs. Learning is accomplished using
Levenberg-Marquardt algorithm [23].

To improve the performance of RSS-based localization,
estimations of path loss exponents and standard deviations
using ANNs are implemented. This task has two following
phases:
• Offline phase (training phase). 500 reference points are

selected. From each reference point (known coordinates),
the signals are transmitted from the mobile device to the
network of base stations. The experiments are conducted
in M = 100 times for each point. Let P(m)

i be the measured
RSS at the i-th base station in the m-th experiment. The
estimated RSS P̂i is the mean of the M measured value:

P̂i =
1
M

M

∑
m=1

P(m)
i (20)

As a results, the estimated path loss exponent of the
corresponding transmission link can be expressed by

α̂i =
P̂i−P0

10(logd0− logdi)
(21)

As the coordinates of the reference point are known, the
distance di are already defined.
The unbiased estimate of the standard deviation σ̂i of each
RSS measurement is estimated by the following equation

σ̂i =
1

cM

√
1

M−1

M

∑
m=1

(
P(m)

i − P̂i

)2
(22)

where cM is a correction factor in terms of Gamma
function [26].

cM =

√
2

M−1
Γ
(M

2

)

Γ
(M−1

2

) (23)

Two ANNs are trained. As for the first ANN, the in-
puts are N estimated RSS measured received at N base
stations, and the outputs are N path loss exponents.
Similarly, the second ANN has the same N inputs but
its outputs are N corresponding standard deviations. Ac-
cordingly, the size of training data set for each ANN is
the number of reference points (500).

• Online phase (standard deviation estimating phase)
When the mobile device at unknown position transmits
signals, the N base stations receive them and compute
the estimated RSS. By the ANNs trained, each standard
deviation for each corresponding RSS measurement and
each path loss exponent for each transmission link are
then estimated.

V. SIMULATION RESULTS

A. Simulation Setup

To compare the quality among of algorithms and CRLB,
we use Root Mean Square Position Error (RMSE) which is
defined by

RMSE =
√

E(∥x̂xx− x̄xx∥2) (24)

where x̄xx is the true position of the mobile device and x̂xx is
its estimate. RMSE averaging is over 1000 mobile positions
picked randomly in a cuboid of 1000m x 1000m x 50m (Fig.
3). 500 fixed reference points inside the red cuboid are chosen
to take measurements. At the height of 25m, 8 base stations
form a circle of radius 200m. Other 8 base stations form
a simimar circle at the height of 150m. In MATLAB, we
generate the RSS values with the fixed path loss exponent
α = 2 and the standard deviation (σ ) varies from 0.5 to 3
dBm. The dataset for training each ANN (containing 3 hidden
layers and 20 nodes in each layer) is obtained by transmitting
signals from the 500 fixed reference points to the 16 base
stations. Stopping criterion for the iterative ML estimator is
εRSS = 0.01. Other parameters: d0 = 1m and P0 =−45 dBm.

B. Results

Instead of comparing the MSEs to the CRLB, we compare
their square roots: The Root Mean Square Error (RMSE) =√

MSE and square root of CRLB (
√

CRLB).
Fig. 4 compares the RMSEs of the 4 algorithms:

(a) Position estimation by the iterative ML procedure when
path loss exponent (α) and standard deviation of RSS
measurement (σ ) are already given, assuming that all
the RSS measurements have the same standard deviation
and all the transmission links have the same path loss
exponents [13].

(b) Position estimation by the ML iterative procedure when
α and σ are estimated by taking mean values of all
the estimated α̂i and σ̂i, respectively, of the dataset, also
assuming that all the RSS measurements have the same
standard deviation and all the transmission links have the
same path loss exponents.

(c) Using an ANN to directly determine the position of the
mobile device [16].
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Figure 3: Map of base stations’ network, reference points and
the cuboid where the mobile device’s position is randomly
picked up inside
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Figure 4: RMSE comparison among the algorithms

(d) Using ANNs to estimate each path loss exponent and each
standard deviation, then using the proposed iterative ML
procedure to estimate position of the mobile device (our
proposed algorithm).

The
√

CRLB is also added to validate the performance of
our proposed algorithm.

From the results shown in Fig. 4, it is obvious that our
proposed algorithm (d) always gives the best performance,
with the lowest RMSE. This RMSE is still larger than the√

CRLB, which proves that the estimation is unbiased.

Evidently, with the help of ANNs in estimating standard
deviations and path loss exponents, our RSS-based algorithm
is considerably improved with lower RMSE, specially when
the log normal fadings are large, but still keeps the estimation
unbiased.

VI. CONCLUSIONS

This paper develops the geometric interpretation of a trilat-
eration algorithm in 3D, and propose an iterative Maximum
Likelihood procedure to enhance the accuracy of the position-
ing. The prior estimations of standard deviations and path loss
exponents by ANNs provide more exact results for localization
than the ordinary estimation.

All of the conclusions offered, however, are based on
simulations. It would be interesting to study how the proposed
positioning algorithm performed on measurements.
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APPENDIX

A. Unbiased estimation of d2
i

From (8), we have

−(ln10)γRSS,i

5αi
= 2(ln10)(logdi)+

−(ln10)ni

5αi

= 2(lndi)+
−(ln10)ni

5αi

(25)

As ni ∼ N (0,σ2
i ),
−(ln10)γRSS,i

5αi
has the mean value of

2(lndi) and the variance of (ln10)2

25α2
i

σ2
i .

It is already proved in [18] that if q is a Gaussian dis-
tributed variable, the mean and variance of q will be E(eq) =

exp
(

µ + σ2

2

)
and var(eq) =

(
eσ2 −1

)
e2µ+σ2

. Applying

those results, the mean and variance of exp
(
−(ln10)γRSS,i

5αi

)

are computed as:

E
(

exp
(−(ln10)γRSS,i

5αi

))
= exp

(
2lndi +

(ln10)2σ2
i

50α2
i

)

(26)
and

var
(

exp
(
−(ln10)γRSS,i

5αi

))

=

(
exp
(
(ln10)2

25α2
i

σ2
i

)
−1
)

exp
(

4lndi +
(ln10)2

25α2
i

σ2
i

)

(27)
Thus, from (26), we get

E
(

exp
(−(ln10)γRSS,i

5αi

))
= d2

i exp
(
(ln10)2σ2

i

50α2
i

)
(28)

Consequently, the unbiased estimate of d2
i is
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B. Estimation of var(d2
i )

Furthermore, from (27), we have:
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From (25), we have

−(ln10)γRSS,i

2.5αi
= 4(lndi)+

−(ln10)ni

2.5αi
(31)

Hence,
−(ln10)γRSS,i

2.5αi
has the mean value of 4(lndi) and

the variance of (ln10)2

6.25α2
i

σ2
i

Similarly to the section A, we can compute the mean of
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)
by applying the results in [18].
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Thus, the unbiased estimate of d4

i is
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)
(33)

(9) gives us the unbiased estimate of d2
i , so its variance can

be computed by
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Using (30), we have
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Since the unbiased estimate of d4

i is given in (33), we have
the equation of var(d2

i ):
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