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* Developing & Consuming Tabular Data Representation
* Training Datasets
* Input Processing [q&a]
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Text and tabular data

* Several applications use both text and tabular data

Population in Million by Country

Appears and Goals

Country Capital Population
Australia | Canberra | 25.69
France Paris 67.39
Bolivia La Paz 11.67

France
Capital Paris
Population | 67.39M
Size 644K Km2
President | Emmanuel Macron

Club Season League
Division | Apps | Goals
Cannes 1988-89 Ligue 3 2 0
1989-90 0 0
1990-91 28 1
1991-92 31 5(1)




Table-based Fact-Checking (TFC)

* Fact-checking (tabular setting): verify if an input claim, expressed in
natural language (NL) is true/false against some trusted structured data

Population in Million by Country

Country Capital Population
Australia | Canberra | 25.69
France Paris 67.39
Bolivia La Paz 11.67

Input claim: France has a population of 67.39 million.
Output: True

Input claim: Bolivia has more citizens than France.

Output: False
P (Aly et al, 2022; Karagiannis et al, 2020)

e Text Entailment: check whether an input relational table implies or not
a given NL claim

Input Text: France has a more than double population of Australia.
Output: Entail

Input Text: France has a higher population density than Bolivia.
Output: Does not entail/Not Enough Information (Eisenschlos et al, 2020)



Demo

* https://coronacheck.eurecom.fr/en



https://coronacheck.eurecom.fr/en

Question Answering (QA)

* Find the cell(s) that answer a given input NL question

* Complexity ranges from simple lookup queries to complex ones
involving aggregations and numerical reasoning

Population in Million by Country Population in Million by Country
Country | Capital Population Country | Capital Population
Australia | Canberra | 25.69 Australia | Canberra | 25.69
France Paris 67.39 France Paris 67.39
Bolivia La Paz 11.67 Bolivia La Paz 11.67
Question: What is the population Question: What is the total
number of France? population in France and Bolivia?

Output: 67.39 Answer: 79.06 (Herzig et al, 2020)



Demo

» google/tapas-base-finetuned-wtqg - Hugging Face



https://huggingface.co/google/tapas-base-finetuned-wtq

Semantic Parsing (SP): Text-2-SQL

* Given a question in NL and a table, generate a declarative query
expressed in SQL (or SPARQL)

Population in Million by Country (PMC)

Country | Capital | Population NL text: Find the capital of Australia.
Australia | Canberra | 25.69 Output: Select Capital from PMC where Country = “Australia”;
France Paris 67.39

NL text: What is the average population?
Bolivia | La Paz 11.67 Output: Select AVG(Population) from PMC;

(Yu et al, 2021; Gkini et al, 2021)

A Deep Dive into Deep Learning Approaches for Text-to-SQL Systems. SIGMOD 2021 Tutorial



Table Retrieval (TR)

* Given a question in NL and a set of tables, identify the tables that can
answer the question

Population in Millions by Country GDP by Country in Trillions USD Statistics for France

Country | Capital Population Country | Capital GDP Metric Value Year

Australia | Canberra | 25.69 Germany | Berlin 3.806 Population | 67M 2020
France Paris 67.39 France Paris 2.603 GDP 2.6 2020
Bolivia La Paz 11.67 Australia | Canberra | 1.331 Size La Paz | 11.67

Question: What is the GDP of Germany?

Table: GDP by Country in Trillions USD .
(Answer: 3.806) (Wang et al, 2021; Pan et al, 2021)



Why are they challenging?

Task Task Label Tasks Coverage Rllput Output
D L NL
: True/False
Fact-Check
TEC Table-based Fact- TZ; Re?ﬁq;ﬁémﬂmem Table 4 Claim Refused/Entailed
Checking or En- L (Data Evidence)
tailment
QA  Question Answer- Retrieving the Cells for the | Table 4 Question Answer Cells
ing Answer
SP Semantic Parsing  Text-to-SQL Table 4 NL Query Formal QL
TR  Table Retrieval Retrieving Table that Con- | Tables Question Relevant Table(s)
tains the Answer
Column Type Prediction Column Types
Table Type Classification Table Types
Header Detection Header Row
TMP gﬁ:ﬁfmioyemdm Cell Role Classification | 1201¢ Cell Role
Column Relation Annotation Relation between Two Cols
Column Name Prediction Column Name
DI Data Imputation Cell Content Population Table with Complete Cell

Table Iwith Corrupted

ell Values

Values




Table Metadata Prediction (TMP)

* Given an input table with corrupted or missing metadata, predict
e column types and headers, and

* intra-tables relationships
 equivalence between columns, entity linking/resolution

Population in Millions by Country

- Capital Population

Australia | Canberra | 25.69

France Paris 67.39

Bolivia La Paz 11.67

Predict that the missing column header is Country
Predict that the table type is a relational table
(Cappuzzo et al, 2020; Deng et al. 2020; Li, Yuliang et al 2020)



Data Imputation (DlI)

* Given a table with corrupted/missing values, populate the missing cell
data

Population in Millions by Country Population in Millions by Country
Country | Capital Population Country | Capital Population
Australia | Canberra | 25.69 Australia | Canberra | 25.69
- Paris 67.39 ‘ France Paris 67.39
Bolivia La Paz 11.67 Bolivia La Paz 11.67

(Deng et al. 2020; Tang et al, 2021)



Text and tabular data

e Several applications use both
* Table-based Fact-Checking/Text Entailment (TFC)
e Question Answering (QA)
* Semantic Parsing / Text-to-SQL (SP)
» Table Retrieval (TR)
* Table Metadata Prediction (TMP)

* detecting column types, table types, relations, header cells,

* entity resolution and linking; column name prediction
e Data imputation (Dl)

How can we exploit NL understanding in building such applications?
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Tutorial OQutline

* Language Models and Transformers



Deep learning can help with NL text

* A language model (LM) is a probability distribution over sequences of
words
* Given a sequence of words, it

* assigns a probability to the sequence
e predicts the most probable next word in the sequence

pruv(the house is small) > p,\(small the is house)

* Modern LMs are obtained by (unsupervised) pre-training on large
text corpora

* Pre-trained LMs enable state-of-the-art results in downstream NLP
tasks, even in cases with limited amount of annotated training data



What can we do with Language Models?

Sydney is the capital city of the state of New South Wales, and the most populous city in Australia and
Oceania. Located on Australia's east coast, the metropolis surrounds Port Jackson and extends about
70 km (43.5 mi) on its periphery [...]. Sydney is made up of 658 suburbs, spread across 33 local
government areas. Residents of the city are known as "Sydneysiders". As of June 2020, Sydney's
estimated metropolitan population was 5,361,466, meaning the city is home to approximately 66% of
the state's population. Nicknames of the city include the 'Emerald City' and the 'Harbour City'.

Fact-checking (text): Question Answering: Sentiment Analysis: Translation to French:

Sydney’s population as  What is an example of a Neutral Sydney est la capitale de I'Etat de la
of June 2020 is less nickname for Sydney? Nouvelle-Galles du Sud et la ville la
than 2 millions. Emerald City / Harbour Document Classification: plus peuplée d'Australie et d'Océanie.
False City Geography

Using a small labeled dataset, we customize the same pre-trained LM for several tasks

17



How does it work? Big Picture

1- Develop LM through pre-training using large unlabeled text corpora
| I|l|u||m-lli'

/ Language
Model

\ 4

Transformers

2- Fine-tune LM using (relatively small) labeled training data for target application

Sydney is the capital city of the state of New South Wales, and the most populous city in Australia and Oceania.
Located on Australia's east coast, the metropolis surrounds Port Jackson and extends about 70 km (43.5 mi) on
its periphery towards the Blue Mountains to the west, Hawkesbury to the north, the Royal National Park to the
south and Macarthur to the south-west. Sydney is made up of 658 suburbs, spread across 33 local government
areas. Residents of the city are known as "Sydneysiders". As of June 2020, Sydney's estimated metropolitan
population was 5,361,466, meaning the city is home to approximately 66% of the state's population. Nicknames
of the city include the 'Emerald City' and the 'Harbour City'.

Transformer Based LM Fine-Tuned LM /

Neutral

3- Given a new paragraph, predict sentiment

Paris is the capital and most populouscity of France, with an estimated population of 2,165,423 residents in 2019 in an area of
more than 105 km? (41 sq mi), making it the 34th most densely populated city in the world in 2020. Since the 17th century,
Paris has been one of the world's major centers of finance, diplomacy, commerce, fashion, gastronomy, science, and arts, and

Fine-Tuned LM Neutral

has sometimes been referred to as the capital of the world.
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Embeddings

* Focus on neural language models

* Instead of using probabilities, each word is
mapped to the distributed representation
encoded in the networks' hidden layers

* one word = one vector

* Use continuous representations based on n-
dimensional real-valued word (token)
embeddings

e words closer in the vector space are expected to be
similar in meaning

woman girl

man
\‘\ father 4.;
son

cat king JU€e" boy
dog \ mother <‘
\ cats daughter

dogs France
g / England
Paris / Italy \ she
London
himself

h If
Rome erse

(Mikolov et al, 2013)



Output

Proba1bililies
Transformers 1/3 — —

.
. LAdd & Norm J~
* Many ways to obtain a LM P L e
. . ." 3 —
* Transformers introduced parallelism () | | B
i r Multi-Head
(= GPU/TPU) and enabled larger models ; e Attention N
. : orwar } } } X
* Encoder-decoder architecture | A | ——
] . NN i [ Add & Norm e
 (Self) Attention mechanism to understand ; —LAddaNom | | | | M Esreg
. . . i Multi-Head i Multi-Head
relationships between all words in a sentence, | attention | | 1] | Atiention
regardless of their respective position S e R W =il
!\ Positional A ! Positional
T -, 8 T -, o 2 i Encoding P i %—)—@ Encoding
E'§§§g§§ 8§ g 8 E'§§§g§§ 8 g S i Input i Output
H @ T 0= w o= 2 =2 = F @ © 0= w oE = £ =2 : Embedding i Embedding
|‘\ Inputs /'I Qutputs
TNe—eee- . ------------- © (shifted right)
EE"%%@H 8 3 8 Egggmgé § o2 20
F@Wmo® £ ® o= 2z £ = F oo 0 £B o =32z 8 =

(Vaswani et al, 2017)



Transformers 2/3

* BERT (encoder only) got

SOTA in most NLP task @@@Q@@@@@@@

with

* New pre-training
(masking, next sentence) BERT

 Left and right context

from the word . “ - - - - “ - . . -
e The LM learns @ﬂh@ﬁ@@ﬂﬁ@@@@

relationships among
tokens at multiple levels sentence- sentence
« Grammar/Syntax level separator

: classification
* Semantic (pooling)
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Transformers 3/3

* Token embeddings are complemented with more information

* Position is key as a transformer is not a RNN
» sequential nature of RNNs precludes parallelization within training examples

- ™ N ™
Input s | | my || dog || is | cutew (ser] || he (Iikes | playw ##ing || [SEP]
Token
Embeddings E[CLS] Emy Edog EIS Ecute E[SEP] Ehe Elikes Eplay ENing E[SEP]
+ + + L + + + + + + +
Segment
Embeddings EA EA EA EA EA EA EB EB EB EB EB
+ + + L -+ + + =+ + + +
Position
Embeddings Eo El Ez E3 E4 ES E6 E? ES E9 Elo

More on Transformers from Immanuel Trummer in VLDB Tutorial 9 (Thu 8% 10:30 - 12:00)
From BERT to GPT-3 Codex: Harnessing the Potential of Very Large Language Models for Data Management



How does it work for Tabular Data?

e LMs are state-of-the-art for NL but tabular data has different forms
(relational tables, spreadsheets, entity tables, ...) and different
relationships

 E.g., Position, co-occurrence vs same-row, same-column

* Problem: develop LMs that model tabular data

* How to change the transformer architecture to account for the 2D
characteristics of tables and its relationships?



Questions?



Tutorial OQutline

* Developing & Consuming Tabular Data Representation
* Training Datasets
* Input Processing
* Model Training & Architecture
e Tabular Language Model
e Consuming Tabular LMs



Characterization Study

Question: What is the population :
.. humber of France? 3

.
A

g ; _ _ - |
i WikiTables P (1) Developing Tabular Representations (Pre-Training) |
: WDC Web Table Corpus X : l
‘emmssEssEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEES 'f-'.v'.

................................................... I e Input Transformer-based Tabular |
- — - g Training > I
+" Population in Million by Country ™ | : > |

' | Datasets Processing Model Language Model |

Country | Capital Population l :

Australia | Canberra | 25.69 e |

: |

France | Paris 67.39 | Input Downstream Task |
Bolivia S e : Downstream p i »| Prediction/Classification —>( Task Label ) |
: ¢ I Tasks Datasets rocessing Model |

|

| |

| |



Dimensions

3.
4.
5.

Training Datasets

Input Processing

e Data retrieval and filtering

* Table serialization

* Context and table concatenation

Model Architecture and Training
Output Model Representation: Tabular Language Model
Fine-tuning Representation for Downstream Tasks



Training Datasets



Training Datasets

* Large number of tables along with their context are used for pre-
training
* Better representation, less bias

* Context represents additional textual data that comes with tables

» Text describing the table: caption, title or document surrounding the table
* Table metadata: table orientation, header, keys
* Question and claims addressed by the table

* Two types of datasets:
* Unlabeled, such as Wikipedia Tables, are used exclusively for pre-training
e Labeled, such as SPIDER (Yu et al., 2018), can also be used for fine-tuning



GDP by Country in Trillions USD

Country | Capital GDP

Germany | Berlin 3.806
France Paris 2.603

Australia | Canberra | 1.331

Question: What is the GDP of Germany?
Table: GDP by Country in Trillions USD
(Answer: 3.806)



Summary of Training Datasets: exclusively for

pre-training (not

abeled)

Dataset Reference

Task Categories

TFC QA SP TR TMP DI

Number
of Tables

Large
Tables

Context

Application
Example

Wikipedia
Tables

Wikipedia

Surrounding Text: table
caption, page title, page de-
scription, segment title, text
of the segment. Table Meta-
data: statistics about number
of headings, rows, columns,
data rows.

TAPAS

WDC Web (Lehmberg
Table Cor- et al.,
pus 2016)

vV vV

233M

Table Metadata: Table ori-
entation, header row, key col-
umn, timestamp before and
after table.  Surrounding
Text: table caption, text be-

fore and after table, title of
HTML page.

TABERT

VizNet (Hu et al.,

2019)

IM

Table Metadata:
Types.

Column

TABBIE

Spreadsheets (Dong
et al.,
2019)

3,410

Table Metadata: Cell Roles
(Index, Index Name, Value
Name, Aggregation and Oth-
ers).

TABULARNET
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Mostly Fine-Tuning Datasets (1/2)

Task Categories Number Large Application
Dataset  Reference —rm=—63""Gp TR TMP DI of Tables Tables Context Example
NQ-Tables (Herzig v 169,898 v Questions: 12K. DTR
et al.,
2021)
TABFACT  (Chen v 16K X Textual - Claims: 118K 0
claims.
et al.,
2020a)
WikiSQL  (Zhong v Vv VvV 24,241 b 4 Questions: 80,654. MMR
et al.,
2017)
TabMCQ (Jauhar v v 68 b 4 Questions: 9,092. RCI
et al.,
2016)
SPIDER  (Yu et al., v 200 X ?g;;"““sz 10.181 Queries: - ppa
2018) databases o
WikiTable  (Pasupat v Vv 2,108 b 4 Questions: 22,033, TAPEX
Question and
(WikiTQ)  Liang,
2015)
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Mostly Fine-Tuning Datasets (2/2)

Task Categories Number Large Application
Dataset  Reference —rmm—G3—gp ’[%R TMP DI of Tables Tabi’es Context E}Iv:zl:mple
Natural (Kwiatkowski v 169,898 v Questions: 320K. MMR
Questions et al.,
(NQ) 2019)
Surrounding Text: page ti-
OTT-QA (Chen v v 400K v t%e,'section_ titlfe, section text MMR
ot al. llmlte(.1 to 12 first sentences.
2021) Questions: 45,841.
Web (Sun v 273,816 X Surrounding ext: —cap- o,
tions. Queries: 21,113.
Query et al.,
Table 2019)
Questions: 72K. Surround-
HybridQA  (Chen 4 13K X ing Text: first 12 sentences MATE
et al., surrounding the table.
2020b)
Claims: 87K. Surrounding
FEVEROUS  (Alyetal, ¢ 28 8K X Text: “article title. = Table
2021) Metadata: row and column

headers.
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----------------------------------------------

(1) Developing Tabular Representations (Pre-Training)

Question: What is the population :

|
: i | [
! WDC Web Table Corpus . : < q :
L . S,
................................................... | — Input Transformer-based Tabular |
R e ., Training > R !
¢ Population in Million by Country ™, ' > ; > I
; : ' | Datasets Processing Model Language Model |
i| Country | Capital Population |: : :
i | Australia | Canberra | 25.69 R T Rttt -& ————————————————————————— :
E H /——_—-\
i| France Paris 67.39 P N— — Input Downstream Task |
Bolivia Ty e .| Downstream b i Prediction/Classification Task Label l
: : £1| Tasks Datasets rocessing Model !
|
I |
| |

-,
hL)

Input Processing

Data Retrieval and Filtering
Table Serialization: Reshaping 2D tabular structure to 1D

Context and Table Concatenation

34



Data Retrieval and Filtering

* Why do we need it?

* Meet the limit (typically of 512 tokens) of Transformers
* Transformers architecture theoretically has no limits on the input size

* However, practically it is not the case: limit derived from positional embeddings, fixed
attention size and computational complexity

* Improve training time
* Eliminate potential noise in output representations

(Devlin et al., 2019; Yin et al., 2020; Liu et al. 2021a)



Data Retrieval and Filtering

e How?
e Can be downstream task by itself, Table Retrieval
* Using a ranking function like BM25 (Robertson et al., 1995)
Using content snapshot (TABERT (Yin et al., 2020))
Term Frequency Inverse Document Frequency (TFIDF) (RCI (Glass et al., 2021))

 Setting a threshold to limit the number of columns/rows allowed (DRT
(Thorne et al., 2021)

 Splitting Tables into smaller chunks (TUTA (Wang et al., 2021b), TabularNet
(Du et al., 2021))



FPISF

In which city did Fiotr's last Ist place finish occur?

L - "
+ Position Event
I_ | ]

Year ' Venue

Y F T T Y F I E ST LI S T Y Y F Y PN Ty e

2003 ,:Tampur-u- : ird : EU .TIJD{-I.'.:]' Championship
'";?{}E}'s'"E"ﬁ}i.}ﬁ"'5'""[;{'"E""Ei]'{iz's'}:'t};&i];{;.};&[.;"
| 2005 | lemir | It | Universiade
| 2006 :Moscow : 2nd iWorld Indoor Championship)
2007 E'E};E.'gi;}.'i [T Universiade
Selected Rows as Content Snapshot : {Rg, Rs, Rg} Keeping 2 columns Keeping 2 rows
Country | Population Country | Capital Population
Australia | 25.69 Australia | Canberra | 25.69
Country | Capital | Population France | 67.39
Australia | Canberra | 25.69 Bolivia 11.67

Country | Capital Population

France Paris 67.39 -
France Paris 67.39

Bolivia La Paz 11.67

Country | Capital

Australia | Canberra

France Paris Country | Capital Population

Bolivia La Paz Bolivia La Paz 11.67
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..............................................
.* "
+ "

< Population in Million by Country ™

Country | Capital Population

i | Australia | Canberra | 25.69

France Paris 67.39

Table Serialization

! Question: What is the population 5’
.. number of France?

. -
-------------------------------------------------

* Four possible ways:

1- Horizontal scanning of the table row by row

* Flattened table with value separators
e Country | Capital | Population | Australia | Canberra | 25.69 ... Bolivia | La Paz | 11.67
* Flattened table with special token separator to indicate beginning of a new row, new
cell, new header (TAPEX (Liu et al. 2021a), TUTA (Wang et al. 2021b), ForTaP (Cheng et
al., 2021))

* Country | Capital| Population [SEP] Australia | Canberra | 25.69 ... [SEP] Bolivia | La Paz |
11.67

* Flattened table where each cell is represented as a concatenation of the column name,
column type and cell value (TABERT)

e Country: varchar: Australia | Capital: varchar: Canberra | Population: float: 25.69 ... Country:
varchar: Italy | Capital: varchar: Rome | Population: float: 59.55

* Flattened column headers only (GRAPPA (Yu et al., 2021))
e Country|Capital | Population
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Table Serialization (continued)

2- Vertical scanning of the table column by column

* Simple concatenation of column values or by using special separator tokens (DODUO
(Suhara et al., 2021)

3- Combining the output from both horizontal and vertical serialization
* element-wise product (RCI (Glass et al., 2021)), CLTR (Pan et al., 2021),
e average pooling and concatenation (TabularNet),
 average of row and column embeddings (TABBIE (lida et al., 2021)).

4- Transforming data to text

. %iznlg)meaningful sentences generated out of the tabular data (DRT (Thorne et al.,

* using table-to-text systems such as Totto (Parikh et al., 2020).



m Profession Location

Nicholas Doctor Washington D.C.

Sarah Doctor NY

ENETETNEEIE - Nicholas lives in Washington D.C. with his wife.
Sheryl - 1978 - Sheryl is Nicholas’s wife.

:i: E:;Ckaag: 12?2 - Teuvo was born in 1912 in Ruskala.

- Sheryl’s mother gave birth to her in 1978.

jame ea - Sarah was born in Chicago in 1982.

e ey, - Sarah married John in 2010.
John Sarah 2010 . . .
- Sarah works in a hospital in NY as a doctor.

DRT (Thorne et al., 2021)
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Table Serialization: Which method to choose?

* Most of the systems do not compare the different approaches:
* One approach is typically selected and followed

* TABERT reports experiments with different table linearization strategies:
* adding type information and cell values
e phrasing the input as a sentence such as in TABFACT (Chen et al., 2020a)
=> Improvement in results

* (Veltri et al., 2022) in a table to text generation task experimented row vs
column serialization:

 Row performed better



Context and Table Concatenation

* Context is either prepended or appended to the serialized table.
« Common case is to be prepended to the serialized table
* TabFACT tested both strategies:
* no significant difference in performance
* Type of context added usually depends on target downstream application
 QA: a question is prepended to the serialized table.
 Some works like RCI (Glass et al., 2021) encode the context and the serialized table
separately

Context and Table parsed by row:
* Some works, like TABBIE (lida et al., 2021), (CLS] Population in Million by Country [CLS)]
_ Country | Capital | Population [SEP] France | Paris
Doduo, TabularNet, do not include context 1 67.39 ... [SEP] Italy | Rome | 59.55
e Due to nature of downstream tasks Context and Table parsed by column:
. pe [CLS] Population of Countries [CLS] Country |
SpeCIflca”y TMP and DI France | ... | Italy | ... [SEP] Capital | France | ...
| Rome | ... [SEP] Population | 67.39 | ...




TabFact experimented different serializations

Game Date Opponent  Score
51 February3,2009 Florida > 3-4
[ 12- Layer BERT-Base Model ] ................. >
52  February4,2009  Buffalo 0-5

qf S P Q @ QP Q @ & 53 ~ February 7, 2010 ~ Montreal ~ > 5-2

§ [ Word (IG5 [ 51 T (5P| [February | 3 . [ 2009 | [5€P] | [Florida | is | playing |
g-<Posmon|°|1|°|1|2|3|4|°| L1 f2] 3 | o ]
O L. Type [ TOK | game | TOK | date [ date | date [ date [ TOK | | S ISt s ] TOK
L U B L S e
‘g,__ Word [TTCLS] [ row | one | game | s | 51 |; | date | is | February| 3 | 2019 | ; | Fiorida |
§_position|0|1|i|§ a1 5 6] 7 18] 9 [10] 11 [12] 13 |
Model Val Test  Test (simple) Test (complex)
BERT classifier w/o Table 509 505 51.0 50.1
Table-BERT-Horizontal-F+T-Concatenate  50.7 50.4 50.8 50.0
Table-BERT-Vertical-F+T-Template 56.7 56.2 59.8 55.0
TabFact Table-BERT-Vertical-T+F-Template 56.7 57.0 60.6 543
Table-BERT-Horizontal-F+T-Template 66.0 65.1 79.0 58.1

Table-BERT-Horizontal-T+F-Template 66.1 65.1 79.1 58.2




Questions?



Model Training & Architecture

Customizations to account for tabular data structure

Extensions at the input/output level and/or on the internals of the architecture

----------------------------------------------

Question: What is the population :

! Wiki : . . . |
: WikiTables P (1) Developing Tabular Representations (Pre-Training) |
: WDC Web Table Corpus . : - l

E S L e,
.......... I"b-,.. : Training Input . Transformer-based ‘/ Tabular / :
Population in Million by Country : g y |
: : | | Datasets Processing Model / Language Model |
: | Country | Capital Population |: l :
! | Australia | Canberra | 25.69 et e |
:| France | Paris 67.39 P - Input Downstream Task |
e — -, Downstream p . » Prediction/Classification —>( Task Label ) |
i : ¢ I Tasks Datasets rocessing Model |
|
' |

.
A



Adaptations of Transformers’ Architecture

e Model with tabular data structure aware => Customization to Vanilla
transformer-based LMs

e Extensions are at different levels:
* Input
* |Internal
* Output
* Training procedure



Input Level

* Additional positional embeddings to explicitly model the table

structure

» Typically for relational tables

* Example position of the cell (row and column IDs), segment id: whether it is a
context or a table entry, relative positional information of a token in
cell/column header and rank id for sorting floats and dates

Token
Embeddings

Table

1] 1
2 3 Segment
Embeddings

Position
Embeddings

Column
Embeddings

Row
Embeddings

Rank
Embeddings

(e ] Cavery J[7 ] [8A J[eol J[## e [ ##e [0 ][ ][z J[=
+ + - R + + + + + + - -
pos, || pos, || pos, || pos, || pos, || pos, || pos, || pos, || Pos, || pos, || pos, || Pos,
+ + + + + + + + + + + +
SEG, || sEG, || sec, || sEe, || sEe, || sec, || se, || sec, || see, || sEG, || seG, || sEo,
+ + + + + + + + + + + +
| cow, || cot, || co, || coL, || cow || co || coL, || co, || co || coi, |[ co | cot, |
+ + + + + + + + + + + +
| Row, || Row, || Row, || Row, || Row, || Row, || Row, || Row, || rRow, || row, || Row, || ROW, |
+ + + + + + + + + + + +
RANK, || RANK, || RANK, || RANK, || RANK, || RANK, || RANK, || RANK, || RANK, || RANK, || RANK, || RANK,

(TAPAS
(Herzig et
al., 2020)
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Input Level (continued)

* Tree-based positional embeddings (TUTA (Wang et al, 2021))

e Typically for entity tables or spreadsheets

* Encode the position of a cell using top and left embeddings of a bi-
dimensional coordinate tree.

Level 1
[ - Level 2

Root

Title/description

Left-tree distances from cell
“Urinary tract”

Level 1 Level 2

L L Im:ldence*, Mortallty _ )
eft root Cancer statl tics in 2018 Distance
— — — — _—— — Males=} Females Males | Fermales
3 Skin ..f" _*_ T 1 Skin 2
Level 0 Melanama of Skin 150,698 137,025 | 30,531 25,881 4 Melanoma of skin 3
Man-mela nai skin cancer 637,733 404,323 | 38,345 | 26,810 5 Maon-melanoma skin cancer 3
— — — b Urinary tract | B N
L (2.0) W Kidney and renal pelvis _ 254507 148755 | WAde22| 61276 T Kidney and renal pelvis 1
HERTE— — sladder — — — — — — |— @205z Ds311 | o) §6s2 | B Bladder 1
9 Respiratory system  — T T T T T T T |_ - |_ - o Respiratory system 2
HET v Ly 154,977 22,445 81,206 12,965 M Larynx 3
.- 1 Trachea, bronchus and lung 1,368,524 725,352 1.184, 9“1-7"| 576,060 1 Trachea, bronchus and lung 3
Mesathelioma 21,662 B.781 L 1-!,33_5 T.244 12 Mesathelioma 3

WEW -

(a) Tree coordinates

B Left header node [ Top header node Data region cell f

J Data row LJ Data column

(b) Tree distance
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Internal Level

* The attention module is the mostly concerned with updates at the
internal level

 Vertical self-attention layers capture cross-row dependencies on cell
values (TABERT)

Inwhich city did Piotr's last 1st place finish occur? Utterance Token Representations Column Representations
Year Venune : Position : Event In| which city did | --- ¥ear venue | |Position|...
Ry | 2003 iTampere | 3rd | EU Junior Championship |
k- -i- Vertical Pooling ]
.....................

Ry
. ! Vertical Sell-Attention Lay
Ry | 2005 ; Lemir | 1st | Universiade eIt e ntion Layer (x ¥)
T )
_R‘ 2006 :Moscow | Ind |

- o T
2007 :Bangkok i lst

ST T T CLS In which eit s | P 2005 . .Erfurl-_ | | 1=k o
World Indoor Champronship 'Ru [ ] Y | 1 L | |

un“mmd,_- N Ra. [CLS]| |In | which city | - |7 (2005 | [ 1zmir | | 18t | -

Selected Rows as Content Snapshot s { Ry, Rey Re} Ry [fcis)| [1In] [which| [city | - [7| [2007 | [Bangkok]| [ 1st | ...

(A) Content Snapshot from Input Table (C) Vertical Sell-Anention over Aligned Row Encodings

(B) Per-row Encoding (for each row in content snapshot, using Bq as an example) ~:

Utterance Token Vectors [ 2008 Erfurt 18t
L Cell Vectors
[CL5]| | In| which city did

Cell-wise Pooling ] Cell-wise Pooling ] l Cell-wise Pooling J

Transformer {BERT) | i

R& [CLS] Inwhich city did Piotr s ... [SEP] Year | real | 2005 [SEP] Venue | text | Erfurt [SEP] Position | text | 1st [SEP] ... : 49



Internal Level

* Tree-based attention (TA): row-wise or
column-wise attention instead of additional
positional embeddings (TUTA (Wang et al,

2021))

* Tree-structure injected using a symmetric binary
matrix to indicate visibility between tokens

* Based on ablation study results:

* TA improved accuracy for both cell-type classification
and table-type classification compared to basic attention
mechanism where all cells are visible to each other.

objectives

' ™
Pre-training Token MLM Cell-level Tablle context
cloze retrieval

- = =

Transformer [ Multi-head tree-based attention ] XN
-~ — — p— p— — s’
e e e e (e
Embedding 1%+ 1% 4 1% 1?4+ 1T |
klavers |, |®, |®,; L =
1 1 1 1 I
f Numerical Formatting \\
Token features Incell  Top/left tree features
(magnitude/ position  position (merge/bold/
precision/...)
(" fcs) 0 (1)/ (1) )
Contexts can 1 (-1) /(-1
"Cancer info” |  ##cer 2 (-1) /(-1)
\_ info 3 (-1) /(-1) )
p
(EP] 0 (0)/(2) 0/1/.. )
CellA6 |y 1 (0)/(2) 0/1/..
Urinary tract ##nary 2 (0) /(2) 0/1/...
\_ tract 3 (o) /(2) 0/1/... y,
Cell D8 [ [seP] . 0 20)/(21)  0/0/..
“148,270" [VAL] 6/0/... 1 (2,0)/12,1) 0/0/...
\ linearized and featurized Input table and contexts _/
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Internal Level

* Masked self-attention module attends to structurally related
elements (TURL (Deng et al., 2021)):
e Elements in one row or in one column (using a visibility matrix)
 Different than vanilla transformer where each element attends to all other

elements
* Helps model to capture:
* Factual knowledge embedded in the table ‘National Film Award for Best Direction ~ — fjpgjg:;tj

From Wikipedia, the free encyclopedia

l winners |edi| }—' section title

e Associations between table metadata and table content

National Film Award ... Winners ... List of award recipients ...~ ©P%" | List of award recipients, showing the year, film and language|——— caption
header |Yea,-jt'-| Recipient & Film ¢ Language # _Rg_r}\
L . entity 967 . headers
Year Recipient Film topic entity - Satyajit Ray Chiriyakhana Bengali
[1ath)
y - 1968 — enti
[15th] [Satyajit] [Chiriyakhana] o | [SEMVA RaY Goopy Gyne Bagha Elyne| Bengali [14] ty
[16th)
. 1969 | .
[16th] [Satyajit] [Goopy ...] - Mrinal Sen Bhuvan Shome Hindi (3]
[1Tth)
1970 ;
[17th] [Mrinal] [Bhuvan ...] | |Batyaiit Ray Pratidwandi Bengali [16] object
. L‘,\ columns

[National Film Award for Best Direction] . ) .
subject column (year here are linked to specific events) 51



Internal Level

e Sparse attention method is used to address the limit of input size of
transformers( (512 tokens)

* MATE sparsifies the attention matrix to attend to either rows and columns

Flattened table tokens

Column IDs

%% gather (- argsort{column_ids))
1 —

Sorted by column

[ bucket 11
Column Buckets
Ltention( at(
roll{ -, shift=-1, axis

Attention within
neighbor buckets
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Output Level

* Additional layers added on top of

“op [7.0p)| _computetonp.) | Ran || Days [l
the feed-forward networks == : s | o5
COUNT 0.1 9+9+2=2 2 3 0.9
(FFNs) of the LM based on the 1 22N T e 3 . |o
ta rgetEd dOWI’]Stream taSk :S“fm+'BKM'Z_'_TT_S?'T_:_E_T?__________-__________ L 1 | “
. . Aggregation _
* Question Answering (QA): | proccion | ICE"SE'MH[
* Additional classification layer for [CLs] L (e I o ST P ) B
aggregations and cell selection - e 1~ 1leallc 1-[¢
(TAPAS) t * t t t ¢
[CLS] Tok1 Tok N [SEP] Tok1 Tok M
| Question | I'Flatl:ene::i Tablél
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Training Procedure Level

* Pretraining Task:

* Prior to fine-tuning
* Typically consist of reconstruction tasks, i.e., reconstruct correct input out of corrupted
one
e Usually using cross-entropy loss as objective function
* Modifications on the typical MLM are applied to take into consideration the tabular
structure:
* Masking tokens from cells

* Masking the whole cell regardless of the number of tokens it has
* Enables the model to integrate the factual knowledge embedded in the table content and its context

* Masking columns names and data types
e Occasionally an SQL engine is used (TAPEX) to train the model to act as a neural SQL
executor
* Enable to mimic SQL semantics with relational tables



mm

Athens
1 900 Paris France 24
| 9 St. Louis USA 12
2004 Athens Greece 201
2008 Beijing China 204

+

samplea table

I
flatten
¥

"""""""" SUFEr'l.fiEE

-————T ' SQL EI-EEIII'DI' [ Paris ——

| Model |

(.

[HEAD)] Year | City | Country | Nations [ROW] 1 1896 | Athens ...
]

SELE'E'i' City WHERE Country= France ORDER BY Year ASC LIMIT 1

4

@ synthesizean executable SOL query

Pre-training

(TAPEX)
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Summary of customization

e A more table structure aware LM
requires modifications:

* Input level through additional
embeddings

* Internal level through adjustment of
attention module

* Training procedure level through
pre-training task and objective that
are table related such as masking
and reconstructing cells

e Output level through additional
classification layers that are task
dependent

Transformers

Module Level

(Pre-)Training (Sec. 5.2.4)

Row Embeddings
Column Embeddings
Additional Positional Embeddings (Sec. 5.2.1) Tree Embeddings
Numerical Embeddings
Format Embeddings
Vertical Attention
Sparse Attention
Attention (Sec. 5.2.2)
Tree Attention
Visibility Matrix
Row
Column
Table
Encoding Level
Cell

Token

FFN (Sec. 5.2.3) ot N
NLI CLS Layer

Task-Oriented Span-Prediction Layer

Aggregation Prediction

Tokens
Masking Table Cells
Column Names & Types
Cell
Tasks Corrupting Tuple
Table Context
Other Neural SQL Executor

Classification Cross-Entropy
Objectives

Ranking Point-wise Ranking

TAPAS

TABBIE

TUTA

TUTA

TUTA

TABERT

MATE

TUTA

TURL

RCI

GRAPPA

TABERT

TUTA

TAPEx

Dobuo

TABFACT

MATE

TAPAS

TUTA

TURL

TABERT

TABBIE

RPT

TUTA

TAPEX

TUTA

GTR



Questions?



---------------------------------------------

(1) Developing Tabular Representations (Pre-Training)

|
: | |
: WDC Web Table Corpus ., : :

ersersssssnssessrmsssssnsesnesansrnsrannans Yo,

-------------- " lllll:llllll.lll.llllllllllllllllll--...’ : Trainlng |nput . Transformer_based L/ Tabular :
Population in Million by Country ™ | Datasets Processing i Model 7 Language Model !
. . I
Country | Capital Population . :_____________________________________________________________|
Australia | Canberra | 25.69 e I |
France Paris 67.39 : Input Downstream Task |
s s m— : Downstream p . »| Prediction/Classification —>< Task Label ) I
: £ 1| Tasks Datasets rocessing Model !
| |
Question: What is the population | _ _ _ _ l
.. number of France? Ao (2) Consuming Tabular Representations (Fine-Tuning / As Features) |
e L L |

Tabular Language Model



Tabular Language Model

As a result of (1), pre-trained tabular language model is developed

Two major ways to be utilized:
* Build on top of the encoder with more modules and fine-tuning
» Use the encoder as part of a bigger architecture in a more task-oriented fashion rather than encoder-oriented (as
embeddings feature)

This model can be fine-tuned to learn the specifics of a downstream task, or it can be used as is with
standard supervised machine learning algorithms

Output representations can be extracted at different granularities:
* Token
* Cell
* Row
e Column
Column pairs (Doduo)
* Table
» Table pairs (Deco)

* While token and cell are the most common, the granularity is highly dependent on the target task
* E.g.: Table representation for TR task



Consuming Tabular Language
Models

(1) Developing Tabular Representations (Pre-Training)

Question: What is the population
., number of France?

0
‘.

| |

: | |

: WDC Web Table Corpus : :

JT R — Input Transformer-based Tabular |
- PP, . Training > I
+" Population in Million by Country *. : . > _/ / |
: ' | Datasets Processing Model Language Model |
Country | Capital | Population l l
Australia | Sydney | 25.69 m——o—o—o s ———————-——————oooooo oo }_________________________l
France | Paris | 67.39 P Input Downstream Task -~ I
o Thrm T11e .| Downstream p : »| Prediction/Classification "\ Task Label ) l

: I Tasks Datasets rocessing Model |

! |

| |

| |



Prediction/Classification Systems

* Pre-trained transformer-based LM act as encoders of the input and
typically:
* Used as building block in a bigger system

* Additional layers are added on top and the entire model is fine-tuned for a
specific downstream task



Prediction/Classification Systems

e Sometimes LM are:

* Employed as components of bigger
system whose aim is to develop end-
to-end trained system towards a
certain task

e Examples:
* DTR (Herzig et al., 2021) compute a

similarity score between embeddings of -

question and embedding of table

e CLTR classifies whether an associated
row/column with a given question
contains the answer

TAPAS_(q)
which element is named for the greek word for green?
Sr\-t {q'r Tl} SJ:vII: {q'r TE} sr\.t {'_qJ -“}
TAPAS,_(h ,T,) TAPAS_(h,,T,)
List of chemical element name
Flame test

etymologies

Element|Origin
Fluorine Latin a flowing
Chlorine Greek pale green ...

Copper green
Radium crimson

Top K
v

TAPAS_(q,h ,T))

Which element
is named for the
greek word for

| etymologies

List of chemical element name

Origin| Meaning

uorine Latin aflowing ..

W = #F
S-nad (“Latin®)

S, ..("Chlorine”)

Jl Element
v | Fl

green? ' |Chlorine Greek pale green ... s O
: read """
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-What year did the album Year Album Territory  Label Notes

‘Jezebel’ on blokshok
records release?” 2 Z = o
-When difl the Jurassic Coarse-grained Fine-grained Outm 1994 Five UK Bl'!:?o'::k ﬂu:i :’t:\dno
oo G Table Retrieval _~ Table Retrieval Scores for |
Natural Language Questions BM25 RCI ::(:“’"“‘

Heatmap over Tables

o - - -

-—.d B ‘::_‘?::;:.‘_._’::";---.’ Year Album Territory  Label Notes
- —
= .

—— i Blokshok  Third Studio

E—— 1994 Fve UK pocord  album CLTR (Pan et al., 2021)
ST Blokshok Rarities
o IR ey s = Record  compilation
Table Corpus = = =
Table Cells as Answer to the Question
Li
(Lee)
— Weak Supervision Label

ined ALBERT

Table Retrieval .I.I._-.I.
- = mriein ok la o -

Tboli[.el't
ul'ﬂl:erl'l’-tt

What party was William Pinkney Beniamin Conee 1789 1701 | Anti- Administration

and Uriah Forrest a part of 7 [ William Finkney 17911791 | Pro- Adminisiration
Johm Prancis Mercer 1792 1793 | Anti-Admanisiration
Urigh Forrest 1793 17% | Pro-Administrstion 63
Benjamin Edwards 1795 1795 | Pro-Administrstion




Tutorial OQutline

* Open Challenges



Complex Queries and Rich Tables

* Few systems support aggregation operations such as max,
min, avg

* No support for joins
* No support for dependencies

* No support for heterogeneity

* E.g., columns with different measurement units such as adding kgs
and |bs



Model Efficiency

* Transformers suffer from the upper bound limit of 512 tokens
* Problem for large tables

* Multiple techniques to improve computation and memory usage
* Locality sensitive hashing to replace attention
* Approximate self-attention by a low-rank matrix

* New methods to make transformers more efficient for long context
* only done on free text and not tabular data

(Treviso et al, 2022; Zaheer et al, 2020 )



Benchmarking Data Representations

* No benchmark datasets to establish baselines for tabular language
models

e Current evaluation is extrinsic
* Only considers the performance of the language model on the downstream
tasks

* There is a need for intrinsic evaluation to evaluate the quality of those
tabular representations

* Checklist: generation of general linguistic capabilities and test types
* We can design tests that evaluate properties of rows/columns/dependencies

(Ribeiro et al, 2020; Cappuzzo et al 2020)



Green Tabular LMs

 Large-scale transformers with billion of parameters requires heavy
computation: several days of GPUs/TPUs for training

* Contributes to global warming

* Need for new techniques that limit carbon footprint of tabular LMs
without decrease in performance of downstream tasks

* One direction: reduce training data by removing redundant or less
informative cells, tuples, tables
* How to identify such data is a key challenge

(Yang et al 2009)



More general challenges

e Data bias

* NLP LMs incorporate stereotypes + race, gender bias in the model parameters
* Bias inherited from the dataset used for training the models

* Reduce bias by preprocessing training dataset or postprocessing LMs

* Interpretability

* How to justify the final output for a given task?
* E.g., provide the cells that led to a given output (True/False)

* Look at attention weights wrt input tokens to capture their influence on output

* Error Analysis
* Most systems report only evaluation scores (p, r, accuracy)

* no explanations for the cases where the model fails

* for a QA task with a set of wrong answers, a pattern could explain misclassification
e E.g., two column names having an overlap of more than 5 characters



Conclusions



Representation learning for tabular data

Qutput
Probabilities

Task Task Label Tasks Coverage Input Output
ID NL NL S
. rue/False
TFC  Table-based Fact- izit’ngelf:{;l‘;émﬂmem Table JClaim Refused/Entailed
Checking or En- ’ ¢ (Data Evidence)
tailment
QA  Question Answer- Retrieving the Cells for the | Table fiQuestion Answer Cells
ing Answer
SP Semantic Parsing  Text-to-SQL Table §NL Query Formal QL
TR  Table Retrieval Retrieving Table that Con- | Tablesf Question Relevant Table(s)
tains the Answer
Column Type Prediction Column Types
Table Type Classification Table Types
Header Detection Header Row
T™MP g?:(lifcﬁo Illwemdm Cell Role Classification | 101 Cell Role
Column Relation Annotatior Relation between Two Cols
Column Name Prediction Column Name
DI Data Imputation Cell Content Population Table fvith Corrupted Table with Complete Cell

Cell Values
@ DALLE

My collection

Edit the detailed description

muppet bert logo, scary, tough

Values

- BERT

Linear

Add & Norm
Feed
Forward
' 1 N\ I Add & Norm IT:
g i Multi-Head
Feed Attention
Forward 7 J) Nx
| —
N Add & Norm_Jee=,
f—»l Add & Norm | Nasked
Multi-Head Multi-Head
Attention Attention
it 4 At
— J L —
Paositional Positional
Encod P & i
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Input Output
Embedding Embedding
Inputs Outputs
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Questions?
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