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Abstract

Full Duplex (FD) radio has emerged as a promising solution to increase the data rates by
up to a factor of two via simultaneous transmission and reception in the same frequency
band. Self-interference (SI) is a significant challenge to deal with to achieve an ideal
FD operation, which could be 90 — 100 dB higher than the received signal of interest.
ST cancellation (SIC) techniques can mitigate the SI signal in the propagation domain
or perform active cancellation by subtracting a copy of the transmitted signal on the
receive side. Beamforming is also a potent tool for FD systems, which can mitigate
the SI signal while meeting the data traffic requirements. It can be distinguished into
two main categories: fully digital beamforming or hybrid beamforming (HYBF). The
former is helpful for the traditional multiple-input-multiple-output (MIMO) FD systems
with a limited number of antennas, typically deployed in sub-6 GHz. The latter can be
used for the massive MIMO (mMIMO) systems in millimeter wave (mmWave) band,
such that they can be built cost-efficiently with a fewer number of radio-frequency (RF)
chains. This thesis aims to present several digital and HYBF designs for FD systems,
starting from very simple and then covering the most challenging scenarios for FD
systems. Moreover, a novel and scalable SI architecture is also presented, promising for
the mMIMO FD systems. One of the major drawbacks of the literature on multi-user
FD communication systems is that it does not contain any distributed solution. As the
FD paradigm shifts towards the mmWave band, several new challenges arise, which can
make the implementation of the centralized HYBF designs infeasible, especially in a large
or/and dense multi-cell network, for which a mathematical analysis is also presented.
To make FD feasible in large or/and dense networks, we present the concept of per-link
parallel and distributed (P&D) HYBF by introducing the first-ever P&D algorithm for
mmWave, which enables parallel optimization of the beamformers at the multi-processor
FD base stations and has very low complexity. Intelligent reflecting surfaces (IRSs) are
prominent for the next generation of wireless communication systems. In the final part
of this thesis, the concept of near-field IRSs for the mmWave FD systems is introduced
to leverage the full potential of FD operation while drastically reducing the hardware
cost and minimizing power consumption. The multi-cell dynamic time division duplexing
(DTDD) systems are a particular case of the multi-cell FD systems. This thesis concludes
with a novel contribution to DTDD by proposing a fully distributed and low complexity
solution for the joint scheduling and power allocation problem, which in practice results
in being NP-hard.
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Abrégé

La radio Full Duplex (FD) est apparue comme une solution prometteuse pour augmenter
les débits de données jusqu’a un facteur de deux via une transmission et une réception
simultanées dans la méme bande de fréquences. L’auto-interférence (SI) est un défi
important a relever pour obtenir un fonctionnement FD idéal, qui pourrait étre supérieur
de 90 a 100 dB au signal d’intérét regu. Les techniques d’annulation SI atténuent le signal
SI dans le domaine de propagation ou le soustraient du co6té réception en utilisant une
copie du signal transmis. Beamforming est également un outil puissant pour les systemes
FD, qui peut atténuer le signal SI tout en répondant aux exigences du trafic de données. 11
peut étre distingué en beamforming entiérement digitale ou beamforming hybride (HYBF).
Le premier est utile pour les systemes FD traditionnels & entrées multiples et sorties
multiples (MIMO) avec un nombre limité d’antennes, généralement déployées & moins
de 6 GHz. Ce dernier peut étre utilisé pour les systemes MIMO massifs (mMIMO) dans
la bande des ondes millimétriques (mmWave), de sorte qu’ils peuvent étre construits de
maniere rentable avec un nombre réduit de chaines radiofréquence (RF). Cette these vise a
présenter plusieurs conceptions numériques et HYBF pour les systemes FD, en partant de
tres simples et en couvrant ensuite les scénarios les plus difficiles pour les systemes FD. De
plus, une nouvelle architecture SI évolutive est également présentée, prometteuse pour les
systemes mMIMO FD. L’un des inconvénients majeurs de la littérature sur les systemes
de communication FD multi-utilisateurs est qu’elle ne contient aucune solution distribuée.
Alors que le paradigme FD évolue vers la bande mmWayve, plusieurs nouveaux défis se
posent, ce qui peut rendre impossible la mise en ceuvre des conceptions HYBF centralisées,
en particulier dans un réseau multicellulaire large ou/et dense, pour lequel une analyse
mathématique est également présentée. Pour rendre la FD réalisable dans les réseaux
étendus ou/et denses, nous présentons le concept de HYBF parallele et distribué par
lien (P&D) en introduisant le tout premier algorithme P&D pour mmWave, qui permet
optimisation parallele des formateurs de faisceaux au niveau des stations de base FD
multiprocesseurs et a une tres faible complexité. Les surfaces réfléchissantes intelligentes
(IRS) sont importantes pour la prochaine génération de systémes de communication
sans fil. Dans la derniere partie de cette these, le concept d’IRS en champ proche pour
les systemes MIMO FD est introduit, ce qui permet d’exploiter au maximum le plein
potentiel des systemes FD tout en réduisant considérablement le cott du matériel et en
minimisant la consommation d’énergie. Les systemes multicellulaires a dynamic time
division duplexing (DTDD) sont un cas particulier des systemes FD multicellulaires.
Cette these se termine par une nouvelle contribution & DTDD en proposant une solution
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entierement distribuée et de faible complexité pour le probleme conjoint d’ordonnancement
et d’allocation de puissance, qui se traduit en pratique par étre NP-difficile.
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Chapter 1

Introduction

The rapid and radical evolution in information and communication technology in the
last decades has changed completely the way we communicate and live. From the
first communication devices to the latest cellular networks, the complexity, number of
users/devices, and amount of data traffic sent and received have experienced exponential
growth. The exponentially growing data demands show no sign of slowing down, which
urge the requirement for engineers and researchers to prepare innovative technologies to
cope with the forthcoming challenges. This thesis aims to present novel contributions to
evolve one of the most promising wireless transmission technology, which will be discussed
next.

1.1 Cellular Networks

(R
Base Station

User

Figure 1.1: A basic cellular network with each base station serving its users.

The wireless networks follow a cellular paradigm by dividing the geographical area into
cells as shown in Fig. 1.1. The users inside each cell are served by its base station (BS).
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Intra-cell and Inter-cell interference are the critical challenges for serving multiple users
in different cells simultaneously. However, significant advances in signal processing for the
multi-antenna BSs is leading to a remarkable evolution in the interference management
techniques [1].

1.1.1 Half Duplex Systems

Contemporary wireless communication systems are based on the half duplex (HD)
technology, which allows the BSs to serve its users by splitting the transmission and
reception operation. They can operate either by using time division duplexing (TDD) [2],
or frequency division duplexing (FDD) [3, 4].

FDD

The FDD systems divide the resources by allocating different frequency bands for uplink
(UL) and downlink (DL) transmissions [5]. The UL and DL scheduling modes are
separated into two adjacent bands separated by a guard band, which results in minimal
interference contributions. However, since the UL and DL are on different frequency bands
that are far apart, the channels are generally uncorrelated and have different frequency
responses. Moreover, the UL and DL separation requires a guard band, clearly a waste
of the available resources. To isolate the UL and DL modes in the radio frequency (RF)
circuitry, each link requires a separate oscillator of different carrier frequencies, whereas
each terminal requires an expensive duplexer and a sharp RF filter [3]. Consequently, a
very high hardware cost is associated with the FDD systems.

TDD

In TDD systems, the BSs divide the time into frames, and the UL and DL mode is
scheduled in a synchronized manner for the whole network, depending on the global
data traffic demand [1]. As the UL and DL transmission occurs in the same frequency
band, more flexibility is available for spectrum utilization by simply deciding the time
dedicated to UL and DL. Moreover, TDD systems also benefit from channel reciprocity.
Namely, by estimating the channels based on the received signal, the same channels can
be used as the channel state information (CSI) at the transmit side. Also, they offer
simpler transmit parameter optimization for resource allocation and beamforming for
multiple-input-multiple-output (MIMO) BSs. In contrast to the FDD systems, TDD
systems require less hardware cost as a single oscillator can be shared in UL and DL at
the BSs. Moreover, a duplexer is not required as the signal for both links do not appear
simultaneously at the terminals.

Traditional TDD systems suffer from the drawback that all the BSs can operate
only in a synchronized manner based on the global traffic demands. However, due to
highly dynamically variable data demands arising from cell-to-cell due to newly emerging
technologies, it is desirable that each BS could choose its scheduling mode, i.e., UL or DL,
to satisfy its local traffic demand. Dynamic TDD (DTDD) has emerged as a promising
solution for the next generation of wireless cellular networks, which enables each BS to
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select its scheduling mode independently [6, 7]. In the final part of this thesis, we will
present a novel contribution also for the DTDD systems and discuss how they are closely
related to the FD systems.

1.1.2 Full Duplex Systems

The revolution in wireless communications has resulted in ever-increasing data demands
and services on our limited wireless spectrum, which urge the demand for spectrally
efficient communication systems to accommodate the forthcoming data growth. Full
duplex (FD) is a promising technology that can change wireless communications radically
and is the main topic of this thesis. It can enable simultaneous transmission and reception
in the same frequency band, theoretically doubling the spectral efficiency. In contrast
to the TDD and FDD, it avoids using two independent channels for bi-directional
communication by providing more flexibility in spectrum utilization, improving data
security, reducing the air interface latency/delay issues [8, 9, 10, 11, 12] and can also
enable advanced joint communications and sensing [13].

Self-Interference (SI) is a major challenge to deal with to achieve an ideal FD operation,
which can be 90-100 dB higher than the received signal of interest [14, 15]. Several SI
cancellation (SIC) techniques have been developed in the literature to mitigate SI. They
can be divided into two main categories: passive suppression, and active cancellation.
In passive suppression, the SI signal is suppressed in the propagation domain before
the receiver circuitry processes it. Types of passive suppression strategies are: 1) Cross-
polarization, 2) Antenna separation, 3) Directional antenna, and 4) Shielding. The
SI signal is mitigated in active cancellation by subtracting a processed copy of the
transmitted signal from the received signal. Active cancellation techniques could be
divided into digital and analog techniques based on the signal domain (digital domain or
analog domain) where the SI signal is subtracted. In digital active cancellation, SIC is
performed in the baseband by using the information about the transmitted signal. It
can be performed without requiring additional hardware. In analog active cancellation,
SIC is performed in the analog domain at the antenna level to suppress the SI signal
sufficiently, such that it does not overwhelm the analog-to-digital-converters (ADCs). In
contrast to digital cancellation, analog cancellation schemes require additional hardware.
The amount of hardware required depends on the domain from which the information
about the transmitted signal is used, which could be the digital or analog domain in the
transmit chains.

A major challenge for the FD systems is to build efficient SIC architecture to suppress
the ST in the analog domain as it requires additional hardware. Several SI architectures are
available in the literature for sub-6 GHz for the classical single-input-single-output (SISO)
and MIMO FD system, see e.g. [16, 17, 18, 19, 20, 21, 22, 23]|. In [16], experimental
data-driven characterization of the SISO FD systems is studied by proposing a novel
ST architecture. In [17], a novel SIC architecture for the SISO OFDM FD systems is
presented, in which auxiliary chains are built to accommodate an OFDM signal. Moreover,
the feasibility of the proposed design is also shown for a real-time 64 sub-carriers 10 MHz
FD SISO OFDM system. In [18], the first WiFi-based MIMO FD radio SIC architecture



Chapter 1. Introduction

is presented. The complexity of the proposed design scales almost linearly with the
number of antennas. Further, a novel digital estimation and cancellation algorithms that
eliminate almost all interference and achieve the same performance as a single antenna
FD SISO system is also presented. A prototype for the proposed design is also presented
with personalized analog circuit boards and integrated with a WiFi compatible standard
WARP software radio implementation. In [19], we presented a novel SIC architecture
which exploits the information of the transmitted signal from the baseband and uses it to
cancel the SI in the analog domain. For complexity reduction, the non-linear cancellation
burden is moved to the digital domain. The complexity of the proposed architecture
scales only linearly as a function of the number of receive antennas. In [20], a novel SIC
architecture for the analog canceller consisting of the reduced number of taps and simple
multiplexers is presented. The values of each tap and configurations of the multiplexers
are jointly designed with the digital beamforming filters. In [21], a novel SIC architecture
which comprises auxiliary transmit chains and novel use of the demultiplexers, which
allows flexible routing of the signal, is presented. The flexible signal routing mechanism
reduces the number of auxiliary transmit chains, resulting in significant cost reduction. In
[23], a novel joint analog and digital SIC architecture for an OFDM MIMO FD system is
studied. Research towards the deployment of FD systems in the mmWave (mmWave) has
recently started, and having efficient SIC architecture is still one of the major challenges
for the mmWave FD systems. Due to the massive number of antennas in the mmWave
FD systems, existing SIC architectures in the literature cannot be adopted due to their
dependency on the number of antennas. However, the conditions for the SI signal in
the mmWave FD systems are much more favourable than the traditional MIMO FD
systems in sub-6 GHz. Namely, the SI signal is subject to much more path loss due to
propagation challenges. Moreover, as the number of transmit antennas become massive,
the total power per antenna reduces significantly, which can result in a reduced burden
for the analog SIC stage. Two exiting SIC architectures for the mmWave MIMO FD
systems are available in [24, 25], in which the analog SIC stage is designed between the
transmit and receive RF chains, which results in significant hardware cost reduction.

Once the SI is sufficiently mitigated with the aid of the SIC techniques, beamforming
can result to be a very powerful tool for the MIMO FD systems with separate transmit and
receive antenna arrays. It can perform joint mitigation of the residual SI and interference
while serving multiple users in an FD network. It can be divided into two main categories:
1) Digital beamforming and 2) Hybrid beamforming (HYBF). Digital beamforming is
feasible for the traditional MIMO FD systems. It becomes infeasible for the massive
MIMO (mMIMO) FD systems due to the high hardware cost associated with the required
number of RF chains. HYBF is a promising and cost-efficient solution for the mMIMO
FD systems as it enables designing the FD transceivers with fewer RF chains than the
number of antennas. This thesis will mainly focus on novel HYBF techniques for the
mmWave mMIMO FD systems. We remark that the FD operation can also be enabled
for communication systems with only one transmit antenna array used simultaneously for
transmission and reception. However, such systems are outside the scope of this thesis.
Herein, only the case of FD systems with separate transmit and receive arrays will be
considered.
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1.2 Contributions and Thesis Outline

This thesis aims to considerably evolve the state-of-the-art of FD systems from the signal
processing perspective. To this end, we first present several novel contributions for the
classical SISO and MIMO FD systems in sub-6 GHz and then novel approaches for HYBF
in mMIMO FD systems.

The contributions for the sub-6GHz FD systems are presented in Chapter 2. We first
tackle the quantization noise in the FD systems, which is its most dominant noise. To
reduce it, we propose to upscale the total signal by letting it saturate and reconstruct
the missing sample using estimation theory. Then a novel digital beamforming design
for the MIMO FD system taking into account the joint sum-power and the practical
per-antenna power constraints, is presented. The chapter concludes with a novel SIC
architecture for a single-carrier MIMO FD system, and a novel RF calibration algorithm
and experimental measurements for the MIMO OFDM FD system.

The contributions for HYBF in mmWave mMIMO FD systems are presented in
Chapter 3, Chapter 4 and Chapter 5. Chapter 3 firstly presents a novel HYBF design
for the mmWave FD integrated access and backhaul (IAB) with multi-antenna users.
Then, a novel HYBF /multi-stage beamforming design for a mmWave point-to-point
OFDM mMIMO FD system is presented. It concludes with another novel HYBF design
which generalizes the point-to-point mmWave FD system to the K-pairs links. Chapter
4 consists in developing a novel centralized HYBF (C-HYBF) algorithm for a single-
cell mmWave mMIMO FD system to serve multiple multi-antenna users with multiple
streams. The proposed algorithm considers many practical aspects and relies on the
optimization method minorization-maximization (MM) [26]. Chapter 5 first studies a
novel C-HYBF design for a multi-cell mmWave mMIMO FD system by extending the
work for a single-cell presented in Chapter 4. However, as well-explained later, C-HYBF is
not feasible in a multi-cell FD network for several reasons not discussed in the literature so
far. To overcome the drawbacks of centralized implementation, we introduce the concept
of per-link parallel and distributed (P&D) HYBF for mmWave by proposing a novel
P&D-HYBF algorithm for a multi-cell mmWave FD system. The proposed P&D-HYBF
design exhibits similar performance as the C-HYBF but has very low complexity, scaling
only linearly as the network size grows, and can be implemented in a fully distributed
fashion in parallel by the multi-processors FD BSs.

HYBF, even though very desirable due to less hardware cost, has many drawbacks.
To replace it, Chapter 6 introduces the concept of near-field (NF) intelligent reflecting
surfaces (IRSs) for MIMO FD systems. Such an idea allows removing the analog stage
of the mmWave (or THz) FD systems as it has many drawbacks, assists in shaping the
SI channel, reduces the power consumption and significantly improves the performance.
This thesis concludes with Chapter 7, which is dedicated to the DTDD systems which
suffer from cross-interference (CI) as the multi-cell FD systems. In such systems, a
special case of the FD systems, CI can be mitigated with intelligent scheduling of different
cells. However, the CI contribution is strictly dictated by the power allocation of the
neighbouring cells and the joint scheduling and power allocation optimization problem
results in being NP-hard. We map this problem into a game-theoretic framework of
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static games and solve it with the concept of mixed/probabilistic Nash equilibrium in a
fully distributed fashion. Apart from the aforementioned research contributions, three
patent applications are under preparation, which will lead to mass deployment of the FD
systems with significantly lower hardware costs.

In summary, the contributions of thesis are the following:

A novel approach for reconstructing the saturated signals in the FD systems while
reducing the quantization noise, which is the most dominant noise.

A novel digital beamforming design, SIC architecture, RF calibration algorithm
for MIMO FD system and experimental measurements for the MIMO OFDM FD
system in sub-6 GHz.

Novel HYBF designs for mmWave IAB, point-to-point OFDM, and generalization
of the point-to-point mMIMO FD systems to K-pair links in mmWave.

A novel HYBF design for mmWave mMIMO FD system to serve multi-antenna
users under several practical aspects.

A novel C-HYBF scheme for the multi-cell mMIMO mmWave FD system and
identification of the fact that any C-HYBF is infeasible for a real-time multi-cell
mmWave FD network.

A novel P&D-HYBF design for the multi-cell mMIMO mmWave FD systems.

Introduction to the concept of NF-IRSs for FD systems, leading to very less power
consumption and hardware cost.

A fully distributed and very low-complexity solution for the joint scheduling and
power allocation problem for DTDD, which in practice is NP-hard.

The content of this thesis is part of the publications listed below.

1.2.1 Journals

[J1]

Chandan Kumar Sheemar, Leonardo Badia and Stefano Tomasin, "Game-Theoretic
Mode Scheduling for Dynamic TDD in 5G Systems”, in IEEE Communications
Letters, Vol. 25, no. 7, pp. 2425 - 2429, Jul. 2021.

Chandan Kumar Sheemar, Christo Kurisummoottil Thomas and Dirk Slock, "Prac-
tical Hybrid Beamforming for Millimeter Wave Massive MIMO Full Duplex with
Limited Dynamic Range”, in IEEE Open Journal of the Communications Society,
vol. 3, p. 127-143, Jan. 2022.

Chandan Kumar Sheemar and Dirk Slock, ”"Per-Link Parallel and Distributed
Hybrid Beamforming for Multi-Cell Massive MIMO Millimeter Wave Full Duplex”,
submitted to IEEE Transactions on Wireless Communications. [Online]. Available:
https://arxiv.org/abs/2112.02335.
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[74]

Chandan Kumar Sheemar and Dirk Slock, "Near-Field Intelligent Reflecting Surfaces
for MIMO Full Duplex with Channel Modelling and Beamforming for Millimeter
Wave”, to be submitted to IEEE Transactions on Wireless Communications.

1.2.2 Conferences

[C1]

[C2]

[C3]

Chandan Kumar Sheemar and Dirk Slock, "Hybrid Beamforming and Combining
for Millimeter Wave Full Duplex Massive MIMO Interference Channel”, in IEEE
Globecom, Dec. 2021. [Online]. Available: https://arxiv.org/abs/2108.00465.

Chandan Kumar Sheemar and Dirk Slock, "Hybrid Beamforming for Bidirectional
Massive MIMO Full Duplex Under Practical Considerations,” in IEEE 93rd Vehicu-
lar Technology Conference (VTC2021-Spring), Apr. 2021, pp. 1-5.

Chandan Kumar Sheemar and Dirk Slock, "Massive MIMO mmWave Full Duplex
Relay for TAB with Limited Dynamic Range,” in the IEEE 11-th IFIP International
Conference on New Technologies, Mobility and Security (NTMS), Apr. 2021, pp.
1-5.

Chandan Kumar Sheemar and Dirk Slock, "Beamforming for Bidirectional MIMO
Full Duplex Under the Joint Sum Power and Per Antenna Power Constraints,”

in IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), Jun. 2021, pp. 4800-4804.

Chandan Kumar Sheemar and Dirk Slock,”Receiver Design and AGC optimization
with Self Interference Induced Saturation,” in IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP), May 2020, pp. 5595-5599.

Patrick Rosson, Chandan Kumar Sheemar, Neharika Valecha and Dirk Slock,”Towards
Massive MIMO In-Band Full Duplex Radio,” in IEEE 16th International Symposium
on Wireless Communication Systems (ISWCS), Aug. 2019, pp. 69-74.

Christo Kurisummoottil Thomas, Chandan Kumar Sheemar and Dirk Slock, "Multi-
Stage/Hybrid BF under Limited Dynamic Range for OFDM FD Backhaul with
MIMO SI Nulling,” in IEEE 16th International Symposium on Wireless Communi-
cation Systems (ISWCS), Aug. 2019, pp. 96-101.

1.2.3 Patents

Three patent applications about the MIMO FD systems are currently under preparation
and will be submitted for approval.
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Chapter 2

On the SISO and MIMO Full Duplex
Systems in Sub-6 GHz

This chapter presents novel contributions for the single antenna and multi-antenna FD
systems in sub-6 GHz. We present a novel transceiver design for the SISO FD systems by
introducing the idea of reconstructing the received signal saturated at the ADCs due to
high amount of SI power. Then a novel beamforming design under the joint sum-power
and the practical per-antenna power constraints is also presented for a point-to-point
MIMO FD system. The final part of this chapter presents a novel SIC architecture for
mMIMO FD, a novel RF calibration algorithm for MIMO FD and some experiment
results which motivate how should be the transmit and receive arrays at the FD node
must be placed to achieve a low rank SI channel. The experimental measurements were
taken at EURECOM, using the software-defined radio (SDR) USRP N310. The content
of this chapter is available in the researh papers [C4]-[C6].

2.1 Signal Reconstruction of Saturated Signals in SISO FD

2.1.1 State-of-the-Art and Motivation

To achieve FD operation, SI signal needs to be subtracted from the total receive signal
to allow proper reception. SI signal power is around 110 dB higher compared to the
receive signal of interest and its cancellation is not an easy task. This is mainly due to
the nonlinearities present in the transmit and receive chains, which lead to inaccurate SI
channel estimate and hence limit the SIC capabilities. Besides the nonlinearities, also the
limited dynamic range (LDR) of the ADCs can significantly limit the performance of the
FD system. Saturation of the converters can limit correct adaption of digital SIC (DSIC)
stage to mimic the SI signal with opposite sign. Moreover, we also loose the receive signal
of interest for the duration of saturation. In [27, 28], the authors claim that saturation of
the ADCs is a major bottleneck for FD systems, which is preventing us to benefit from
their full potential. The first analysis of the residual SI for a FD MIMO-OFDM system
which took into account the LDR model was presented in[29].
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Though all the other critical challenges to achieve FD operation have been well tackled
by the researchers, the possibility to reconstruct saturated/missing samples has not been
yet taken into account. So the work we present here considers for the first time ever
this possibility to achieve higher gains with the FD system. To avoid saturation, one
existing solution is the automatic gain control (AGC) which scales down the total signal
to fit it into the LDR of converters. But, this solution preserves only few quantization
levels for the Rx signal of interest and hence increases the quantization noise (QN).
Recently, an alternative FD transceiver structure to discard the saturated samples based
on non uniform sampling and zero crossing of the SI signal for an OFDM system has
been proposed [30]. In contrast to the approach [30], the approach presented herein is
much more appealing as it doesn’t require additional hardware as in [30] and applicable
to FD systems equipped with classical ADCs having uniform samplers.

We propose to deliberately scaling up the total Rx signal before the ADC, which of
course leads to have more saturated samples but reduces QN on the available samples as
well. Missing samples are then reconstructed according to their linear minimum mean
square error (LMMSE) estimate by fixed lag Kalman smoothing. For the state of the art
on the LMMSE estimation of missing samples, we refer to [31]. In this work, we deal
only with the case of real signals but in principle our approach should be applied to both
I and Q branches. Here we assume that the available samples are SI free, but ideally
the joint optimization of DSIC stage and reconstructing of missing samples should be
considered. Classical LMMSE estimation techniques requiring matrix inversions, may
not be feasible when the dimensions increase. Our fixed lag Kalman smoothing approach
to reconstruct missing samples in a FD system is more appealing, being computationally
very efficient, as it is a recursive approach.

2.1.2 System Model

We consider a simple scenario consisting of a SISO FD system with only one single-
antenna user. Let x and y denote the signal transmitted from the user and the received
signal, respectively. We assume that x is generated according to an autoregressive (AR)
process of order M. Therefore, its sample at time k& can be written as

T = —Q1Th—1] — AGQTE—2 — eerreen —apyTr—M + 2. (2.1)

The scalar z ~ CN(0,02) is an independent noise term driving the AR process. We
further assume that x is a bandlimited signal with a known low pass specturm Sy ;(f)
and it is upsampled of factor 1/«, where « is a rational number. We assume perfect SIC
for the fraction of available samples 5. At the receiver side, the measurement equation
for non saturated sample of signal x, at time k, can be written as

Yk = Tk + Vg- (2.2)

The scalar vy, denotes the granular QN, which is uniformly distributed in [—§/2, /2] with
variance 2. Let § and b denote the quantization step size, and the number of bits of the
ADC deployed in the receive chain. Let +A denote the saturation points of the ADC.
The quantity & is connected to A as § = A/2(=1 | where b denotes the number of bits

10



Chapter 2. On the SISO and MIMO Full Duplex Systems in Sub-6 GHz

used for quantization of the received signal at the ADCs. Missing samples are denoted
with 3, and their measurement equation can be written as

Y = T + Uk + Sk, (2.3)

where s;, denotes saturation noise. For y;, s dominates and has variance ng >> ogk.
It is easy to identify the positions of missing samples as y) = £A. As these positions are
well-known, we consider discarding the signal amplitudes in these positions and replace
it with zeros. Our received signal obeys the AR model (2.1), and the coefficients of this
AR process can be estimated by using the following equation

T22(0) Tpa(1) ... rpL(M) 1 o2
.. : al 0
rea(l) e : =1, (2.4)
: . T2.2(1) : :
ree(M) ... ... 1p.(0) | Lom 0

where r;, ;(+) is the correlation sequence of = obtained by inverse discrete Fourier transform
(DFT) of the low pass spectrum S, (f), which is assumed to be known at the receive
side. The system of equations (2.4) is known as Yule-Walker equations and by scaling all
the elements by o2, it can be rewritten as

RM+1 a = eq. (2.5)

The matrix Rjs41 denotes the matrix of correlation sequence and the vectors a and
e; denote the AR coefficients and first standard basis vector, respectively. The vector a
and noise 02 can be also estimated with the well-known Levinson’s algorithm by solving
(2.4), which is a recursive approach and has complexity O(M?).

Kalman’s filter equations are very appealing to the case in which unknown parameters
that we wish to estimate follow a state space model. These unknowns can be estimated
by minimizing the mean squared error (MSE). The complete procedure consists in
following a series of steps at each time instant to predict the future state by performing
LMMSE prediction, based on the so-called Gauss-Markov model. The Kalman gain is
then evaluated based on the estimation error and measurement covariance matrices and
its objective is to correct the priori estimate. Correction of the state estimate at time
k consists in summing to the priori estimate, a factor consisting of the Kalman gain
multiplying innovation, which is a difference between the measured value and the priori
estimate. Kalman gain varies from [0, 1] and it is 0 when the measurements are very noisy
and innovation is not taken into account at all. It assumes value 1 when the measurement
can provide perfect information to update the priori estimate and it summed directly
the innovation. Finally, LMMSE is achieved with minimum prediction MSE multiplying
(1 — kg), where ki denotes Kalman gain for one scalar measurement. For theoretical
background on Kalman Filtering and the state space models, we refer the reader to [32].

Once we have the estimates of the missing samples, we also wish to smooth these
estimates based on the information of the neighbouring samples. To do so, we leverage
fixed lag Kalman smoothing with lag L << N, where N is the total number of samples

11
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and to estimate the sample at time k, measurements up to time k 4+ L are taken into
account. The state space model for the fixed lag Kalman smoothing can be written as

x;, = Hxp_1 + ez, (2.6)
Vi = A(Xk + vi + Sk), (2.7)

where xj, is the L x 1 state vector at time k, vj is the granular quantization noise
state vector, A is the L x L state observation matrix, yj is the observed state at time
k, e1z is noise of the AR process, si is the saturation noise state vector with non zero
elements only for saturated samples, H is the L x L state space matrix with its first row
equal to [—aq, .., —aps 0]. The left lower block of H is an identity matrix of size L — 1
denoted with I 1 and its L-th column is made of all zeros. We denote with x;  and
fcz the priori and posteriori estimate of the state x;. The a priori and posteriori error
covariance matrices are denoted with R’;; and Rif;g, respectively, and Qj denotes the
measurement covariance matrix. The Kalman gain for the state space model at time k& is
denoted with Kj.

Let N denote the total samples of the received signal x. By adapting the well-
established fixed lag Kalman smoothing technique to the case of saturated samples in
FD system, the LMMSE estimates of the missing samples can be obtained by iterating
Algorithm 1. The smoothed LMMSE estimate of sample xj can be found in the L—th

Algorithm 1 Fixed lag Kalman smoothing
Initialize xJ = E[xo] and R = E[(xo — %) (%0 — %)7]

1. R =HREVHT + Qp_ref
2. Ky = RECAT(ARE. AT + Ry)
3. x, = Hx,

4. x5 =% + Ki(yr — A%xy)

5 RN = (I - KyA)RES

end

element of the state vector x;;7 and the minimum MSE (MMSE) is contained in
Rg?LH(L, L). Tuning of the AGC and the trade-off between the saturated samples and

QN is discussed in the following.
2.1.3 Simulation Results

In this section, we present simulation results to evaluate the performance of fixed lag
Kalman smoothing to reconstruct missing/saturated samples and investigate the trade-off
between the saturated samples and QN. For evaluation purpose, we consider ADCs in

12
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the receive chain of the SISO FD system with resolution of 8,10 or 12 bits. We assume
that the SI signal has the same characteristics of z, except the power. We assume also
that after the analog SIC stage a residual SI of 50 dB is left, to be taken care of in the
baseband. At the input of the ADC, we deliberately scale up the signal consisting of
residual SI and x, by letting it saturate with an AGC which dictates the fraction of
available samples 3. The fraction 3 is assumed to be varying as a function of the scalar n,
control parameter of the AGC, which is linked to the saturation point as A = 2"¢,. We
also assume perfect SIC for the non saturated samples. We further assume that received
signal is upsampled of factor 1/av = 4 and its spectrum S, ,(f) at the receiver side to be
known.

The fixed lag Kalman smoothing is initialized at time instant L + 1 with L = 20,
and we assume that xr, is known in a noisy form (only QN). We generate the receive
signal of length N = 1000 with variance 02 = 1 according to an AR process of order
M =10, which has a perfect lowpass spectrum S, ,(f). At the receiver side, as S, 5 (f)
is known, its inverse DFT is calculated to get the correlation sequence of size M + 1,
which appears in (2.4). Then, the AR coefficients a and noise variance o2 driving the
process are estimated by using the Levinson’s algorithm. For the SI signal, we assume
that it has the same spectrum, same length and generated using the same AR coefficients
of , but with different variance o2.

Fig. 2.1 shows the variation in the fraction of available samples 8 as a function of
the control parameter of the AGC n, varying with step size 0.5. We define the signal-
to-noise-ratio (SNR) for the SISO FD system as SNR= 02 /02, where o2 is the granular
QN variance. To evaluate the reconstruction performance, we define the reconstruction
SNR (RSNR) as RSNR= ¢2/MSE. For fixed lag Kalman smoothing with lag L, the
MSE for each sample at time k is obtained by averaging over the (L, L)-th element
of the posteriori error covariance matrix Rg;JrLH. Fig. 2.2 shows the reconstruction
performance of the missing samples with different bit resolutions. For n > 6, when more
than 25% (upsampling of factor 4) becomes available, more and more innovations are
taken into account to improve the performance. However, by increasing the fraction of
available samples, the QN, different for ADCs with different resolution, starts becoming
non-negligible. Such an increase has a direct impact on the reconstruction performance.
It may be worth mentioning that because of the initialization condition, state at time L
to be perfectly known, the LMMSE estimates of missing samples with very small 8 tends
still to give a positive RSNR (in dB). This is due to the fact that the saturated samples
from time L+ 1 onwards are estimated according to the AR model (2.1), and for n € [1, 6],
only very few innovations are taken into account to update the a priori estimates. This
leads to having almost the same reconstruction performance for n € [1,6], even with
ADCs with different resolution as the available samples occupy the whole dynamic range,
and the effect of QN is negligible. We also remark that the initial condition for which we
suppose the state at time L to be known represents the case in which saturation may occur
due to instantaneous SI power increase, but before that, we still had some non-saturated
samples available, which we can be used to reconstruct the saturated samples without
taking into account the innovation, i.e., solely based on the priori estimate. Initializing
the estimation process with no knowledge of available samples can degrade the RSNR for
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Figure 2.1: Fraction of available samples as a function of n.

the three ADCs considered when n € [1, 6], i.e., when the fraction of available samples is
less that 1/4, and results to be the same for n > 6.

It is clearly visible from Fig. 2.2 for the case of 8 bit ADC that RSNR is equal to
SNR when only 25% (1/a = 4) of the non saturated samples are available. For each ADC
considered, there exits a different optimum point leading to the optimium RSNR*. This
point represents the optimum compromise between S and QN, which allows to achieve
higher gains for FD systems. It is evident from Fig. 2.2 that, as the resolution increases,
the QN variance decreases and therefore to achieve RSNR* (higher than SNR) more and
more fraction of available samples are needed. The tuning of AGC should be done to
make sure that we receive the optimum fraction of available samples 8* at the receiver
side to reconstruct the missing samples.

2.1.4 Large System Analysis of the MSE

In this section, we derive analytically the approximate resulting MSE as a function of
the fraction of available samples 8. Our derivation is based on the properties of trace
operator, random matrix theory, cyclic permutation, circulant matrix approximation and
partially on the expressions derived in [33]. At the end, we also establish the link between
[ and saturation point A of an ADC.

The error correlation matrix for the LMMSE estimation can be written as

Rif = Raxx - RxxAH(ARyyAH)_lARXX7 (2'8)

where A now becomes a K x N matrix which selects K non saturated samples from
the total of N received samples to achieve § = K/N, Ryy = Rys + 01211 and R, are the
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Figure 2.2: Reconstruction SNR for 8,10 and 12 bit ADCs as a function of n.

correlation matrix of the received and transmitted signal. R,, is a Toepliz matrix and

can be approximated as a circulant matrix RS, ., which can be written as

1
RS, = —FIDF 2.
XX N ) ( 9)

where D is the DFT of the finite correlation sequence of (2.4), F denotes the DFT of
size N and also F~! = F¥ is true. We assume that A performs random sub-selection of
the samples to achieve 8 and approximate AF” ~ S, a K x N matrix with elements
sij ~N(0,1). This approximation can be introduced because A performs random subset
selection of samples to achieve 8. This fraction is strictly related to the commulative
distribution of A as the DFT matrix has unit magnitude and different phase terms.
A selects its K rows randomly and therefore AF” can be seen as a random set of
orthonormal columns. By taking the elements pairwise, the average norm of S (if divided
by N) as N — oo goes to one, the inner product between two rows goes to zero and the
inner product between two elements goes to 0 as it has independent variables. By taking
into account the aforementioned approximations, we can rewrite (2.8) as follows

R;; = F'DF — F'DS?(SDS” 4 N¢21)"!SDF. (2.10)

By applying the trace operator and dividing everything by N, we get

Tr(Raz) _ Tr(FlDF _ F'Ds”

> ~ ——(SDS" + Na%jl)—lsDF). (2.11)

By using the property of trace operator, which allows cyclic permutation, FF~!
becomes identity in both of the terms of the MSE expression. Hence, (2.11) can be
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further simplified as
— =2 (sDSH ¢+ Nagl)—lsD). (2.12)

By applying the matrix inversion lemma, we can simplify the ()~! term in (2.12) as

1 S
S#(No21+SDs")' =D™! s?s+D™! 2.13
(No2T+SDS") (5528”8 +D ) 5s. (213)
which allows us to rewrite (2.12) as
MSE 1 1
——— =—Tr(D) — -Tr((S”S + No?D*)"'S¥SD
= o?Tr((S"S + No?D~ 1)),
By using (8)-(14) from [33], for s; ; being iid, (2.14) can be written as
MSE , 1. K 1 11
i = _—Tr((=—1 D 2.1
N 60—1} N r((Nl—i—eN—'_o-U ) )7 ( 5)
which yields
N
1 1
2 _ R
€0, =W Dy (2.16)
1 N 1+e d;

For the ideal low pass bandlimited spectrum case, fraction « of the N d; values are d; = d.
By taking the inverse DFT of the spectrum of x, we get

1
2

Op = NOéNd, (217)
and for exact bandlimited spectrum it equals fraction « of the (over)sampling frequency.

Therefore, % denotes the oversampling factor, which implies d = 02/« and p = 02 /02 is
the SNR. By using the previous results, we can rewrite (2.16) as

eo’=ua ] - (2.18)
Nt
It implies
K e «
kel o= — 2.19
Nl+e +5° o2’ (2.19)
which can be rearranged as
e o
Be+ —(e+e’)— =(1+e€)=0. (2.20)
P Oy
By multiplying with p and dividing by a we get
P 2_ P _
Ee—i—e—ke —;%(14-6)—07 (2.21)
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which leads to the following expression

pB - p

2 P
1 _ L 2.22
e“+ (14 o U%)e = , (2.22)
and finally by solving for e we get
P8 p pBp 4p
=-|l-a+2 - L 1+ 522 - By 220 2.23
e=g (+a ag)+\/(+a 03)+ag (2.23)

Under the assumptions that xj, vy and the SI signal follow Gaussian distribution and s
has the dominant contribution, the fraction of available samples 8 can be linked to A as

B=P(yl <A)=1-P(lys| = A) =1-2P(y, > A)

where [ (-) is the cumulative distribution function (CDF) of .. Now Fy/(.) = Fjpyo(.) &
Foi2(.) = F5(.) where Fy(.) is the CDF of a Gaussian random variable with zero mean

and variance ag. So under the assumption that s; is Gaussian, we can finally conclude
that 8 = 2F,(A) — 1.

2.1.5 Conclusions

In this work, for the first time ever, we considered the possibility to reconstruct saturated
samples according to their LMMSE estimates by using fixed lag Kalman smoothing. To
leverage our approach, we assumed that the signal to be reconstructed follows an AR
model, it is upsampled, and its spectrum to be known at the receiver side. We proposed
to deliberately provoke saturation of the ADCs, leading to fewer available samples but
with less quantization noise. Simulation results show that saturated samples can be
reconstructed well if the assumptions mentioned above are met. Also, the optimum
compromise between the fraction of available samples and QN is studied, which depends
on the resolution of the ADCs.

2.2 Beamforming for MIMO Full Duplex Under the Joint Sum-
Power and Per-Antenna Power Constraints

This section presents a novel digital beamforming design for MIMO FD to maximize the
weighted sum rate (WSR) under the joint sum-power and per-antenna power constraints.
The regulations impose the sum-power constraints at each terminal, limiting the total
transmit power. In practice, each transmit antenna is equipped with its power amplifier
(PA) [34] and the per-antenna power constraints arise due to the power consumption
limits imposed on the physical PAs [35]. The joint sum-power and per-antenna power
constraints imposed on each terminal consider both the regulations and physical limits of
the PA to optimize the systems’ performance.

The joint constraints for FD systems have much more to offer compared to the HD
systems. If there is no saturation noise, the most dominant noise contribution comes for
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the PAs [36], which introduce additional non-linearities when operating in the non-linear
region. Consequently, the residual SI power increases, limiting the maximum achievable
gain for an FD system. With the per-antenna power constraints, we can limit the
non-linear behaviour of PAs and improve the SI channel estimation while complying with
the sum-power constraints naturally imposed by the regulations by equally distributing
the transmit power at each antenna. Moreover, the transmit antennas nearest the receive
array contribute the most to the SI signal’s line-of-sight (LoS) component. As the
analog SIC stage has very high energy consumption, we can reduce it by restricting the
per-antenna constraints on the transmit antennas nearest to the receive array. Note that
restricting the per-antenna power constraints improves the UL rate but can degrade the
DL rate. Ideally, an optimal trade-off between the UL and DL rate must be investigated
in practice.

2.2.1 System Model

We consider a MIMO FD communication system consisting of two MIMO FD nodes
communicating with each other. Let F = {1,2} contain the indices of the two nodes. Let
N; and M; denote the number of transmit and receive antennas, respectively, at the FD
node | € F. We consider a multi-stream approach and let s; € C%*1 denote the d; white
and unitary variance data streams transmitted from node [ € F. Let V; € CVt*% denote
the digital beamformer at the node [ € F. The channel between transmit array of node
m € F and receive array of node [ € F, with m # [, is denoted with H; ,,, € CMixNm and
the SI channel at node [ is denoted with H;; € CMixNi I € F. Let n; ~ CN(O,U?IMZ)
denote the thermal noise vectors at the FD node [. The signal received at the FD node [
can be written as

Vi =H(VisSm + ) + €+ 1y + Hy (Vs + ), (2.25)

with ,m € F and | # m. Let T; = VlVlH denote the transmit covariance matrix of node
l € F. The terms c¢; and c,, are the transmitter and e; and e,, are the receiver noise
distortions due to LDR noise at the node I and m, respectively, with [ # m, and can be
modelled as [37]

c; ~ CN (On,x1, ky diag(Ty)), VIeF, (2.26)

e ~ CN(OMlxla 157} diag(@l)), VieF, (2.27)

where k; < 1, ; < 1 and ®; = Cov(X;), where X; denotes the undistorted received
vector at node [, such that X; = y; —e;, Vi € F. Let X; be the received covariance matrix
of the undistorted received signal at node [ given by

X; = Hy T HY, + Hy nkpdiag(Tn)H, + o7 T+ Hyy (T + kdiag(Ty)) HY.
(2.28)
Let K; & HlmeHle denote the useful received signal covariance part. The received
(signal plus) interference and noise covariance matrices received at the FD node [ € F ,
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denoted with (R;) Rj, can be written as
R, = (X[ + Bldiag(Xl)), RZ ~R; — K. (2.29)

The WSR maximization problem for the bidirectional MIMO FD system, under the joint
sum-power and per-antenna power constraints can be formally stated as

-1
max Z wyyIndet (R'Ryy,) (2.30a)
meF
s.t. diag(V,V{) <P, Ve, (2.30b)
(V, Vi) <p, VieF. (2.30c)

where w,, denote the rate weight for node m and p; and P; (a diagonal matrix) denote
the sum-power and per-antenna power constraints for node [, respectively. The collection
of digital beamformers is denoted with V.

Problem (2.30) is non-concave in T; due to SI terms at both the FD nodes which leads
to finding the global optimum solution very challenging. To find a feasible solution, we
construct its minorizer using the MM approach [38] and then optimize the beamformers
at each iteration by adopting an alternating optimization process.

The WSR shown in (2.30) can be written as a sum of weighted rate (WR) of nodes
land m e F,m#1, ie, WSR=WR;+WR,,. Note that W Ry is concave in T}, and
non-concave in T; due to SI and W R,,, is concave in T; and non-concave in T,, due to
SI. Since a linear function is simultaneously convex and concave, difference of convex
(DC) programming [38] introduces the first order Taylor series expansion of WR,,, in T}
and W Ry in T,,, around T, i.e., all T;, as

WR)(Tp, T) = WR(Tp,, T) = Tr((Tyr — T)Gyp), (2.31a)

WR,,(T;,T) = WRy(T;, T) — Te((T; — T)Gy), (2.31Db)

where G,, and G; are the gradients of WR,, and WR; with respect to ’i‘l and Tm,
respectively. By using the matrix differentiation properties [39], they can be easily
derived and result to be

G, =w (H}(R;' =R, + Bdiag(R;' — R, 1) Hy,

i 1 1 1 (2.32)
+ kydiag(H;; (R — Ry )Hyy),

G =wn (HY (R — R, + Bidiag(R — R, Hinm
+ k‘mdlag(H}n,m (R%l - R_I)Hm,m)-

m

(2.33)

Note that, the tangent expressions constitutes a touching lower bound for (2.30), hence
the DC programming is also a minorization approach, regardless of the reparameterization
of the transmit covariance matrices as a function of the beamformers.

Let \; and ¥; = diag(¢!, ...,wévl) be the Lagrange multipliers associated with the
sum-power and per-antenna power constraint at node [ € F, respectively. Dropping the
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constant terms, reparameterizing T; as a function of the beamformers, performing this
linearization VI € F, augmenting the WSR cost function with the per-antenna and sum
power constraints, yield the following Lagrangian

L= Z (Ympm + Tr(¥,,Pyn) + Indet(I+ VI H] RH; Vi)
meF (234)
— Tr(VE(Gp + Al + ) V).

2.2.2 Digital Beamforming

To optimize the digital beamformer, we take the derivative of (2.34) with respect to
Vi,Vm € F and | # m, which yields the following Karush-Kuhn-Tucker (KKT)
condition

H RH Vo (I+ VIH] RH 0 Vi)™ = (G + Al + ¥,,)V,, = 0. (2.35)

Theorem 1. The digital beamformer V,,, fited V;, can be optimized as the generalized
dominant eigenvector solution of the pair of the following matrices

Vi = Dy, (B, R7TH 1, Gy + A1+ ¥,). (2.36)

Proof. The results follow directly by applying the proof available in [38] for Proposition 1,
by substituting HfIZRz_lH“ appearing in [38] with HfIle? 'H,,, and A; + ;I appearing
in [38] with G, + \p, I+ ¥y, O

The generalized dominant eigenvector solution provides the optimized beamforming
directions but not the power. Therefore, we consider scaling the columns of the digital
beamformers to unit-norm and design a novel power allocation scheme. Solution (2.36)
diagonalize the following matrices

VT}){HﬁmelHl,mvm = z:m(1)7 (237&)

VG, + A\l +9,,)V,, = 2,3, (2.37h)

at each iteration to maximize the WSR. Once the beamformers are computed, the optimal
power allocation can be included while searching for the multipliers, satisfying the joint
constraints. Formally, the power optimization problem for a MIMO system can be written
as

max > w Indet(I+ BHP,) — Tr(EPP,,), Vme F. (2.38)

" leF

Let P denote the collection of powers. Note that as V,, is a generalized dominant
eigenvector solution for (2.34), it diagonalize 27(7%) and 252). Multiplying it by a diagonal
power matrix, it still yields a generalized dominant eigenvector and therefore the validity
of Theorem 1 is preserved. The optimal power allocation, Ym € F, can be obtained by
solving (2.38), which yields the following optimal power allocation scheme

P = (w(VE (G + Al + €,) V) — (VAR RH, V) 7T, (2.39)
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where (X)™ = max{0,X}. To satisfy the per-antenna and sum power constraints, we
consider the following Lagrange dual function

i A, W), 2.4
min LN, ¥;) (2.40)

The dual function £(A;, ¥;) is the pointwise supremum of a family of functions of A\;, ¥y,
it is convex [40], and the globally optimal value \;, ¥; and can be found by using any
of the numerous convex optimization techniques. In this work, we adopt the Bisection
algorithm for the search of multipliers. Let £; = {\;, ¢y, ..,¥n,} denote the set containing
the Lagrange multipliers associated with the joint constraints at the node I € F. Let
i, and ; denote the upper and lower bounds for the Lagrange multiplier p; € £;. The
complete procedure to solve (2.30) to the local optimum based on alternating optimization
is formally stated in Algorithm 1.

Algorithm 2 Beamforming for BD-FD
Given: The CSI and rate weights.
Initialize:V,;,V € F.
Repeat until convergence
for:vm € F.
Compute G, with (2.33).
Compute V,,, with (2.36) and normalize it.
Set p; = 0 and 1t; = f;,,,, Vi € L.
for: Y, € L,
Repeat until convergence
set 1 = (pt; + 717) /2.
Compute P, with (2.39),
If constraint for pu; is violated,
set p; = p, else [1; = pu;,
Set T,, = V,,P,,VZ
Next m.

2.2.3 Convergence Proof

To prove the convergence of Algorithm 2, the ingredients required are minorization [26],
Lagrange duality, saddle point and KKT conditions [40]. Let W.SR(T) denote the cost
function (2.30) as a function of transmit covariance marices, and let WSR(T,T) denote
its minorized version, given as

WSR(T) >WSR(T,T) = windet(T+ VEH/ R 'H;,, V) — Tr((Trn — T)Gon).
leF
(2.41)

The minorizer, which becomes concave in T, has the same gradient of (2.30). Hence, the
KKT conditions are not affected. Reparametrizing the transmit covariance matrices T
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as a function of the powers P and digital beamformers V, then adding the sum-power
and per-antenna power constraints yield the Lagrangian (2.34). During the alternating
optimization process, every alternating update of (2.34) leads to an increase in the
WSR, ensuring convergence for both the parameters. For the KKT conditions, at the
convergence point, the gradients of (2.34) for the digital beamformers yield the same
gradients of the original cost function (2.30). For fixed digital beamformers, (2.34) is
concave in P, therefore we have strong duality for the saddle point maxp miny g L.
Moreover, at the convergence point the solution to miny g £ satisfies the complementary
slackness condition i.e.,

N(p— Te(V, V) =0,Vl € F, (2.42a)

Tr(¥,P; — diag(V,VH)) =0,vl € F. (2.43a)

2.2.4 Simulation Results

This section presents simulation results for the proposed digital beamforming design for
MIMO FD under the joint sum-power and per-antenna power constraints. For comparison,
we define the following benchmark schemes: 1) We define an ideal FD (I-FD) system for
which there is no LDR noise, i.e. k,5 =0, and 2) We define an ideal half-duplex (I-HD)
system for which is also not affected by the LDR noise, i.e. k, 3 = 0, and the split equally
the resources in time to serve in uplink and downlink mode. We also compare our design
with the weighted minimum MSE (WMMSE) design proposed in [41].

The SNR for the FD node [ is defined as SNR = p;/ 012, where p; and 012 are the
total transmit power and noise variance, respectively. The SI channel is modelled with a
Rician fading channel model. We assume a highly dominant LoS component for the SI
channel modelled with a Rician factor 10° dB [16]. The direct channels are modelled as
CN ~ (0,1) and the per-antenna power constraints at each node are set as the total
sum-power divided by the number of transmit antennas. We assume the same LDR noise
level for both the MIMO FD nodes in transmission and reception, i.e., k = k; = k,,, and
B = B; = Bmm. Both the nodes are assumed to have 10 transmit and 5 receive antennas.
The proposed design is labelled as the practical beamforming (P-BF) design and the
results are reported by averaging over 100 channel realizations.

Fig. 2.3 shows the performance as a function of the SNR with £ = § = —40 dB.
We can observe the impact of LDR noise and how it affects the maximum achievable
gain, which tends to deviate from the gain of an I-FD. We can also see that both the
communication links, i.e., Hy 1 and Hj 2, achieve the same WSR on average. The most
important result can be seen by comparing our design with the WMMSE design [42],
which considers only the sum power constraints. It is visible that when the transmit power
is low, then the system with only sum-power constraints performs better as the LDR
results to be below the noise level and the beamforming design in less constrained. The
LDR noise per-antenna tend to increase as the total transmit power increases. However,
setting the per-antenna power constraint equal to sum-power divided by the number of
antennas equally distributes the total transmit power on each antenna. Consequently,
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Figure 2.3: Average WSR as a function of SNR with £k = 8 = —40 dB, N1 = N> = 10 and M; = M> = 5.

equally distributing the total transmit power on each antenna results in minimum transmit
LDR noise level per antenna, which allows to achieve higher gains at high transmit power.

2.2.5 Conclusions

We studied the problem of WSR, maximization for a point-to-point MIMO FD system
under the joint-sum power and per-antenna power constraints and under the LDR
noise model. A novel alternating optimization based algorithm, which relies on the
MM optimization method, is proposed. Results show that when there is LDR noise,
it is desirable to design the FD systems under the joint sum-power and per-antenna
power constraints, which minimize the transmit LDR noise variance per-antenna, being
proportional to its transmit power.

2.3 Towards Massive MIMO In-Band Full Duplex Radio

In this section, we present several contributions to pave the path towards massive MIMO
FD systems. We present a novel hybrid SIC (HSIC) architecture, which exploits the
information of transmitted signal from baseband and uses it to cancel SI in the analog
domain before the ADCs. The complexity of the proposed digital-to-RF (D2RF) HSIC
architecture scales only linearly as the number of receive antennas, which is very desirable
for massive MIMO FD systems. Correct analysis of the SI channel from the measured data
is crucial to investigate the FD systems. However, when measuring the SI channel based
on the transmitted signal, the actual channel results to be affected by the RF components
available in the transmit and receive chains. We present a novel RF calibration algorithm
for MIMO FD systems, such that correct conclusions on the SI channel from the measured
data could be drawn. Moreover, we present a novel reduced complexity analog SI nulling
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(SIN) algorithm, motivated by the Vandermonde vector structure of the uniform linear
array (ULA) response. This section concludes with some experiment results taken at
EURECOM, France, which shows how the transmit and receive antenna arrays at the
FD node must be arranged to achieve a low-rank SI channel.

2.3.1 MIMO D2RF HSIC Architecture

We propose a novel SI architecture based on the solution proposed by Rice University
[16], appropriate for MIMO FD transceivers. Our architecture can regenerate all the
SI generated in a MIMO configuration and mitigate it very efficiently. In the MIMO
context, SI originates from the interactions between all the transmit and receive antennas,
with each antenna having its RF chain. The proposed solution can also be applied
to the multi-antenna case in which antennas are shared between the transmitter and
receiver via circulators. However, for the exposition here, we shall focus on the case of
separate transmit and receive antenna arrays, which is the topic of this thesis. For a
Nz X Ny MIMO configuration, each receiver is affected by Ny, SI contributions coming
from the Ny, transmit antenna. Therefore, the FD transceiver must mitigate Ny N;p SI
components. A pure analog solution would need Ny, N;., SISO cancellers, which may also
need to be frequency-selective.

Transmit LI Main Tx1 t |
signal P DAC > 3 RF chain
Tra_msmlt Xy o DAC Main T?‘Z t,l
signal RF chain
HSIC1 Xpy o Auxiliary Tx1
- Linear filter »| DAC > RF chain
HSIC 2 Xh2 o > Auxiliary Tx2
- Linear filter P DAC RF chain
Y2 Main Rx2 fx
; < <
Receiver + ADC >4— RE chain ;
" Couler
DSIC1 10de
1 Nonlinear filter | yg2
'»  DSIC2 Yar
> filter
L5

Y1 i
Receiver ADC Main Rx1
RF chain ¥n Coupler

10d8

Figure 2.4: 2 x 2 MIMO FD architecture with multiple HSIC and DSIC.

To reduce the complexity of an analog MIMO RF SIC, we decided to move analog
filtering to the digital domain. This is done by using digital filters and auxiliary trans-
mitters as shown in Fig. 2.4. The goal of the auxiliary transmitters is to cancel the SI in
the analog domain as much as possible, in any case enough for proper operation of the
(ADCs in the) receive chains. The output of each auxiliary transmitter is a combination
of signals coming from filtering the desired transmitter signals. In the end, DSIC mitigate
the remaining ST as discussed e.g. in [11]. Here we focus on the D2RF HSIC for a MIMO
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configuration. Our proposed MIMO D2RF HSIC solution is particularly well adapted
for MIMO with a large number of antennas as it only requires N,, HSIC branches, as
compared to Ny N, branches in the case of analog SIC. To follow the Effective Isotropic
Radiated Power (EIRP) regulation, the use of many transmit antennas implies power
reduction per transmit antenna, and thus reduction of the SI contribution coming from
each antenna.

2.3.2 System Model

It is possible to define a Ny, X (Ngg + Nyp) ST MIMO channel between all RF generators
(i.e. main transmit chains and auxiliary transmit chains) and the receive chains of the
same transceiver. Ignoring non-linearities, and considering only SI, we can write the
system equation in baseband in the frequency domain as:

y = Hiae Hip) L:] (2.44)

where y = [y1---yn,,|7 is the vector of received signal after HSIC cancellation and con-
version (see Fig. 2.4), x = [x1 ---zp,,]7 is the transmit signal vector in the main transmit
chain, xj, = [z - - - 2w, )7 is the transmit signal vector for the auxiliary transmit chain,
H, . represents the N, x N¢ MIMO SI channel for the main transmit chains (account-
ing for propagation from transmit to receive antenna arrays and electromagnetic (EM)
coupling between transmit and receive arrays), whereas H;j, represents the N, X Ny,
MIMO SI channel for the auxiliary transmit chains in the HSIC branches (accounting for
the explicit coupling from auxiliary transmit to receive RF arrays and their EM coupling
also).

We can also define a N, x Ny, MIMO digital filter Hyg;.. This digital filter massages
the actual transmit signal x into an appropriate input x; for the auxiliary transmit
chains in the HSIC branches before subtraction in the receive chains and SI cancellation.
We have the relation

xp, = Hpgie X . (2.45)

2.3.3 MIMO SI Channel Estimation

This section proposes a simple approach to estimate the SI MIMO channel (i.e. the
Ny (Nig + Nyy) sub-channels). The problem is similar to classical MIMO channel
estimation. The main difference is that time and frequency synchronisation is not
necessary in this configuration as the same oscillator and the same sampling frequency
are used for all the transmitters and all the receivers.

A reference signal is transmitted on each transmitted port sequentially. During this
phase, the two synchronised receivers estimate all the sub-channels. The SI MIMO
channel is estimated like in TDMA (orthogonal transmission scheme). We follow here
the dimensions N,, = N, = 2 of Fig. 2.4. The four transmitted and received complex
signals (IQ) versus time are shown in Fig. 2.5 and Fig. 2.6 respectively, exhibiting the
time multiplexed pilots. This estimation phase is the most straightforward and was
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Figure 2.5: Estimation phase - Transmitted pilot signal on each tranmitter.
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Figure 2.6: Estimation phase — Received signal on each receiver.

implemented in the simulator discussed further, but a non-orthogonal approach can also
be used to reduce its duration. Of course, adaptive filtering approaches can also be used
to determine Hy, g directly without SI channel estimation (as for the digital SIC).

2.3.4 Zero Forcing HSIC Solution

In the SISO configuration, when the transceiver has only one transmit and one receive
antenna, there is only one SI and the HSIC can easily be computed. In the MIMO
configuration the problem is a bit more complex. Considering the case of the MIMO
configuration shown in Fig. 2.4, we should find the HSIC filters which minimize the
SI power of the two received signals. The filtering can be narrowband (i.e. only one
complex coefficient per sub-channel) or wideband (i.e. FIR with several coefficients
per sub-channel). This depends on delay spread of the MIMO SI channel and the RF
bandwidth. Substituting (2.45) into (2.44) gives y = (H;ac + Hip Hpsic) x. Hence, in
order to zero-force all the SI effect of x on y, the HSIC filter obviously needs to be chosen
as

Hygie = —H, ' Ho, . (2.46)
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In wideband filtering, to reach good SI mitigation, the delay spread of Hj;. needs to be
sufficiently large.

Simulations Results on HSIC

We simulated wideband filtering (up to 4 FIR coefficients per subchannel). The ZF
solution is computed based on the 8 MIMO SI subchannel estimations (FIR of length
4). Fig. 2.7 shows the transmitted signals and the SI when the HSIC is not applied (in
which case we have antenna isolation only) and when it is applied. The antenna isolation
is around 30 dB. HSIC MIMO allows around 30 dB of additional cancellation, up to the
noise floor in this scenario. The left and right subfigures correspond to receive chains 1
and 2, respectively.
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Figure 2.7: MIMO HSIC Performance.

2.3.5 Self-Interference Nulling in MIMO Full Duplex

In the following, ULAs are assumed at the transmit and receive array of the MIMO
FD node. We first model the MIMO SI channel between ULAs with the near-field LoS
model and propose a new iterative RF calibration algorithm for correct analysis of SI
MIMO channel from the measured channel/data. We also present some measurement
results, performed with the software-defined radio USRP N310, with different antenna
array configurations of the ULAs and our objective would be to achieve a low rank
SI MIMO channel, which leads to reduced zero-forcing (ZF) constraints. Finally, a
reduced complexity analog SIN algorithm, which exploits the banded nulling structure
and motivated by the Vandermonde vector structure of ULA response is proposed.

2.3.6 RF Calibration and LoS Near Field MIMO Channel Model

We consider an Orthogonal frequency-division multiplexing (OFDM) FD system with a
total of Ny subcarriers. The measured SI MIMO channel at each subcarrier n can be
written as:
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H[n| = R[n|C[n|T[n] + VIn| (2.47)

where C[n] and Vn] are the internal ST MIMO propagation channel and measurement
noise, respectively. R[n] and T|[n] denote the calibration matrices, which represent the
transfer function of RF circuitry in transmit and receive chains. As discussed in [43],
these matrices are diagonal, which is also true for our case. We consider the near field
line-of-sight (LoS) model for C[n], with each of it’s elements given by:

cijln] = Gle=ifdis, (2.48)

2,7

where 8 = 27 f,, is the phase constant with subcarrier frequency f,,, d denotes distance,
aln] is a constant, «y is the pathloss factor and subscript (7, 7) denotes the j-th transmit
and the i-th receive antennas, respectively. The measured channel H[n] not only depends
on the internal ST MIMO propagation channel, but also on the RF circuitry in the
transmit and receive chains. Therefore, to remove the effect of RF circuity from the
measured channel, we present a new iterative algorithm for RF calibration which leads
us closer to the actual internal SI MIMO propagation channel. This allows us to draw
conclusions which depend only on the antenna configuration and the effects of RF circuity
are removed. As the RF circuitry does not alter the phase of transmitted signals but
just their amplitudes, we only need the absolute calibration factors. To obtain these
factors in R[n] and T[n], we use the least square (LS) fitting criterion at the level of
C[n] instead of H[n|, which reflects the decorrelated Gaussian modeling error on c[n]. By
estimating these absolute calibration factors directly from H[n], we apply them on c[n].
For calibration purposes, we minimize the average LS fit over subcarriers n — g5 : n + gs,
i.e. 2¢s + 1 subcarriers, with g5 € [1,n]. The objective function we consider is:

min(Ns,n+qs)

min Y. [IREHMT ] — C'm]|[f, (2.49)
a[n],T[n],R[n] memaz(ln—gs)

where C[m] = a[m|C'[m] and T'[n] = «[n]T[n] is the reparameterization of T|[n]
in terms of a[n|. Optimization of (7.15) is done at each subcarrier with alternating
minimization approach according to the LS fitting w.r.t T/[n] and R[n]. For the sake of
simplicity, optimal solution for R[n] is also obtained in two steps. Firstly, we solve for its
unconstrained solution R/[n], which is later scaled to recover R[n]. By assuming v =1,
the LS cost solution for (7.15) w.r.t T/[n] and R[n] (in two steps) at iteration k can be
obtained as follows:

T fn] = diag( 3 B (m]R{ (O m)) (diag (3 B fm]RY (nRulmlHm)) ™, (2.50)
= diag( ZC T’H m])diag( ZH T/H[ ]HH[m]))ia (2.51)

R nly m/Hrk ]2, (2.52)
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where 1} [n| = diag(R},[n]), N, denotes the number of receive antennas and the scaling
factor v/N,.../||t'[n]||2 forces the values of R[n] to fluctuate around 1, leading to the true
physical RF calibration factors. By alternating between (2.50)-(2.52) at each subcarrier
until convergence, we get the optimal R[n]* and T'[n]*. To recover «[n]*, T[n]* the
following equations can be used:

afn]* = V/Neao/|IT [0 2, (2.53)

T[n]* = a[n]*T'[n]*, (2.54)

where T'[n]* = diag(T[n]") and NNy, denotes the number of transmit antennas. We then
compute the calibrated internal ST MIMO channel Cin]| as:

C[n] = a[n]*C'[n]. (2.55)

The complete iterative procedure for RF calibration at each subcarrier is presented in
Algorithm 3.

Algorithm 3 RF Calibration Algorithm

At each subcarrier n, initialize R[n], T'[n] = L.
Initialize C’[n] according to (2.48) with «a[n],v[n] = 1.
Repeat until convergence:

1. Update T)[n] according to (2.50).
2. Update R} [n] using (2.51).
3. Update Rg[n] from (2.52).

After convergence, from T'[n]* get a[n]*, T[n]* and then C[n] according to (2.53)-(2.55),
respectively.

2.3.7 Reduced Complexity Analog SI Nulling

We now consider a generic FD communication system with ULAs equipped with Ny,
transmit and N, receive antennas. The ST MIMO channel is denoted with C € CNVrexNtx
and we assume Ny, < N,.. For our LoS model, we first assume that the near field effects of
amplitude variation with distance and phase variation are negligible. Let x = [1,a,d?,...]
be a Vandermonde vector, which represents the arrray response of a ULA array. Then, to
null x we can use a Toeplitz matrix T([1, —1/a,0..0]) with [1,—1/a,0..0] as its first row,
such that T([1,—1/a,0..0])x = 0. Under the far field assumption, the channel matrix C
between ULAs, for array response of one array towards the centre of the other array, can
be written as a rank 1 product of two Vandermonde vectors. At the receive side, C looks
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like a Vandermonde vector and hence T([1, —1/a,...0]) in front of C captures its singular
part. Motivated by this idea, for SIN we propose that at the receiver side a SIN filter
N € CNre=2%Nre with the Toeplitz structure T([1, —1/a,0..0]) should be applied. If the
receive array is a uniform rectangular array (URA), under the far field approximation, C
is still rank 1, as it is a product of the receive and transmit antenna array responses. But
the URA response at the receive side should be written as a Kronecker product vy ® v
of two ULA responses of vertical and horizontal dimensions, respectively. Moreover, if
we vectorize the URA response V = vy vk as v = vec(V) = vy @ vy, then to null v we
have to use two Toeplitz SIN filters Ny and Ngz. We can also increase the number of
non-zero upper diagonals in one or the other SIN filter, or both, to change the dimensions.
Even with URA, we can decide to use only one SIN filter e.g. N,,, which may also work.
The Kronecker Toeplitz SIN structure with two filters given by (Ny @ Ny )v = 0 leads
to nulling the product of two zeros. However, this over nulling could be justified by the
fact that the Vandermonde structure we assume is approximate due to near field effects.
Therefore, for the actual C, the Kronecker Toeplitz SIN filter structure with two filters
would perform better in nulling the SI for URAs.

Aforementioned reasoning is the motivation for a banded nulling structure that we
impose on the SIN filter N. Nevertheless, in reality we don’t impose the Toeplitz structure
on it, but we let its elements on the non-zero upper diagonals to be arbitrary complex
numbers, which are then optimized for nulling purpose. For our problem formulation,
we choose only one SIN filter with two super diagonals to be non zero. The objective
function for SIN that we optimize is the following:

min ||[NC|[%, fora;,b; € Candi=1,.., Ny — 2. (2.56)
a;5,04
where a; and b; are the elements of the first and the second super diagonals in row i. To
solve (7.16), we rewrite the matrix C as a (N, — 2)Ngy X 2(N,, — 2) + 1 sparse matrix
C; (2.58) and reformulate (7.16) as a quadratic cost function of complex variables with
a linear constraint:

min ||Csx||2
x (2.57)
st. egx=1

where e; is the first standard basis vector of the Euclidean space and the vector x is

defined as x = [1, a1, ...,an,, 2, b1, ..., bn,, 2]T contains the complex coefficients of N.
B 01.71 c21 0 c3,1 0 ]
: o . o .
CN-2,1 ] CN-1,1 ] CN,1
Co=| - ' ; o (2.58)
c1,M C2,M : €3,M
: o . o
LCN—2,M 0 CN-1,1 0 CN,M |
The solution for (2.57) can be obtained as:
1
X (Cfcy)e;. (2.59)

- er{(CZCs)—lel
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The vector x provides the optimal complex coefficients to be stacked in the two upper
diagonals of N, which null the SI. However, as the dimension of receive signal after SIN
cannot be higher than Ny, (2.56) with its reformulation (2.57), should be iterated K
times to reduce the size of N to L X N,,, with L = N, — K and L < Ny. At each
iteration k for kK = 1,.., K, the row ¢ of N which produces the highest norm for A = NC
should be removed by restructuring Cs(k) with less columns, which correspond to the
removal of coefficients a; and b; of N. By doing so, we suppress the Ny, — L dominant
dimensions of the SI MIMO channel. The complete reduced complexity analog SIN
algorithm for SIN is given in Algorithm 4.

Algorithm 4 Reduced complexity analog SIN algorithm
Initialize C5(0) according to (2.58).
fork=1,..K

1. Cy(k)= C,(k — 1).
2. Evaluate |[NC,(k)|[%.

3. Update C,(k) by removing its columns to remove the row in N which produces
the highest norm for A.

4. Solve for new x(k) with updated Cs(k) in (2.59).
5. Stack x(k) in the upper diagonals of N

end

2.3.8 Simulation and Measurement Results

In this section, simulation results are presented for the proposed RF calibration algorithm
applied to a 4 x 4 FD OFDM system with N, = 296 subcarriers implemented with the
USRP N310. Then to evaluate the performance of our reduced complexity analog SIN
algorithm, we present simulation results for a generic FD system with ULAs equipped
with 4 transmit and 6 receive antennas and with one SIN filter N of size 4 X 6 and 3 x 6.

2.3.9 RF Calibration Results

We considered a 4 x 4 FD OFDM MIMO communication system. The experiments were
performed on a setup consisting of a USRP N310 software defined radio and Huawei
patch antenna cards as part of the OAI platform, Eurecom. Each card has four patch
antennas shaped like an H. We observed during our experiments that the channel is
also affected by the orientation of the antenna cards and thus we perform the channel
measurements for two orientations H and T of the transmitter and the receiver. All the
measurements are taken indoors at the carrier frequency f. = 2.585 GHz.

For SI MIMO channel measurement, we transmit an OFDM frame of bandwidth
5 MHz with 296 subcarriers. The channel measurements are taken for three different
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Figure 2.8: Transmitter and Receiver Antenna Layout

configurations of the transmit and receive antennas as shown in Fig. 2.8. The distances d;;
are a function of the distance between the transmitter and the receiver P, the horizontal
inter-antenna spacing d; and the vertical inter-antenna spacing do. The measurements
are done for different values of p.

Figures 2.9-2.10 show the singular value profile (SVP) for 296 subcarriers of the
measured SI MIMO channel H, the SI MIMO propagation channel C generated according
to the near field LoS model (2.48) and the calibrated SI MIMO channel C obtained by
using Algorithm 3. Fig. 2.9 corresponds to the transmitter and receiver in configuration
3 with P= 47 cm and transmitter in orientation H and receiver in orientation I. Fig.
2.10 shows the SVP of the channels for transmitter and receiver in configuration 3 with
P= 37.1 cm and transmitter and receiver in orientation H. It can be observed from the
Figures that the measured channel can be approximated as rank 2, which is evident after
the calibration process in C.

We do not include the results for configuration 1 and 2 as the measured (and calibrated)
channels for the considered antenna layouts resulted to be full rank.

2.3.10 Reduced Complexity SIN Results

In this section, we present the simulation results for our SIN approach applied to an
FD system with ULAs consisting of 4 transmit antennas and 6 receive antennas. The
internal ST MIMO propagation channel C is generated according to the near filed LoS
model (2.48) with v, = 1. For evaluation of the proposed SIN algorithm, we assume the
additive signal model y = Cs + v, where s is the transmit signal and v is the intended
receive signal. We further assume that the signals s and v are white. However, in reality
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Figure 2.9: SVP of the SI MIMO channel for configuration 3 with P = 47 cm and with transmitter and
receiver in orientation H and T, respectively.

they are not white but this assumption allows us analyze the upper bounds for the
proposed SIN Algorithm 4 for ULAs with different configurations shown in Fig. 2.8.
For evaluation purposes, we define the metric SI-to-signal-ratio (SISR) as the ratio of
effective SI power to effective receive signal power. The SISR before and after the SIN
filter N is denoted with STSR; and SISR,, respectively. For the assumed signal model
above, SISR; and SISR, can be calculated as:

o2Tr(CCH) o2Tr(NCCHNH)
. s = s 2.60
SISE; 02(Nyz +2) ST5Ho o2Tr(NNH) (2:60)

where 02 and 2 denote the variances of s and v, respectively.

Fig. 2.11 shows the ratio SISR,/SISR; as a function of distance, for C 6 x 4 and
N 4 x 6 and 3 x 6. It is evident that the proposed SIN algorithm works better with
configuration 1. There is no significant variation in SISR,/SISR; for configuration 3 as
the distance between transmit and receive antennas increases but for configuration 1 the
ratio decays rapidly which demonstrates the nulling of SI. It is also evident in Fig. 2.11
the advantage of reducing the receive signal dimension by 1 with K = 3, which removes
the most dominant dimension of the SI signal for both configurations. Results are not
reported for configuration 2 because we considered only one SIN filter and configuration
2 requires two SIN filters Ny and N to null ST in vertical and horizontal dimensions to
achieve good results.
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Figure 2.11: Results obtained with the SI nulling algorithm for configuration 1 and 3 for C(6 x 4),

N(4 x 6) and N(3 x 6).
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2.3.11 Conclusions

This section has presented a new HSIC architecture which is prominent for the upcoming
FD massive MIMO communication scenarios, as its complexity at the analog cancelling
stage scales linearly only with the number of receive antennas. A new RF calibration
algorithm is also proposed, which is later used for the analysis of ST MIMO channel from
the measured channel with USRP N310. Results demonstrate that we can achieve a SI
MIMO channel of rank 2 with configuration 3 for a 4 x 4 for a MIMO FD system, which
reduces the number of constraints to be imposed to ZF the SI signal. Finally, a reduced
complexity analog SIN algorithm is also proposed.
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Chapter 3

Hybrid Beamforming for
Point-to-Point and IAB Millimeter
Wave Full Duplex

HYBF is a potent tool as it enables designing FD systems with a less number of RF
chains that the number of antennas. This section first presents a novel HYBF design
for Integrated access and backhaul (IAB) mmWave MIMO FD systems serving multi-
antenna users. Then a novel HYBF design that generalize the point-point mMIMO FD
communication in the mmWave is presented. The content of this chapter is available in
[C1],[C3] and [C7]. The contribution [C2] is not included in this thesis, being a special
case of the contribution [C1].

3.1 Full Duplex Relay for IAB in Millimeter Wave

This section considers the case of a FD relay for IAB in mmWave. The literature on
the considered scenario is available in [44, 45, 46, 47, 48, 49, 50, 51]. In [44], the authors
proposed the first hybrid beamforming design for an amplify and forward FD relay for
the mmWave backhaul link. In [45], a novel hybrid beamforming design for a FD relay
assisted mmWave macrocell scenario is investigated. In [46], a robust hybrid design for
an amplify and forward mmWave FD relay with imperfect channel state information
(CSI) serving multiple single antenna users is studied. In [47], a joint beamforming,
positioning and power control scheme for a mmWave FD UAV relay is presented. In
[48], energy efficient precoding design for FD relay is proposed. The authors of [49]
present a two-time scale hybrid beamforming for multiple FD relays scenario. In [50]
a robust hybrid beamforming design for a network of FD relays under imperfect CSI
is investigated. In [51], hybrid beamforming for a single stream two hop amplify and
forward FD relay is proposed. Note that the available hybrid beamforming designs for
mmWave are limited to one multi-antenna uplink and downlink user communicating with
a FD relay or single antenna multiple downlink users served by a FD relay.

We consider the scenario of one HD BS communicating with multiples multi-antenna
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users to be served with multiples streams. The users are assumed to be very far from the
BS with no direct link and the communication takes place with a massive MIMO FD
relay, which simultaneously receive data from the HD BS and transmits it towards the
HD multi-antenna users. The scenario under consideration represents an IAB framework.
Compared to the state-of-the-art, we also assume that the transmit and receive chains
of the FD relay have LDR which dictates the overall noise level at the FD relay. To
the authors best knowledge, our work is first contribution to mmWave FD relay system
with LDR range which serves multiple multi-antenna users with multiple streams. We
present a novel HYBF and combining design to maximize the WSR from the HD BS to
the users aided with the FD relay. The overall optimization problem is separated into
two sub-problems under the assumption that the SI at the FD relay is cancelled, for
example based on the well known SIC techniques. The global optimization problem is
decomposed into two sub-problems and an alternating optimization approach is adopted.

3.1.1 System Model

We consider a mmWave multiuser FD system consisting of one mMIMO HD base station
and one mMIMO FD relay serving K multi-antenna users. Let K = {1,..K} denote
the set containing the indices of the users. The BS is assumed to be equipped with B
transmit antennas and B, RF chains, respectively. FD relay is assumed to be equipped
with N receive and transmit antennas and M receive and transmit RF chains, respectively,
and has a SIC scheme to cancel the SI up to a certain level. We assume a narrow-band
flat fading radio channel and with no direct link between the BS and the end users due
to severe attenuation at the mmWave. Let s, € C%*! denote the white unitary data
streams intended for user k. Let Fj, € CPr*% and Grp € CB**Br denote the digital and
the analog beamformer for the HD base station. The signal received at the relay can be
written as

yr = H,,Ggrp Z F;s; +ng; +n, +e, (3.1)

jek

where H,,, € CM*Pt denote the channel from the BS to the relay, e, ~ CN(0,021)
denotes the thermal noise vector at the relay and ng; ~ CA(0,0%,I) denotes the residual
SI. The distortions due to LDR at the receiver side are denoted

n, ~ CN(0, 8 diag(®,)) (3.2)

where f < 1, ®, = Cov(r), and r =y, — n, denotes the undistorted received signal. Let
U, € CM*N and U; € CN*M denote the analog combiner and beamformer at the FD
relay, respectively. Let W, € C%**M and E;, € CM*% denote the digital combiner and
beamformer for user k at the relay, respectively. We assume that there is no delay in
processing and after the hybrid combining, the data streams of user k£ can be estimated
as

ék :WkUryr. (33)

Let Q;r = Ggr FFijl Gp #H denote the transmit covariance matrix for user k transmitted
to the FD relay by the HD base station. Let k denote all the indices in K, without the
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index k. The received (signal plus) interference and noise covariance matrix for user k at
the relay is denoted with (Ry,) Ry, and after the hybrid combining are given by

& =H,, Y QH+0dI+01, (3.4)
JEK,j#k

Ry, = W, U,(®, + Bdiag((®,)) U W/, (3.5)

Ry, = W, U, H,, Qi H, U'W[ + Ry | (3.6)

where ®,. denotes the undistorted received covariance matrix. The WSR maximization
problem from the HD base station to the FD relay can be formally stated as

-1
max > g Indet(R ' Ry,) (3.7a)
Grr,Fr k€K
st Tr( Z Qjr) = b, (c1) (3.7b)
kek
U, (m,n)*>=1, and |Ggp(m,n)*>=1 (3.7¢)

where p;, denotes the total sum-power constraint, (3.7c) denote the unit modulus constraint
on the analog part. Once the data streams are detected by the FD relay, they are then
forwarded to the multi-antenna users with optimal power allocation based on the channel
state information from the relay to the users. The transmit signal from the FD relay can

be written as
yt = U Z E;s; + ny (3.8)
JEK

where n; denotes the transmit LDR distortions, which can be modelled as
n; ~ CN(0, k diag(®,)), (3.9)

where ®; = Cov(yg), where yo = y; — n; denotes the undistorted transmitted signal.
Let H;, € CMx*N denote the MIMO channel from the FD relay to the HD user k. The
received signal at user k can be written as

yr = Hy (U, Z E;8j +n¢) + g, (3.10)

jex
where ny ~ CN(0,0’%I) denotes the noise vector at user k. Let Qr = U,EE,U;
denote the transmit covariance for user k from the FD relay. The received (signal plus)

interference and noise covariance at user k is denoted with (Rx) Ry and can be written
as

R;=H, > QH{ +kHydiag() Q) Hf + 071, (3.11)
JEK, j#k jex
Ry, = H;Q:HY + Ry. (3.12)
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The WSR maximization problem from FD relay to the HD multi-antenna users can be
now formally stated as

—1
ax > wj Indet(R'Ry,) (3.13a)
kel
st. Tr() Q) =pp, and [Uy(m,n)]> =1 (3.13Db)
ke

where (3.13b) denote the total sum-power constraint and the unit modulus constraint.

3.1.2 Problem Simplification

The problem (3.7) and (3.13) are non-concave due to the interference terms and finding
a global optimum is challenging. Hence to render a feasible solution, we consider the
minorization maximization approach to solve (3.7) and (3.13) in two steps. Let WSR"
and W SR denote the WSR from the HD base station to the relay and from the FD relay
to the HD users, respectively. They can be written as the weighted rate (WR) of user k
(W Ry, or WRy,,) and the WSR of users k as

WSR, = WRy, + WRy,, WSR=WRy,+WR (3.14)

where W Ry, is concave in Qy, and WRE,T is non-concave in Q. Similarly, W Ry, is
concave in Q and W Ry is non-concave in Q. Since a linear function is simultaneously
convex and concave, DC programming [38] introduces the first order Taylor series
expansion of W Ry - in Qy,, around Qk » and of W Rz in Qy around Qk. Let Q denote

the collection of Qk,,ﬂ and Qk. The new tangent expressios for the WSR can be written
as

WRy, (Qk, Q) = WRkr (Qir, Q) — Tr((Qiir — Q)Grr), (3.15)

WR(Qy, T) = WR,(Qx, Q) — Tr((Qx — Q)G), (3.16)

where Gy, and Gy denote the gradients of W Ry and W Ry with respect to Qg and
Qp, respectively.

r=>_ w;(H UHWH(R —-R; HW,U; Bd1ag(UHWH(RT -R;)W,;U;)H,,),
K,j#k
a3 (3.17)

Gp= ) wj(HH[Rj:l - R;'H; + kdiag(Hﬁ[RJ:l ~R;'H)). (3.18)
JEK,j#k

Note that, the tangent expressios constitutes a touching lower bound for (3.7) and (3.13),

hence the DC programming approach is also a MM approach [26], regardless of the

reparameterization of WSR as a function of beamformers. Let A\, and A, be the Lagrange

multipliers associated with the sum-power at the base station and at the FD relay. Let

A £ G HLUIwW] RE;DWkUTHT,bGRF, (3.19a)
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B £ Giip(G, + M) Grp, (3.19b)
C £ U/H{/R_'H, U, (3.19¢)
D 2 Uf (G, + A\ 1)Uy, (3.19d)

and dropping the constant terms, reparameterizing back the covariance matrices, per-
forming this linearization for all users, augmenting the W.SR" with W SR with their
constraints, yields the following Lagrangians

max Z wy, Indet(I + Ff AF;) — Te(Ff/BFy) (P1)

U,, W, 3.20a
GRFkak ke ( )
max wy Indet(I + EXCE,) — Tr(EfDE P2

Uy Ey, %:C g ( k CEy) — Tr(E, DEy)  (P2) (3.20b)

3.1.3 Hybrid Beamforming

This section present the solution for the problems (P;) and (FP2) based on the problem
simplification (3.20).

Digital Beamforming

To optimize the digital transmit beamformers for the base station and FD relay, we
first take the derivative of (3.33) and (3.34) with respect to Fj and Ej, which yield the
following KKT conditions

AF(I+FaF,)~! - BF, =0, (3.21)

CE.(I+ECE;)"! - DE, =0, (3.22)

Theorem 2. Fized the other variables, the digital beamformers Fy and Ey at each iteration
can be optimized as the dominant generalized eigenvector of the pairs

F, =Dy, (A,B), Ej,=Dy(C,D) (3.23)

Proof. The result follows similarly as the proof for Proposition 1 [38]. O

Analog Beamforming

To optimize the analog beamformer, we exploit the knowledge that the optimal fully digital
beamformers Fy, 4;; and Ey, 4;y are known and computed based on the procedure provided
herein. Let FoPt ¢ CBixdit +di apnd Eort ¢ CN*dht+di contain the fully digital
beamformers at the base station and FD relay, respectively. Let FoRpé € CBrxdit.tdx
E?g € CMxdit-+dx contain all the digital beamforming vectors for the matched filter
solution of the size of RF chains. Since the analog beamformer is common to all the
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users, we optimize the analog beamformer as the one which minimize the error between
the fully digital and hybrid solution. Formally, the two unconstrainted problem can be
stated as

min |FPt — GrrF%r]], min |EP — UELS]|, (3.24)
RF t

and solving it yield the solution
Grr = (F7 (Fp)™) (PR (Fip) ™) (3.25)
U, = (B7(ERD)") (BRE(BRH)™) . (3.26)

which it normalized to obtain the unit-modulus solution as Ggr = ZGgrpr and U; = ZU;.

Digital Combining

To further improve the rate and suppress the interference, we design the combiners based
on the MMSE criteria. Namely, let E; = s — S denote the error vector for user k and
the error covariance matrix E,,. at the relay can be written as

E. =Ry rp — I+ (W, U,H,,GrrF; + F{GHH, U YW} (3.27)
and minimizing its trace leads to the solution

W, = FIVIH, , U!®, + fdiag(®,)] !, VkeK. (3.28)

Analog Combining

As the analog combiner is common to all the users, we adopt the same mechanism as in
(3.24) to optimize it. Let WPt ¢ Ch+-+dxxN contain the combining vectors to the fully
digital solution obtained from (3.28) with U, = I,Vk € K. Let W%}, € ChttdxxM
contain the combining vectors of correct size with limited number of RF chains as a
matched filter solution. The analog combiner can be obtained by solving the following
optimization problem

min WPt — U, W], (3.29)
which leads to the solution
U, = (WP (WE ) (WPL(WEL) =L, (3.30)

To meet the unit-modulus constraint, we normalize the amplitudes to one as U, =
ZU,. Note that the digital beamformers (3.23) provide the optimized beamforming
directions, but not the optimal power. Therefore, we normalize the columns of the digital
beamformers E; and Fj to be unit-norm, which allows designing an optimal power
allocation scheme. Let E,lc, Zi, S,lC and Si be defined as

¥, =FIAF,, X} =F[BF, (3.31)
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S; = E{CE;, S;=E!IDE,. (3.32)

and assuming that the optimal digital beamformers are computed at the last based on the
results in Theorem 3.3.1, (3.31) and (3.32) are diagonal. The optimal power allocation
can be included by solving the following optimization problem

lgnax Z Wi lndet(E}ng’BS) — TI“(E,%P]C’BS) (333&)
BBS ek
lykl?m}]g Z Wy, lndet(I + Sllng,FD) — TI“(S%PhFD) (3.34&)
’ kel

where Py, pg and P pp denote the optimal power allocation for the BS and the FD
relay. Solving it yield the optimal power allocation

Pips = (we(E3) 7 = (Zp)H)* (3.35)

Py rp = (wi(S7) ™" — (Sp) )" (3.36)

where (X)* = max(0,X). To search for the optimal Lagrange multipliers A\, and A,
satisfying the sum power constraints, we adopt the Bisection method in the search range
[0, Ao, maz] and [0, Ay maz], respectively. The complete alternating optimization procedure
to iteratively optimize the beamformers and combiners is formally stated in Algorithm 5.

3.1.4 Convergence

The convergence can be proved by noticing that the KKT conditions of the simplified
problem and the original problem are the same. Each Iteration leads to and increase in
the WSR. sum-rate which ensures convergence. A formal proof can be stated similarly as
the one given Proposition 3 [38].

3.1.5 Simulation Results

In this section, we evaluate the performance of our proposed HYBF and combining design.
The users channel and the channel from the BS to the relay are modelled with the path
wise channel model, with each channel matrix modelled as

Np

MONO e np ne) np,nC Np,Ne

nc—l np=1

where N, and N, denote the number of clusters and number of rays, respectively,
a;np me) CN(0,1) is a complex Gaussian random variable with amplitudes and phases
distributed according to the Rayleigh and uniform distribution, respectively, and a,( Z” ey
and af(HZp ") denote the receive and transmit antenna array response with angle of
arrival (AoA) ¢,”" and angle of departure (AoD) 6,;”"°. The BS and relay are assumed

to have uniform linear arrays with B, = N = 100 and RF chains B, = M = 32. The
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Algorithm 5 Hybrid Beamforming for IAB FD
Given: The CSI and rate weights.
Initialize: the beamformers Vk € K.
Iterate first with U,,, V,U; = I to get FP*, E°Pt and WP
Set: £V, /U, /U, with (3.25)-(3.26) and (3.30)
Repeat until convergence
for:k=1,.., K.
Compute Gy, with (3.17).
Compute Fy, with (3.23) and normalize it.
Set A, = 0 and A\ = b mag -
Repat until convergence
set Ap = (\p + Ap) /2.
ComputeiPk’BS with (3.35),
If constraint for pu; is violated,
set A\p = Ap, else A=\,
Set Qj,FD = VFjPthFfIVH
Update Wy, with (3.28)

Next k.
Repeat until convergence
for:k =1,.., K.

Compute Gy with (3.18).
Compute E; with (3.23) and normalize it.
Set A, = 0 and P Armaz-
Repeat until convergence
set Ar = (A + Ap)/2.

Compute Py, pp with (3.36),

If constraint for A, is violated,

set Ar = A, else A=A,
Set Qj rp = UEyPy ppEf U
Next k.

SNR for the HD BS and the FD relay is defined as SNR= p/0? = p,/0?. The maximum
transmit power is normalized to one and the thermal noise variance is chosen to meet
the desired SNR. We assume that the SI at the FD relay is cancelled up to the LDR
noise level, different values of k and [ vary the residual SI level. We consider a scenario
of two downlink users with 5 antennas to be served with two data streams each. For
comparison purpose, we define a fully digital HD system with no LDR noise, and which
splits the resource in time and takes two time slots to transmit from the HD BS to the
users through the FD relay.

Figure 3.1 shows the average WSR as a function of the overall LDR noise level with
SNR = —5 dB. It can be seen that when the LDR noise variance is below the overall noise
level, the FD communication system achieves an additional gain of 98% compared to the
HD system. However, as the overall LDR noise variance increases, the overall maximum
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Average Weighted Sum-Rate [bps/Hz]

Figure 3.1: Average WSR as function of k

Average Weighted Sum Rate [bps/Hz]

Figure 3.2: Average WSR as function of SNR with different levels of LDR noise.
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Figure 3.3: Bidirectional FD MIMO OFDM System with Multi-Stage/Hybrid BF. Only a single node is
shown for simplicity in the figure.

achievable performance tends closer and closer to the HD system. Figure 3.2 show the
achievable WSR as a function of SNR with £ = 8 = 0 (in linear scale, no LDR noise case)
and k = 8 = —60 dB. It can be seen that our proposed hybrid scheme performs closer to
the fully digital one with 32 RF chains. Moreover, with k = § = —60 dB, the maximum
achievable performance results to be very far from the achievable performance of an ideal
FD system. Increasing transmission power also increases the LDR noise variance, which
lead to enhanced LDR noise and less gain at high SNR.

3.2 Multi-Stage Hybrid Beamforming for Point-to-Point OFDM
MIMO Full Duplex

This section consider the case of a point-to-point mmWave FD system. The literature
on such a scenario is avaiable in [52, 53, 54, 55, 56, 57], which is limited to a single
carrier FD systems in the mmWave. We present a two-stage beamforming design for
a bidirectional point-to-point OFDM MIMO FD system for WSR maximization. The
problem is solved by adopting the weighted sum mean square error (WSMSE) approach.
At the transmit side, we propose to use a two-stage beamformer at the baseband where
the higher dimensional precoder is applied to the time domain signal, which aims to
mitigate the SI. Then a lower-dimensional precoder is applied in the OFDM domain that
aims to provide spatial multiplexing gain. On the receiver side, we introduce HYBF. The
objective of the time domain phase shifter analog beamforming stage is to reduce the SI
significantly before the ADCs while preserving the dimension of the desired signal space.

3.2.1 System Model

We consider a point-to-point scenario, consisting of two MIMO FD nodes ¢ and j,
communicating with each other. The number of transmit and receive antennas at the
both nodes are denoted N} and th , and N! or N} , respectively. The system is assumed to
be an OFDM system with Vs subcarriers. Let H; ;, 7 # j denote the MIMO channel from
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node i to node j. Let H;; denote the SI channel for node i. Let d;[n] of size d; x 1 denote
the intended white and unit-variance data streams transmitted from node j for node 1.
At the transmit side, a two stage digital beamforming is assumed, composed of an inner
beamformer G; € CMi{%d; of lower dimension, and an outer beamformer V; € CNxM{
of higher dimension. The beamformer V; is applied in the time domain signal after the
inverse DFT and is common to all the subcarriers, and the inner beamformers Gj is
different for different subcarriers. On the receive side, we assume that node i adopts
hybrid combining approach and uses the analog combiner Frr; and the digital combiner
Fpp, to combine the received signal. For simplicity, only node ¢ is shown in Fig. 3.3.

Let y;[n] denote the signal received by node ¢ after the analog combiner F rr;, which
can be written as

yiln] =FrpiHi;[n](V; Gjln]d;[n] + c;j[n]) + FreHii[n] (V' Gilnldi[n] + ciln))

+ ei[n] + Frpin;[n].
(3.38)
The vector n; ~ CN (0,1 N};) denotes noise. The vectors c; and e; denote the transmit
and receive LDR noise vectors and can be modelled as

. N

ciln] ~ CN(0, S-ding(} Quln])), (3.39)
$ n=1

e;[n] ~ CN(O0, fédiag(Z)), (3.40)

where 3; < 1,a; < 1 and Q;[n] denotes the transmit signal covariance matrix at
subcarrier n of node i and can be written as Q;[n] = VIG;[n]GH[n]Vi#. The matrix
Z denotes the sum of the received covariance matrix of the undistorted received signal
across all subcarriers [58] assuming the subcarrier signals are decorrelated, and it can be

written as Z = %1E(zl[n]zf][n]), where z;[n] = yi[n] — e;[n].

We introduge a digital self interference canceller at the base band which subtracts
the residual interference signal H; ;x; from the received signal. Assuming that H;; is
perfectly estimated at the baseband and since x; is already known to node i, we can
rewrite the received signal at the baseband as,

yilnl = yiln] = FrpiHi[n]xin] = FreH [n)x;n] + viln], (3.41)

where v;[n| = FrrH; j[n]|c;[n] + Frp:H; i[n]ci[n] + e;[n] + Frpn;[n] is the unknown
interference plus noise component after SI cancellation. We assume that all the channel
matrices and scaling factors in (3.38) are known. It is also worth mentioning that the
dependence of the signal model (3.41) on the SI power is only through the LDR noise
and the beamformers are designed in such a way to minimize it.

Channel Model

In this sub-section, we omit the node indices for simplicity. Considering a delay-d
geometric direct channel model for a mmWave propagation environment [59] with L
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scattering clusters and L, scatterers or rays in each cluster, we have,
Ls Ly
H= Z Z asvlhr(esvl)ht(d)s,l)Hp(de — Ts — Tyi) (3.42)
s=11=1

The scalars 0, ¢s; denote the AoA and AoD, respectively, for the " path in the s
cluster. The vectors h,(-) and h(-) denote the antenna array responses at receiver and
transmitter, respectively. The scalar a,; ~ CN(0, ]EZJLV:) and p(7) denote the complex
path gain and the band-limited pulse shaping filter response evaluated at 7 seconds,
respectively. Each cluster has a time delay 7, € R and each ray [ € {1,..L, } has a relative
time delay 7,;. The (m,n)-th element of the channel response at the subcarrier n can be

written as

D
Hin) = 3 Hye />3, (3.43)
d=1
To represent it in a more compact form, we define the following variables,
H, = [h.(011), ... h(0r, 2.)], He=[h(¢11), ... he(r, L,)], (3.44)
Ayn] = diag(an1p(dTs — 11 — 771),  wyap, 0,p(dTs — 71, — TTLT))Q_jQW%, (3.45)

which allows to rewrite the channel matrix (3.42) as
D
Hin] = H, > AgnjH/. (3.46)
d=1

The (m,n)-th element of the SI channel can be modelled with

(Hi,i)m,n = Le(—j%r "j\*”)’ (3.47)

Tm,n

where 7y, 5, is the distance between m—th element of the receive array and n—the element
of the transmit array, A and p denote the wavelength and power normalization factor,
respectively.

3.2.2 Optimization of the Beamformers

Consider the optimization problem of the two-stage BF with hybrid combining to maximize
the WSR maximization as

max WSR(G,V,Frp,Fpp)

G, (3.48a)
Frr.FBB
N ) )
> Te{ VIV Gjln) G [n] } < P (3.48b)
n=1

where (3.48b) denote the total sum-power constraint for for node j and the w; denotes
the rate weight. Note that the the unit-modulus constraint on the analog combiner will
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be incorporated later. The collection of beamformers at the two stage beamforming is
denotes with G and V. For the receiver, the collection of digital and analog combiners
is denote with Fpp and Frp, respectively. The (signal-plus)interference-plus-noise
covariance matrices (R;[n]) R;[n] for (3.48) are considered after the analog combiner,
and have the following expressions

R;[n] = Frp,i(a;®; j[n]+0:®;,i[n])F g+ Bidiag(F re (05 ;[n]+©;,[n])Fip,) (3.49)

R; [TL] = R;[n] + FRF,i(")i,j [n]FgFﬂ-. (3.49]:))

The matrices ©; j[n] and ®; j[n] appearing above are defined as
©;j[n] = H;;[n]Q;[nH[n],, @i ;[n] = H [n]diag(Q;[n])H[n]. (3.50)

After the digital receive combining, we have ¥z[n] = F gp;[n|R;[n]F{ piln] and X;[n] =
Fpp.i[n|Ri[n]F4 p.i[n]. Direct maximization of (3.48a), however, requires a joint opti-
mization over the four matrix variables and finding a global optimum solution for similar
constrained optimization is very challenging. So we decouple the joint transmitter-receiver
optimization and first focus on the design of combiners. We assume that the node i
applies the hybrid combiner F;[n] = Fpp ;[n]Frr; to estimate the signal transmitted
from node j. The analog combiner Frr; aims to reduce the SI while the digital combiner
Fpp,; decouples the streams d; intended for user 7 from j. The estimated signal &j [n]
can be written as

&[n] = B[] [n]x; [n] + Fppiln]viln). (3.51)
At the receiver side, maximizing the WSR is equivalent to minimizing the weighted
MSE with the MSE weights being chosen as W;[n] = uiRg 4 [n]~! [60, 61]. The error
covariance matrix for the detection of d; at node 7 can be written as

Ry ¢ [n] = E{(d;[n] — d;{n])(d;[n] — d;[n])"")
= (Fi[n]H, ;[n]V;G,[n] — I)(Fi[n]H; j[n]V;G;n] = D" + Fpp R;[n|Fppin]”
(3.52)
Fixed the beamformers, the combiners for node ¢ can be alternatively optimized by
solving the following optimization problem

N

[Frrq, Fppi[n], Vn] = min Tr{R 4[]}, (3.53)
1

Frr,i.FBB,in| e

and solving it leads to the following digital MMSE combiner
Fppin] = GJ [n]VIH [n]F 7 Riln] . (3.54)

We remark that the optimization of the digital beamformers in (3.53) can be done
independently across different subcarriers. To optimize the analog combiner, we define
the following variables
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F15.[nFppiln] = Ppn] (3.55a)
N
_ T ]+ (sl 4 cds [T .
BZ—HZI[(G)M[ D' ®@Ppin] + ((aj®ij[n] + a;®is[n])" @ Pp;n]) 3.550)

+ (8i(©5 4[n] + ©;,:[n])" @ diag(P p[n])).

To derive the unconstrained analog combining matrix, we take the gradient of (3.52)
with respect to Frp;, which yield the following KKT condition

N,
> PyilnFrpi©i;n] - Fig,[n|GY [n]VIH (0] + Ppin|F rpi(o; 8 (n] + 0:i®;n])
n=1

+ Bidiag(P g i[n])Frri(©;[n] + ©;4(n]) =0,

N
where  Byvec(Frry) = vee(S | iy [n]GY [n]VIHL [n)).
n=1
(3.56)
In (a), we use the result vec(AXB) = (BT ® A)vec(X) [62]. Given the KKT condition

for the analog combiner, it is immediate to conclude that it can be optimized as

N
vec(Frpy) = vaec(z Fa5 [ GH I VIHL [n]), (3.57)

n=1

where I represents the pseudoinverse. To reshape the analog combiner into correct
dimensions, we first apply the operator unvec(-) and normalize the amplitudes of the
analog combiner to unit-modulus as Frr; = ZFrp;.

3.2.3 Two stage Transmit Beamforming

In this section, we consider the design of the two stage transmit beamformers V; and
G;[n] under the sum power constraint. To faciliate the gradients, we use the result
8Tr{Adl?§((CXD)B} = [Ddiag(BA)C]”, which is straightforward by using the matrix
differentiation properties. The beamformers as designed using the weighted sum MSE
criteria. For such purpose, the optimization problem can be formulated as

Ns
min r(W;|n d;[n] — d.:[n])(d;[n] — d;[n])
Vi,Gi[n],T;T (Wiln]E(d;[n] — dj[n])(d;[n] — d;[n])™) (3.588)

st. Y Tr{Qin]} < P, Vi (3.58D)
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The matrix W;[n| denotes the weight matrix of size d; x d;. Augmenting the cost function
with the sum-power constraints yield the following Lagrangian function

Ns 2
Z Z J@ = G [n] VI H[n]F{ [n] — Fi[n]H;;[n]V;G;[n]

z[n] [ QL [n)F] [n] + Fpp[n|Rsn]F 5 ,[n])) (3.59)

2
+0 )\i(z Tr{Qi[n]}) — P).

=1 n=1

Let Aj[n] and ;&j [n] be defined as

Ajln] = F [n]W;[n]F;[n],  Ajln] = Fip[n]W;[n]F 55 n). (3.60)

Taking the partial derivative of (3.59) with respect to the inner beamformer G;[n],
we get

VIR [n]Ai[n]H; ;[n]V;G;[n] — VIIHL[]F [n]W[n] + A\, VIIV,Gjn]

TT(FBB,Z‘[H]HFBB7¢[TL](?RZT[TL]) n TI‘(FBBJ [n]HFBBJ- [n]@Rj[n]) _o (361)

Using the expression for R;[n] in (3.49), we can write

Tr{Fpp,; [n]HFBB,i [n]OR;[n]}
9G;[n]

= o; Vi diag(H{;[n] Ai[n]H; ;[n]) V;G,[n]

Tr{Fpp j[n]"Fpp,;[n]oR;[n]}
9G[n]

= o; Vil diag(HJ;[n] A, [n]H; ;) V;G;[n]

+ B; VAU [n] P diag(A;[n])F rpiHj (0] V;G[n]
(3.63)

By substituting (3.62)-(3.63) in (3.61), we obtain the the following expression to G;[n]

G,[n] = (S;[n] + \; VIV, ' VIHL [n]F] [n]Wi[n). (3.64)

The matrix S;[n] can be interpreted as the signal plus interference power seen by the
digital beamformer at the transmit side and is expressed as

S;ln] = VB [0 Ailn]Hi j[n] V; + a; Vil diag(H] [n] As[n]Hy ;[n]) V;
—i—ﬂiVHHH[ |F RFldlag( iIn))FrriH; j[n ]Vj+aijdiag(Hfj[n]Aj[n} (3.65)
5aln)V; + BV IHI [n]F i jdiag(A;[n])F reyH ] V.

The values of the Lagrangian multipliers A\; > 0,Vj should be such that that the
power constraint is met. To compute the powers, we follow a similar approach as in
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[63], but extended to two-stage beamformer case applied to FD. Considering the eigen
decomposition of the matrices S;[n] and Vf V; as

S;[n] = U;A;[n]UY, VIV, =U;A UL (3.66)

Let ®[n] = UfIV]HHfg [n|F2[n]W;[n]W;[n]?F;[n]H; ;[n]V,;U;, expanding the power

Ns
constraint ) Tr{V;G; [n](/\j)GJH [n](/\j)Vf } = P}, and solving it for the stream powers
n=1

we get
Ny Mt] @[n]kk(A)kk
A = P, 3.67
;kzl (A T+ N (A e)? 7 (3.67)

The matrix Xy denotes the k-th diagonal element of the matrix X. Note that A; > 0
and the left hand side of (3.67) is a decreasing function of \; for A; > 0. Hence we can
compute the values of \; using one dimensional linear search techniques such as Bisection.
In the following, we consider the optimization of the outer beamformer V, assuming the
other variables are fixed. Taking the partial derivative of (3.59) with respect to the inner
BF V;, yields the following KKT condition

H [n]F{ [n]Wi[n]Fy[n]H; 5[n] VG [n] G [n] — B [n]F{ [n]Wi[n] G [n]
Tr{Fppin)"FppindR;n)}  Tr{Fpp;[n]"Fpp;noR;n]}
OV j[n] 9V j[n]
A\;V;G;n]GHn] = 0.

+ (3.68)

For notational convenience, we define P¢ j[n] = G;[n]G¥[n]. Using the expression for

J
R;[n] in (3.49), we can write,

Tr{Fpp,; [n]HFBB’i [n]OR;[n] }
dVn]

= ojdiag(H/%[n]Ai[n]H; [n]) VP ;[n]
+ BHLE [P diag(Ai[n))F rpH 0]V, Pg ),
(3.69)
Tr{Fpp;[n]"Fpp ;[n]oR;n]}
9V[n]

= a;diag(HJ;[n] A [n]H, ;[n]) V;Pe,j[n]

+ B [N F iy diag(A[n)) F g Hj 5 [n] ViPe j[n])-
(3.70)
By substituting (3.69)-(3.70) in (3.68) and using the result vec(AXB) = (BT ®
A)vec(X), we see that WSR maximizing beamformer V; can be computed as

Ns
vec(V;) = BF Y " HI [n]F/ [n]W,[n]GI [n], where (3.71)
n=1
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N,
B; =) (Pg, ln] ® H[n]Ai[nH; j[n]) + a,;Pg ;[n] ® diag(H [n] Ai[n]H; ;[n])
n=1

+ 8P j[n) @ HEL [n]F 1 diag(A;[n])F rpiH (0] + ojPe j[n] © diag(HL A,

H,, () + 65 (Pasln] © (B2, (0] Py, ding (A, [n))F s E ).
(3.72)
Alternating optimization based WSR maximizing procedure to maximize the WSR is
formally stated in Algorithm 9. It’s convergence it straightforward, as each variable is
computed to minimize the MSE, which hence lead to a monotonic increase in the WSR.

Algorithm 6 Multi Stage Beamforming Design
Given: Pi, Hi,ja Hi,iv Uq VZ, ]
= ejévMi(H‘«ivj), The G; are taken as the ZF precoders for the effective channels V"Hjﬂ-

Initialization: Frr;
with uniform powers.
Iteration (t) :

1. Update the Rx side HYBF, i.e F{)

BB Fg}, ,Vi using (3.53), (3.57) respectively.

2. Set Frri= ZFRF;.
3. Update G; (t)[n], Vi, from (3.64).
4. Update V¢(Y) ¥ from (3.71) and \; using Bisection method from (3.67).

5. Check for convergence of the WSR: if not go to step 1).

It might be possible that only two-stage beamforming or only hybrid combining might
be enough if the transmit or receive antenna dimensions are sufficiently large. However,
to conclude that, we present a detailed analysis in the following.

3.2.4 Simulation Results

In this section, we present simulations to evaluate the performance of our proposed HYBF
scheme for a bidirectional FD system under LDR noise model. The far-field channels
are modelled with the path-wise channel model and their complex path gains for the
far-field channels are assumed to be Gaussian with variance distributed according to
an exponential profile. For the SI channel, we ignore the near-field effect of amplitude
variation with distance and the near field effects in the phase variation. In the Uniform
Linear Array (ULA), the AoD or AoA ¢, 0 are assumed to be uniformly distributed in the
interval [0°,30°]. For comparison, we consider a fully digital beamforming design. The
dimensions of the system simulated to report the results are mentioned below each figure.
We consider comparing our design either by using only two stage transmit beamforming
at the transmit side or only hybrid combining at the receive side. As using both the
two-stage beamformers with hybrid combining could require high hardware cost, we
consider comparing them one versus the other to investigate which approach is much
more prominent and can be deployed cost-efficiently.

53



Chapter 3. Hybrid Beamforming for Point-to-Point and IAB Millimeter Wave Full

Duplex

Sum Spectral Efficiency

Transmit SNR in dB

—— With Fully Digital BF %,av
- ©- With HBF at Rx side
n
9 [|—6— With Two-Stage BF at Tx side g
—&— Eigen Beamforming
V.
1T4
10 -5 o 5 10 15 20 25 30

Figure 3.4: Sum Rate comparisons for, Single Carrier, Nf = N! = 8 M{ = M} = 4,d; = 1,Vi,L =4

paths.

Sum Spectral Efficiency

—— With Fully Digital BF
| |—©—With Hybrid Combiner at Rx side
—&— With Two-Stage BF at Tx side

e

V
7

/

y

e

o
@

\Q
L

>
0

4

-5 o 5 1
Transmit SNR in dB

o 15

20

25 30

Figure 3.5: Sum Rate comparisons for, OFDM, N, = 4, N} = N} =8 M} = M} =4,d; = 1,V¥i,L =4

paths.

o4



Chapter 3. Hybrid Beamforming for Point-to-Point and IAB Millimeter Wave Full
Duplex

Figure 3.4-3.5 show the performance of the proposed design either with two-stage
beamformers or analog combiner as a function of SNR. We can see that at high SNR,
the hybrid combiner achieves better performance than the two-stage beamformers at
high-SNR. Figure 3.4, also shows that the eigen beamforming solution, where the left
and right singular vectors of the corresponding channels are used as the combiners or
beamformers. We can see it perform worse than the proposed scheme.

The dimensions of the two-stage beamforming and hybrid combining are such that
the zero forcing capabilities at both sides are comparable. However, the number of LDR
noise contributions is equal to the number of antennas at the transmit side, whereas for
the analog receive stage, the number of LDR noises is the number of analog combining
outputs, which is less. We conjecture that the analog combining reduces the LDR noise
to a significant level and this would explain the better performance of the analog stage
at receive side (in both figures) compared to the two-stage architecture at transmit side.
In Figure 3.4, we compare also compare the eigen beamforming (where the left and right
singular vectors of the corresponding channels are used as the Combiner/BF and fully
digital) and shows that its performance is inferior compared to our proposed design.
Using both the two-stage and hybrid combining can lead to better performance, however
it might not be desirable due to hardware-cost.

3.2.5 Conclusion

This section has proposed a two-stage beamforming approach for mmWave MIMO point-
to-point OFDM FD system. The design is presented by decoupling the transmission
and reception side and an iterative procedure is presented for WSR maximization
by minimizing the MSE. Simulation results show that our design achieve significant
performance, in terms for WSR,, as the WSR is comparable with the WSR of a fully
digital solution. Results motivate that using only hybrid analog combiner achieves better
performance than using a two-stage beamformer at the transmit side of the OFDM
MIMO FD system in mmWave.

3.3 Generalization of the point-to-point mMIMO Full-Duplex Com-
munication in Millimeter Wave

This section considers the general case of a point-to-point mmWave FD system for a
single-carrier point-to-point mmWave FD system. The literature on the point-to-point
mmWave FD systems is available in [52, 53, 54, 55, 56, 57], which is limited to a single
point-to-point FD link. We generalize the point-to-point FD communication to the case
of K-pair mMIMO nodes in mmWave. All the nodes are assumed to be equipped with a
massive number of antennas and only a limited number of RF chains. The coexistence
of multiple point-to-point FD nodes in mmWave leads to an FD mMIMO interference
channel in which each node suffers from SI and interference from all the other nodes
transmitting simultaneously. To enable FD communication in such a challenging scenario,
we present a novel HYBF and combining design based on MM [26] for WSR maximization.
Moreover, we present an optimal power allocation scheme for FD mMIMO nodes, which
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are both SI and mMIMO interference channel aware. Simulation results show that the
proposed HYBF and combining design exhibit significant performance improvement over
a fully digital mMIMO HD communication system with only a limited number of RF
chains.

3.3.1 System Model

We consider a setup of K-pair mmWave mMIMO FD point-to-point communication
links as shown in Figure 3.6. We distinguish the total nodes into two sets, left and right,

X

RS Hybrid

» - Node K,
;} RX

TX
Hybrid

Node K; - :
RX!

“Hu, ko Hu ko

x| [N A S drx
Hybrid ' N > Hybrid
Node 1; - >],¥»Illv1t Hl,,r,‘g‘ - Node 1,
RX[ T rx
Nodes in set L Nodes in set R
—_ e > - >
Direct Channels Inter ference Self Iter ference
Channels Channels

Figure 3.6: mMIMO interference channel in the mmWave consisting of Hybrid nodes with separate
transmit (TX) and receive (RX) array.

denoted with £ = {1;,..., K;}. and R = {1,, ..., K, }, respectively. Nodes involved in the
communication link 1 < ¢ < K are denoted with i,, in which the subscript a € L or
€ R. We consider a multi-stream approach and let s;, € C%*1 denote the white and
unitary variance data-streams transmitted from node ¢; € £ intended for node i, € R.

t . t t
Let V;, € M and G;, € N M denote the digital and the analog beamformer at

node 7; € L, respectively. Let F;, € MM denote the analog combiner at node i; € £
for the data streams s;, transmitted from node i, € R. Let Mfl and MZ: denote the
number of transmit and receive RF chains for node i; € L, respectively. Let Nitl and N
denote the total number of transmit and receive antennas for node i; € L, respectively.
The signal received at node i; € L for the case of mMIMO FD interference channel, after
the analog combiner, can be written as

Yiy = FizHierirvirSir +FiH; i Gizvilsiz + Fiyn; +

Z FiyHiym Gy Vi Smy + Z FiHi m, Gm, Vi, Sm,, (3.73)
mieL myrER
mHéil m'r‘?&ir
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T t
where n;, ~ CN(0,071) denote the noise vector at node i, Hy ;, € NN and

r t
H;, ; < cNi*Ni denote the channel between the node 71 € L and i, € R, and the SI

NI XNt NI xNL,.
channel for node ;, respectively. The matrices H;, ,,, € C *Nmiand H; ., € Cu x

denote the interference channels for node ¢; from node m; € £, m; # i; and from node
m, € R, m, # i, respectively. Let T, ;. = GiTV“V{TI Gg denote the transmit covariance
matrix from node i, € R intended for node i; € £. Let (R;,) R denote the (signal plus)
interference and noise covariance matrix received at node i; € £. The covariance matrix
R;, can be written as

R, =F;H; ; Ty, B, Fl+F;H,; ;, T, B, Fll + G FF + ) FyHy

1] s 1] ’Ll

ésil myEL,my 71
Tmr,mz HzljmlFH Z Fiz Hiz,mr TWLz,mng,mer‘Ija
My €ER My Fiy
(3.74)
and R; can be written as Ry = R;, — S;;, where S;; denotes the useful signal part for

node i; € £. In the mmWave, the channel H;, ;. can be modelled as

NTNt Ne X np,nc np,nc T / nTpsNc
Hilﬂr - Z Z 7'l by )aZ'I (ezT )7 (375)

ne—l np=1

where N, and NN, denote the number of clusters and number of rays, respectively, o lp e

CN(0,1) is a complex Gaussian random variable with amplitudes and phases distributed

according to the Rayleigh and uniform distribution, respectively, and all(gi)n" ") and
T (pTp-Te

air (ezr

(AoA) <;5np "¢ and angle of departure (AoD) an "¢ respectively. Also, the channel matrices

H;, . and H;, ;n, can be modelled as (3. 75) The SI channel can be modelled with the

Rician fading channel model given as

Rj LOS Ref
H;,;, = L + 4/ 3.76
0, Hil + 1 ll H’Ll + 1 ? ( )

where kK, Hﬁos and erf denote the Rician factor, the line-of-sight (LoS) component
and reflected components matrices, respectively, at node i; € £. The channel matrix
ngf can be modelled as in (3.75). The elements of matrix Hﬁos at m-th row and n-th
column can be modelled as

) denote the receive and transmit antenna array response with angle of arrival

H%os(m,n) = Le

Tm,n

(3.77)

where p is the power normalization constant which assure that IE(||HLOS (m,n)||%) =
N N; tl and the scalar r,, , depends on the antenna array geometry. The WSR maximiza-
tion problem for a mMIMO interference channel under the total sum-power constraint
with unit-modulus phase shifters over the mmWave FD mMIMO interference channel
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can be stated as
max > w;n det(Rl;llRil) + > wi,In det(R'Ry,). (3.784)
F yeL ir€R
st. Tr(G,V,VIGH) <p,, VaeLor €R, (3.78b)
|Go(m,n)|? =1, Vm,n, Ya€Lor €R, (3.78c¢)
|Fo(m,n)>=1, Vm,n, VYa€Lor €R. (3.78d)

The scalars w, and p, denote the rate weight and total sum-power constraint for node
a € Lora€ R. The constraints (5.12c) and (5.12d) denote the unit-modulus phase-
shifter constraint on node a for the analog beamformer and combiner, respectively. In
the problem statement, G,V, and F, denote the collection of the analog and digital
beamformers and the analog combiners, respectively.

Remark- Note that (3.78), stated as In det(-), is not affected by the digital combiners.
They can be chosen to be the well known MMSE combiners and the achieved rate would
not be affected (Please see (4)-(9) [64] for more details).

3.3.2 Minorization-Maximization

The problem (3.78) is non-concave due to interference. Given a non-concave structure of
the problem due to interference, it makes the searching for its global optima extremely
challenging. To render a feasible solution, we leverage the MM [26] approach. Note that
the WSR can be written as

WSR=WSR,+WSRr=> WR;+ > WR;, (3.79)
eL 1r€ER

where W SRy, and W SRg denote the WSR in sets £ and R, respectively, and W R denotes
the weighted-rate of one particular user denoted with the subscript. Note that W R;, is
only concave in T}, ;, (point-to-point link between nodes i; and 4,) and the remaining
WRs are non-concave in Ty, ;.. Let 7;( i,) denote the summation in set £ ( R) without
the element 4; ( i,). Since a linear function is simultaneously convex and concave, DC
programming introduces the first order Taylor series expansion of WS Ry and WSRpg in

T, 4., around Til,ira (i.e. all Ty, ;). Let T denote the set containing all such Til i The
tangent expressios for the FD point-to-point link for the transmit covariance matrices of
node i; € L and ¢, € L can be written by computing the following gradients

L _OWSRg . 9WSRg

ir = i i = ’ - (3.80)
0T, T oT;;, 'T
R OWSR— N OWSR
1] = _Aih‘ ~Y Bil - _AiL‘A (381)
aTi'rvil T aTimiz T
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where A, and Ba, for a € L or R, denote the linearization with respect to the same
set and the other set, respectively. The gradients can be computed by using the matrix
differentiation properties, which leads to the following expressions

Z Hgl ZTFH R'7) R;@}))leHml,iT (382&)
myEL,m#1
B, = ) Hy,Fl(R)-R,)F, H, . (3.82b)
nrER
Z ngﬂzFH R'i) R;n}n))Fmerr,iT; (3.820)
mrER, My Fir
Z Hg 7'l:IF‘I{ ) - RT_LZI))Fannl,il- (382d)
neL

Note that the rate of node 7,, depends on the transmit covariance matrix from node 4; and
vice-versa, and the gradients Bir and Bil take into account also the SI generated at the
node ¢; and i,, respectively. Let \;, and );. denote the Lagrange multipliers associated
with the sum-power constraint for the nodes i; and i,, respectively. Considering the
unconstrained analog part, dropping the constant terms and reparametrizing back the
transmit covariance matrices as a function of the digital and the analog beamformers,
augmenting the minorized WSR cost function with the gradients (3.82) with the sum-
power constraints, leads to the following Lagrangian.

L= Xpi+ ) Aipi, + ) wiln det(T+ VIGIH]; FIRF; Hi ;, G, Vi)
yEeL 1rER yEeL
~Tr(VIGI(Ai, +Bi, + M, 1)G;, Vi) + > wi,In det(T+ V/GH! JFIR!
ir€R
FiTHir,il Gizvil) - Tr(Vngl{(A” + Biz + )‘izI)GizViz)v
(3.83)

Note that (3.83) does not contain the unit-modulus constraints on the analog part and
they will be incorporated later.

3.3.3 Hybrid Beamforming and Combining

This section presents a novel HYBF and combining design for solving (3.83).

Digital Beamforming

To optimize the digital for node i; € £ and i, € R, we take the derivative of (3.83) with
respect to V; and V;,, respectively, which leads to the following KKT conditions
GI'H]; FI/R- F Hi i, G, Vi I+ Vviciu! Fl

2, s 1] s

. (3.84a)
R Fisz’l,uGz‘er'r) =G (A, +Bi, + M, 1)G;, Vi,
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G{H{; F/R'F; H; ;G V; (I+ V{IGIH] F

" e (3.84b)
R; FirH’im’iz GilV’il) = Gil (Azl + Bil + )\”I)G”V”

Theorem 3.3.1. The digital beamformers V;, and V;,, fized the remaining variables, can
be optimized as a generalized dominant eigenvectors of the pairs of the following matrices

Vi, = Dy, (foHff,irFﬁRglFil H; i, Gi,, GI(A; +B;, +\1)G;,), (3.85)
Vi, =Dy, (GIH]; F/R'F; H;, ;, Gy, GJf (Aj, + By, + A1) Gyy), (3.86)

where Dg, (Dg, ) selects the d;, (di,) dominant eigenvectors.

Proof. Given the analog part fixed, we proof the result only for V;,. The result for
V;, is then straightforward based on the proof for V;,. The proof relies on simplifying
(3.83) with fixed analog part until the Hadamard’s inequality applies. The Cholesky
decomposition of the matrix Gf (A” + Bil + )\ilI) G;,) can be written as Ling where
L;, is a lower-triangular Cholesky factor. Similarly we do Cholesky decomposition also

for Gfl{H-H ; FgR%lFiTHihil G;,. Given the Cholesky decomposition, we can apply the

Tr,t
result provided in Proposition 1 [38] to the matrices (fo (Ail + Eil + )\,-ZI) G;,) and
(Gfll HEZZFE R%lFirHimilGil). By following similar steps, it follows immediately that
the digital beamformer V;, can be optimized as a dominant generalized eigenvector of
these two matrices. Similar steps can also be followed to prove the result for the digital

beamformer V;, . O]

Note that the solution stated in Theorem 3.3.1 provides the optimal beamforming
directions but not the optimal power allocation. Therefore, to include the optimal power
allocation, we normalize the columns of the digital beamformers to unit-norm.

Analog Beamforming

To optimize the analog beamformers for node ¢; € £ and 4, € R, we take the derivative
of (3.83) for the analog beamformers G;, and G;,, which leads to the following KKT

conditions
H] , F/R_'F; H, ; G, V, V] (1+ V[G[H]  F]

e S a e N (3.87a)
R; FirHir»ilGilvil) = (Aiz + B, + )‘ilI) Gizvizvil )
H{l, Fi'R-F; H, ;, G, Vi, VI (T+ VIGTH]!; Fif
(3.87Db)

R%IFilHil,irGiTVir)il = (AzT + Ez’r + )\irI) GZ-TVZ-TVfTI.
To optimize the analog beamformer, the KKT conditions are not resolveable for G;, and
G;,. To do so, we apply the identity vec(AXB) = (B? ® A)vec(X), which shapes the
the KKT conditions as
_ -1
(Vi VI + VIGIH, Fi'RZF H, 3, G Vi) )T
o H[, FlI Ri;llFiler]vec(Gir) (3.88a)

= [(VZTVE)T ® (Azr + Bz’r + )\ilI)]VeC(Gir)y

60



Chapter 3. Hybrid Beamforming for Point-to-Point and IAB Millimeter Wave Full
Duplex

_ -1
(Ve Vi @+ ViG] FIR-F; H;, ;,Gi, V) )T

ir,il
o ! FIR_'F; H;, ; Jvec(Gy)) (3.88b)
= [(V”Vfl{)T X (All + Bil + )\iTI)]VeC(GiZ).
Given the vectorized analog beamformer, by following a similar proof as for the digital
beamformers in the Theorem (3.3.1), it can be easily seen that the unconstrained
vectorized analog combiners vec(G;,) and vec(G;,) are given by

vee(Gy,) =D1((V;, VI 1+ VIiGIH! F! R%lFil

5tr

st

(Vi, VINT @ (A, + By, + A, 1)),

H;;,Gi, Vi,) )T @ Hf FIRZ'F H, (3.89a)

L] 2
-1 —
H; G, Vi) ) o H]l; FIIR-F; H; (3.89h)

iyl

Vi, VINT @ (A, + By, + M\, 1)),

vee(Gy) =Di((V,, Vi (I+ VIGIH] , FIR_'F;,

which needs to be reshaped into correct dimensions with the operation unvec(:). Fur-
thermore, to meet the unit modulus constraint, we apply the operation ZG;, and ZG;,,
which scales it amplitude to unit-norm and preserves only the phase part.

Analog Combining

To optimize the analog combiner, we first define the received covariance matrices at the
antenna level as Rfl"t and Rfr”t (obtained from (3.74) by simply omitting the analog
combiner). After the analog combining stage, we have the following expression for the
covariance matrices R;, = FilR?l”th and R;, = FirR;thFff . Note that in the MM
approach, we linearize with respect to the WRs for which each transmit covariance matrix
generate interference. However, as the combiner do not generate any interference and
does not have the sum-power constraint, we can directly consider solving (3.78), which
result to be concave for the analog combiners. Namely, we can first write

max > w; [Indet(F; R{™F]T) — Indet(F;, REF))]
el
+ > w; [Indet(F;, REF}T) — Indet(F;, RIMF])]
irE€ER

. (3.90)

in which both the terms are purely concave, in contrast to minorized version of the WSR,
in which the trace terms were only linear. To optimize the analog combiners, we take
the derivative of (3.90) with respect to F;, and F;_, which leads to the following KKT
conditions

w;, RGP (B, REMFH) ™! — w, REVE] (B, REVE]) T =0, (3.91a)

w;, RF! (Fy, ROFIN) ™ — o, ROE] (F; RE!) ™ =0, (3.91D)
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Given the structure of the KKT conditions, it is immediate to see that the analog
combiner can be optimized as a dominant generalized eigenvector solution of

F; =Dy (R{™, R‘;—l”t), F;, =Dy (R{, R, (3.92)
from which we select M; and M] rows, respectively, equal to number of RF chains.
Given the optimal analog combiner, operation /F;, and ZF;, is required to meet the

unit modulus constraint.

Optimal Power Allocation

Given the optimized beamformers, in this section, we present a novel power allocation
scheme for the mMIMO FD interference channel.
Let P;, and P;, denote the power allocation matrix for the node i; € £ and i, € R,

respectively. Let EZ(}),EQ) Eg) and =¥ be defined as

1 Ty
2511 )= ViG] Hg,ingR;Fu H; ; G; Vi, (3.93a)
2 = VIGH (A, + By, + X, DG, Vi, (3.93b)
EZ(TI) = VgGgHgingRz;lFirHinilGizviz> (3.93c)
Ef) =VIGH(C; + D; + N, 1)G;, Vi, (3.93d)

Given (3.93), the problem (3.78) with its minorized version, with respect to the power
matrices can be stated as

max Z wy, Indet (I + ZEZI)PZ-Z) — Tr(EE?)Pil),
g QWEeL
tmax ZR w;, Indet(I+ =VP; ) — Tr(SPP;).
e

(3.94a)

To include the optimal power allocation, we take the derivative of (3.94a) for the
power matrices P;, and P; , and from the KKT conditions it follows that the optimal
power allocation matrices can be computed as

-1 -1 -1 -1
P = (wizz(Q) =)t Py = (%253) - EZ(-TI) ). (3.95)

2 2
where (X)™ = max{0,X}. To meet the sum-power constraint, we search the optimal
multipliers satisfying the power constraints while updating the powers with (3.95). The
multipliers \;, and J;, should be such that the Lagrange dual function (3.83) is finite
and the values of the multipliers should be strictly positive. Let A and P denote the
collection of multipliers and powers. Formally, the multipliers’ search problem can be

i £ l&. I .‘. 1&. ? (). 3
min max ( 9 ), S ( .96)
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Algorithm 7 Hybrid Beamforming and Combining
Given: The CSI and rate weights.

Initialize: All the beamformers and combiners.
Repeat until convergence

forViye LandVi, € R
Compute A;, and A;, with (3.82a) and (3.82c)
Compute B;, and B;, with (3.82b) and (3.82d)
Compute G;, with (3.89b), do unvec(G;,) and ZG;,
Compute G;, with (3.89a), do unvec(G;,) and ZG;,
Compute F;,, F; with (3.92) and do ZF;,, ZF;,
Compute V;, and V;_ with (3.86) and (3.85)
Set )\il =0 and /\7” = Wimaw Vi; € L;
Repeat until convergence Vi; € £
set )\il - (>‘il +)‘7’iz)/2
Compute P;, with (3.95),
If constraint for );, is violated,
set \;, = A, else )\Tl = i
Repeat until convergence Vi, € R
set Ai, = (Ni, + Nin)/2.
Compute P;, with (3.95),
If constraint for )\;, is violated,
set )‘ir = )\Z'T, else )\7% = )‘irv

Repeat

The dual function max L(A,P) is the pointwise supremum of a family of functions of A,

it is convex [40] and the globally optimal values for A can be found by using any of the
numerous convex optimization techniques. In this work,we adopt the Bisection method.
Let i, and A;,, for i, € L or i, € R, denote the upper and lower bound for the Lagrange

multiplier search for node i,. Let [0, )\Z‘M] denote the maximum search interval for the
multipliers of node i,. The WSR maximizing HYBF design for the mMIMO interference
channel is given in Algorithm 7.

Short Convergence Proof

For the WSR cost function (3.78), we construct its minorizer which restates the WSR
maximization as a concave problem, when the remaning variables are fixed in the
gradients. The minorizer results to be a touching lower bound for the original WSR
problem, therefore we can write

WSR =" w;n det(I+ ='P;) - Te(SP,),
WeL
+ 5 wi,In det(T+ SVP; ) - Ta(S
ir€R

p | (3.97)

iy
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The minorizer, which is concave in transmit covariance matrices, still has the same
gradient of the original WSR and hence the KKT conditions are not affected. Now
reparameterizing the transmit covariance matrices in terms of beamformer with the
optimal power matrices and adding the power constraints to the minorizer, we get the
Lagrangian (3.83). By updating all the beamformers and combiners as a dominant
generalized eigenvector solution, leads to a monotonic increase in the WSR [38] at each
iteration, thus assuring convergence.

3.3.4 Simulation Results

This section presents the simulation results for the proposed HYBF and combining design
for WSR maximization in a mmWave FD mMIMO interference channel.

We consider a scenario of 2 point-to-point communication links consisting of 4 nodes
operating in the mmWave. We assume that all the nodes are equipped with uniform
linear arrays, with transmit antennas placed at half-wavelength. The angle of arrival
QSZ” "¢ and angle of departure GZ” ¢ are chosen to be uniformly distributed in the interval
[—20°,20°]. The SI channel is modelled with the Rician factor x; = 105 dB and the
distance 7, is modelled as in [54], with distance between the transmit and receive
array of 20 cm and with a relative angle of 90°. The number of clusters and the number
of paths is set to be N, = 3 and N, = 6. We define the transmit SNR at node 7; as
SNR;, = pi,/ 01'2; and assume it to be the same for all the nodes, denoted as SNR. In the
plots, the proposed HYBEF scheme will be referred as HYBF. For comparison purposes,
we define the following benchmark schemes.

o Fully Digital FD - with all the FD nodes having number of RF chains equal to the
number of antennas.

o Fully Digital HD - with all the nodes having number of RF chains equal to the
number of antennas but operating in HD mode by splitting the resources in time.

Figure 3.7 shows the achieved WSR as a function of SNR with a different number of
RF chains in comparison with the benchmark schemes. It can be clearly seen that the
proposed HYBF and combining has the potential to perform very close to the fully digital
FD beamforming design with 32 RF chains. Still the proposed algorithm exhibits some
gap compared to the fully digital solution as the analog beamforming stage is constrained
and must meet the unit modulus constraint. We can see that also with 16RF chains,
the proposed algorithm can considerably outperform the fully digital HD scheme, with
operates with 100 transmit and receive RF chains. Figure 3.8 shows the average WSR as
a function of SNR with 64 transmit and receive antennas. It can be seen that with the
same number of RF chains (32) and less number of transmit and receive antennas, the
performance of the proposed HYB algorithm gets strictly close to the fully digital FD
scheme.

3.3.5 Conclusions

In this section, we studied the problem of WSR maximization in a mmWave massive
MIMO FD interference channel consisting of K point-to-point FD communication links.
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Figure 3.7: Average WSR as a function of SNR with transmit and receive antennas N¢ = N, = 100 and
RF chains M = M, =32 or 16, Va € L or R.

70 T T

—<— Fully Digital FD

—<— HYBF-32RF
—<— HYBF-16RF 3
—— Fully Digital HD

[0}
o

a
o

A
o

30

Average Weighted Sum-Rate [bps/Hz]

SNR[dB]

Figure 3.8: Average WSR as a function of SNR with transmit and receive antennas N = N/ = 64 and
RF chains M{ = M, =32 or 16, Va € L or R.
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The simultaneous coexistence of multiple FD nodes leads to an extremely challenging
communication scenario for which a novel hybrid beamforming and combining scheme is
proposed. Simulation results show that the proposed design can perform extremely close
to the fully digital FD beamforming design operating with 100 antennas, with only 32
RF chains. Moreover, the proposed design significantly outperforms the fully digital HD
system with only 16 RF chains.
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Chapter 4

Hybrid Beamforming for Single-Cell
Massive MIMO Millimeter Full Duplex

4.1 Introduction and Motivation

This chapter considers the problem of HYBF for a mmWave mMIMO FD system with
multi-antenna uplink (UL) and downlink (DL) users. For the literature on HYBF for
mmWave FD, we refer the reader to [24, 25, 65, 52, 53, 54, 55, 56, 57, 44, 49, 45, 66, 67,
68, 69, 70, 71, 72]. In [24], a novel HYBF design for the mmWave FD with one UL user
while jointly performing radar target sensing on the received side with hybrid combining
is proposed. In [65, 52, 53, 54, 55, 56, 57], novel HYBF designs for a point-to-point
mmWave massive MIMO (mMIMO) FD system are studied. HYBF schemes of mMIMO
FD relays and integrated access and backhaul are presented in [44, 49, 45] and [66],
respectively. HYBF designs with single antenna UL and DL users for a single-cell and
a multi-cell mmWave FD system are proposed in [67] and [68], respectively. In [69],
HYBF for mmWave mMIMO FD with only one UL and one DL multi-antenna user,
under the receive LDR is proposed. In [70], HYBF for two fully connected mMIMO FD
nodes that approaches SI-free sum-spectral efficiency is proposed. In [25], HYBF for a
mmWave FD system equipped with analog SI cancellation stage is presented. In [71],
HYBEF to generalize the point-to-point mmWave mMIMO FD communication to the case
of a K-pair links is presented. Frequency-selective HYBF for a wide-band mmWave FD
system is studied in [72].

The literature on multi-antenna multi-user mmWave FD systems is limited only to
the case of one UL and one DL user [25, 69, 70, 72]. In [69], the receive side LDR of
FD BS is also considered, which is dominated by the quantization noise of the ADCs.
However, LDR noise from the transmit side is ignored, which also affects the performance
of FD systems significantly [36]. The effect of cross-interference generated from the UL
user towards the DL user is also not considered in [69], which can have a major impact
on the achievable performance. Cross-interference generated from the neighbouring cells
is well investigated in the DTDD networks [73, 7, 74, 75, 76], and it is more harmful to
the multi-user FD systems as it occurs in the same cell. For example, consider the case
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of a small cell, in which BSs and users are expected to operate with a similar amount of
transmit power [76]. Suppose that one FD BS simultaneously serves one UL and one DL
user and that both the users are located close to each other and sufficiently far from the
BS. In such a case, cross-interference can become as severe as the SI and can completely
drown the useful signal intended for the DL user if not considered in the beamforming
design. In a multi-user scenario with multiple UL users located near the DL users, each
DL user suffers from cross-interference, which is summed over all the UL users’ transmit
power, with each UL user transmitting with a similar amount of power as the BS. In
such a case, cross-interference can become even more severe than the SI if not considered
in the design.

4.1.1 Main Contributions

We present a novel HYBF design to maximize the WSR in a single-cell mmWave mMIMO
FD system, i.e., for multiple multi-antenna UL and DL users. The users are assumed
to have a limited number of antennas and digital processing capability. The FD BS is
assumed to have a massive number of antennas and hybrid processing capability. Our
design is based on alternating optimization and relies on the mathematical tools offered
by MM [26]. The users and BS are assumed to be suffering from the LDR noise due to
non-ideal hardware, modelled with the traditional LDR model [37] and by extending
it to the case of a hybrid transceiver, respectively. Our work represents the first-ever
impairment aware HYBF approach for mmWave FD and its analysis as a function of the
LDR noise levels. Extension of the LDR noise model presented herein is applicable to
any mmWave FD scenario.

In contrast to the conventional HYBF designs for mmWave FD, in this work, the
beamformers are designed under the joint sum-power and the practical per-antenna power
constraints. The sum-power constraint at each terminal is imposed by the regulations,
which limits its total transmit power. In practice, each transmit antenna is equipped
with its PA! [34] and the per-antenna power constraints arise due to power consumption
limits imposed on the physical PAs [78]. We also present a novel SI, interference, cross-
interference and LDR noise aware optimal power allocation scheme to meet the joint
constraints.

Compared to the digital part, optimization of the analog stage is more challenging as
it must obey the unit-modulus constraint and it is common to all the users. Recently,
new transceivers have started to emerge, which with the aid of amplitude modulators
(AMs), also allow amplitude control for the analog stage [79, 80, 69]. Such transceivers
alleviate the unit-modulus constraint but require additional hardware. Hence, we study
both the unit-modulus and AMs cases and investigate when the amplitude control for
mmWave FD could be advantageous. In practice, as the analog beamformer and analog
combiner can assume only finite values, a quantization constraint is also imposed on
them during the optimization process. In our problem formulation, the WSR does not
depend on the digital combiners, which are omitted in the design. They must be chosen

'The mMIMO systems are also expected to be deployed with one PA per-antenna to enable the
deployment of very low-cost PAs [77].

68



Chapter 4. Hybrid Beamforming for Single-Cell Massive MIMO Millimeter Full Duplex

Tx
Aféy N DL User
A 1
T : || mmse
T H :
Stre:ms | - Analog : b‘ Combiner
eams,l  pigital RF Chain 1 iE Bowniink L
: |Beamformer : :/ :
: v : Grr : DL User
R = 4 s
P'— Combiner
ﬁ Self-
. Interference
. o |[[
Streams [RF Chain 1 ¢ Analog :
. i :
: MMSE : Combiner |___ : Interference
: Combiners . Frr :
* | for UL users ’—"
RF Chain N, €— _4
RX
Array

Figure 4.1: FD in mmWave with HYBF to serve multi-antenna users. Tx and Rx denote transmit and
receive, respectively.

as the minimum-mean-squared-error (MMSE) combiners after the convergence of the
proposed algorithm. By omitting the digital combiners, equal to the sum of the number
of UL and DL users, the HYBF design simplifies, and the per-iteration computational
complexity reduces significantly.

Simulation results show that our design outperforms a fully digital HD system and can
deal with the SI, interference and cross-interference with only a few RF chains. Results
are reported with different LDR noise levels, and significant performance gain is observed
at any level.

In summary, the contributions of our work are:

4.2

Extension of the LDR noise model for the mmWave band.

Introduction of the WSR maximization problem formulation for HYBF in a single-
cell mmWave mMIMO FD system affected by the LDR noise.

A novel SI, interference, cross-interference, LDR noise and the practical per-antenna
power constraints aware HYBF design.

Investigation of the achievable WSR in a multi-user mmWave FD system as a
function of the LDR noise.

Optimal interference, SI, LDR noise and the per-antenna power constraints aware
power allocation scheme for the hybrid FD BS and UL users.

System Model

We consider a single-cell mmWave FD system consisting of one hybrid FD BS serving
J DL and K UL fully digital multi-antenna users, as shown in Fig. 4.1. We assume
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perfect channel state information (CSI)2. The FD BS is assumed to have M; transmit
and N, receive RF chains, and M transmit and Ny receive antennas. Let U = {1, ..., K'}
and D = {1,...,J} denote the sets containing the indices of K UL and J DL users,
respectively. Let M and N; denote the number of transmit and receive antennas for
k-th UL and j-th DL user, respectively. We consider a multi-stream approach and
the number of data streams for k-th UL and j-th DL user are denoted as uy and vj,
respectively. Let Uy, € CMrX%k and V; e CMexvi denote the precoders for white unitary
variance data streams s € C**! and s; € C%*1, respectively. Let Ggrp € CMoxMt and
Frr € CNoxNr denote the fully connected analog beamformer and combiner at the FD
BS, respectively. Let P = {l,ei%/ ps . el2mps—1/ "rs} denote the set of n,, possible
discrete values that the phasors at the analog stage can assume on unit-circle.

For HYBF with the unit-modulus constraint, we define the quantizer function Qp(-)
to quantize the unit-modulus phasors of analog beamformer Ggrpr and combiner Frp
such that Qp(£LGrr(m,n)) € P and Qp(LFrr(m,n)) € P, Vm,n. For HYBF with
amplitude control, the phase part is still quantized with Qp(-) and belongs to P. Let
A ={ag,.....,as—1} denote the set of A possible values that the amplitudes can assume.
Let Q4(+) denote the quantizer function to quantize the amplitudes of Grr and Frp
such that Q4(|Ggrr(m,n)|) € A and Qa(|Frp(m,n)|) € A, Ym,n. A complex number
Grr(m,n) with amplitude in A and phase part in P can be written as Ggrp(m,n) =
Qa(|Grr(m,n)|)Qp(£LGRrr(m,n)). The thermal noise vectors for FD BS and j-th DL
user are denoted as ng ~ CN(0,031y,) and n; ~ CN/(0, U?INJ.), respectively. Let ckx and
e; denote the LDR noise vectors for k-th UL and j-th DL user, respectively, which can
be modelled as [37]

Cp ~ C./\/(Okal, ki diag(UkUkH)), (4.1)

ej ~ CN(ONJ.“, B; diag(‘I)j)>, (4.2)

where ki, < 1, f; < 1,®; = Cov(r;) and r; denotes the undistorted signal received by
j-th DL user. Let cg and eg denote the LDR noise vectors in transmission and reception
for FD BS, respectively. We model them as

Co ~~ CN(OM()Xla ko diag(z GRFVnVTIngF)>, (4.3)
neD
€eg ~ CN(Oerl, ,30 diag(ég)), (4.4)

where ky < 1, By < 1,®¢ = Cov(rp) and ry denotes the undistorted signal received
by FD BS after the analog combiner Frr. Note that (4.3) extends the transmit LDR
noise model from [37] to the case of a hybrid transmitter. For the hybrid receiver at the
mmWave FD BS, ADCs, the most dominant sources of receive LDR noise, are placed
after the analog combiner Frr. Consequently, eg in (4.4) considers the undistorted
signal received after the analog combiner. We remark that the extension presented in

2The CSI of the mmWave FD systems can be acquired similarly as in [81] for the mmWave HD system
and it is part of the ongoing research [82].
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(4.3)-(4.4) is slightly simplified. In practice, as some circuitry might be shared among
multiple antennas, it can lead to some correlation.

Let y and y; denote the signals received by the FD BS and j-th DL user, respectively,
which can be written as

y =FH_ Z H,Us, + FE,. Z H; Ujcy, + Fng
ke kel

(4.5)
+ FgFHO Z GRrrV;js; + FI}_QIFHOCO + e,
je€D
y; = Hj ZGRFVnSn + Hj Z GrrVnco + €e; +n;
neD neD (4.6)
+ Z H; xUsy + Z H; rck.
kel kel

The matrices Hy € CNo*Mr and H; € CNi*Mo denote channel response from the k-th UL
user to BS and from the BS to j-th DL user, respectively. The matrices Hy € CNoxMo
and H;;, € CNi*Mk denote SI channel response for FD BS and cross-interference channel
response between k-th UL and j-th DL users, respectively. At the mmWave, the channel
response Hy, can be modelled as[54]

Nc NP

MkNO Np,Nec Np,Ne Np,Ne
=N, >0 > al™an(gr a6, (4.7)

ne=1np=1

where N, and N, denote the number of clusters and number of rays (Figure 1 [54]),

respectively, and a;n”’nc) ~ CN(0,1) denotes a complex Gaussian random variable whose

amplitude and phase are Rayleigh and uniformly distributed, respectively. The vectors
a,(¢,"") and a (§,7") denote the receive and transmit antenna array response with
angle of arrival (AoA) ¢Zp " and angle of departure (AoD) 92” e respectively. The

channel matrices H; and H;; can be modelled similarly as in (4.7). The SI channel can

be modelled as [54]
K 1
Hy =,/ Hios + 1/ ——H,.r, 48
0 k+1 Los + K+1 ! (48)

where x denotes the Rician factor, and the matrices Hy,s and H,.y denote the line-of-
sight (LoS) and reflected contributions, respectively. The channel matrix H,.; can be
modelled as (4.7) and element of Hz,s at the m-th row and n-th column can be modelled
as [54]

H,s(m,n) = —2— 275", (4.9)
T"m,n
where p denotes the power normalization constant to assure E(|[Hzos(m,n)||%) = MoNo
and A denotes the wavelength. The scalar 7, , denotes distance between the m-th receive
and n-th transmit antenna, which depends on the transmit and receive array geometry
(9) [54]. The aforementioned notations are summarized in Table 4.1.
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Table 4.1: Notations

M, Number of transmit RF chains for the BS

N, Number of receive RF chains for the FD BS

My Number of transmit antennas for the BS

Ny Number of receive antennas for the BS

M, Number of transmit antennas for UL user &

N; Number of receive antennas for DL user j

Uy Digital beamformer for UL user k

V; Digital beamformer for DL user j

Ggrr Analog beamformer for the FD BS

Frr Analog combiner for the FD BS

Ci, Transmit LDR noise from UL user k

Co Transmit LDR noise from the FD BS

€ Receive LDR noise at the FD BS

e; Receive LDR noise at the DL user j

ng Thermal noise at the FD BS

n; Thermal noise at the DL user j

H, SI channel

H; Channel between the BS and UL user &

H; Channel between the BS and DL user j

H; Cross-interference channel between UL user
k and DL user j

= Element-wise inequality

4.2.1 Problem Formulation

Let k and j denote the indices in sets & and D without the elements k and j, respectively.
The received (signal plus) interference and noise covariance matrices from UL user k € U
at the BS and by the DL user j € D are denoted as (Ry) Ry and (R;) R, respectively.
Let Ty, VE €U, and Q;, Vj € D, defined as

T, = U, UZ, (4.10a)

Q, = GrrV,;VIGHp, (4.10b)

denote the transmit covariance matrices from UL user k¥ € U and DL user j € D,
respectively. By considering the distortions from non-ideal hardware with the extended
LDR noise model, cross-interference, interference and SI, the received covariance matrices
at the BS after the analog combiner, i.e., R, and Rz, and at the DL user j € D, i.e., R;
and R]f, can be written as (4.11), shown at the top of the next page. In (4.11), s, and s;
denote the useful received signal covariance matrices from k-th UL user at the FD BS
and by j-th DL user, respectively. The undistorted received covariance matrices can be
recovered from (4.11) as ®9 = Ry, with Sy = 0, and ®; = R, with 5; = 0.

The WSR maximization problem with respect to the digital beamformers, analog
beamformer and combiner with amplitudes in .4 and phase part in P, under the joint
sum-power and per-antenna power constraints, can be stated as
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Ry =F/ H T H Frp + Y FLHTH Fre + Y kiFiHdiag (T) HIF e

A iel =0
=Sk i#£k
+ o3y, + fodiag (®0) + FipHo (Y Qu+ kodiag( Y- Qu) ) HE Frr,
neD neD
(4.11a)
R; = H;Q;H/ +H; >~ Q.H + kHjdiag( Y Qu)HI + 71y,
— neD neD
=S n#j (4.11Db)
+ Z Hjﬂ' (Tz + k:zdlag (TZ>>H% + Bjdiﬁ%(@j),
€U
RE = Rk — Sk, Rj = Rj — 8j. (4110)
max Z wlndet <R%_1Rk> + Z wjlndet <R7_1Rj) (4.12a)
GprrFpp kel JED
5.t diag(UkUkH ) <Ay, VEkeU, (4.12b)
diag( S GreV, VY GgF> < Ao, (4.12¢)
j€D
ﬁ(Uka ) <an, Vkel, (4.124)
Tr( 3 GrrV, VY G§F> < . (4.12¢)
j€D
ZGpgrp(m,n) € P, and |Ggrp(m,n)| € A, Vm,n, (4.12f)
4FRF(Z7]) € Pa and ‘FRF(Zh?)’ € A: v Za] (412g)

The scalars w, and w; denote rate weights for the UL user & and DL user j, respectively.
The diagonal matrices Ay and Ag denote the per-antenna power constraints for the k-th
UL user and FD BS, respectively, and the scalars aj and ag denote their sum-power
constraint. The collections of digital UL and DL beamformers are denoted as U and
V, respectively. For unit-modulus HYBF, the constraints in (4.12f) — (4.12g) on the
amplitude part become unit-modulus.

Remark 1: Note that the rate achieved with (4.12) is not affected by the digital
receivers if they are chosen as the MMSE combiners, see e.g., (4) — (9) [64] for more
details. For WSR maximization with the combiners, only the analog combiner has to
considered in the optimization problem as it affects the size of the received covariance
matrices from UL users, i.e., the UL rate.
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4.3 Minorization-Maximization

Problem (4.12) is non-concave in the transmit covariance matrices T, and Q; due to the
interference terms and searching its globally optimum solution is very challenging. In
this section, we present the MM optimization method [26] for solving (4.12) to a local
optimum.

The WSR maximization problem (4.12) will be reformulated at each iteration as a
concave reformulation with its minorizer, using the DC programming [38] in terms of the
variable to be updated, while the other variables will be kept fixed. To proceed, note
that the WSR in (4.12) can be written with the weighted-rate (WR) of user k € U, user
j € D, WSRs for k and j as

WSR = WR|/* + WSR* + WRP* + WSR?%, (4.13)

2WSR"* SWSRP*

where WSRYZ and WSRP* denote the WSR in UL and DL, respectively. Considering the
dependence of the transmit covariance matrices, only WRgL is concave in Ty, meanwhile
WSR%L and WSRPZ are non-concave in Ty, when T; and Qy, Vj € D, are fixed.

Similarly, only WSR;J L is concave in Q; and non-concave in WSRJP L and WSRY%, when
Q]f- and Ty, Vk € U, are fixed. Since a linear function is simultaneously convex and
concave, DC programming introduces the first order Taylor series expansion of WSREU L
and WSRPZ in Ty, around Ty (i.e. around all T}), and of WSR?L and WSRY” in
QJ, around Q] (i.e. around all Q]) Let T and Q denote the set containing all such
T} and QJ, respectively. Let Rk(T Q), R (T Q). R (T Q) and R;-(T, Q) denote the

covariance matrices Ry, Rz, R; and Rj as a function of T and Q, respectively. The
linearized tangent expressions for each communication link by computing the gradients

. OWSRUL R OWSRPL
A, = — k B.=————" 4.14
k oT}, ‘TQ’ k oT}, ‘TQ’ (4.14)
R OWSRPL X UL
= j ‘ ., D;= OWSR™> ‘ B (4.14b)
0Q; I1.Q 0Q; I1.Q

with respect to the transmit covariance matrices T and Q; can be written as

WSRY* (Tk, T,Q) = WSRUA(T, (4.152)

=
o
[

o
/N
N

)

s

|

-
Z

>
Z

WSRPL (T WSRPL(T, Q) — Tr (Tk —T,)By), (4.15b)

wT,Q
,Q, T

)=

)= (=708

) = WSRPH(T. Q) - Tr((Q; - @) C)). (4.15¢)
- (@-a)p)
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A= Z w; (HkHFRF[ A;(Tv Q -Ri(T,.Q ' -5 d1ag(R;(’i‘, Q!
icll itk
— RZ(T, Q)71>] FgFHk —k; diag(HkHFRF< AZT(T, Q)fl — RZ(T, Q)71>FgFHk)),

max [wklndet (I + UMHIF RFRE—ngFHkUk) - Tr<UkH (Ak + Bk>Uk)} +

> [wiindet (T+ VIGHHI RS H,;G V5 ) - Tr(VI G (€ + D, ) Grrsy )|
€D
" st (4.12b) — (4.12g)

(4.17)

We remark that the tangent expressions (4.15a)-(4.15d) constitute a touching lower
bound for WSREU L WSR]—D L WSRPL and WSRYZ, respectively. Hence, the DC program-
ming approach is also a MM approach, regardless of the restatement of the transmit
covariance matrices T}, and Q; as a function of the beamformers.

Theorem 3. The gradients Ak and Bk which linearize WSR%L and WSRPE | respectively,
with respect to Ty, Vk € U, and the gradients Cj and ]f)j which linearize WSR?L and

WSRYL | respectively, with respect to Qj, Vi € D, with the first order Taylor series
expansion are given in (4.16).

Proof. Please see Appendix B. O
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4.3.1 Concave Reformulation

In this section, we simplify the non-concave WSR maximization problem (4.12). By using
the gradients (4.16), (4.12) can be reformulated as (4.17), given at the top of the this

page.

Lemma 4.3.1. The WSR mazimization problem (4.12) for a single-cell mmWave FD
system with multi-antenna users reformulated at each iteration with its first-order Taylor
series expansion as in (4.17) is a concave reformulation for each link.

Proof. The optimization problem (4.12) restated as in (4.17) for each link is made of
a concave part, i.e., log(-), and a linear part, i.e., Tr(-). Since a linear function is
simultaneously concave and non-concave, (4.17) results to be concave for each link. [J

Remark 2: The problem (4.12) and its reformulated version (4.17) have the same KKT
conditions and therefore any sub-optimal (optimal) solution of (4.17) is also sub-optimal
(optimal) for (4.12).

Let g = diag([¢1, ..., ¥ag]) and ¥y, = diag([¢g1, ..., Yr,01,]), denote diagonal matri-
ces containing the Lagrange multipliers associated with per-antenna power constraints for
the FD BS and UL user k, respectively. Let lp and [y, ..., [ denote the Lagrange multipli-
ers associated with the sum-power constraint for FD BS and K UL users, respectively. Let
W denote the collection of Lagrange multipliers associated with the per-antenna power
constraints, i.e., ¥y and Wy, Vk € U. Let L denote the collection of Lagrange multipliers
associated with the sum-power constraints. Augmenting the linearized WSR, maximiza-
tion problem (4.17) with the sum-power and practical per-antenna power constraints,
yields the Lagrangian (4.18), stated in the following.

K
L(U,V,Ggr,Frp, U,L) = 3 lioy + Tr(\IloA()) +y Tr(\IluAu>
=0 ueU

+y [wkmdet (I + UlHIF RFR;FEIFHkUk>
keUd

- Tr(Uk:H (Ak + By + LI+ ‘I’k>Uk)} (4.18)

+ Z [wjlndet (I + VngFHfR]—._lHjGRFVO
Jj€D

- Tr(VngF (Cj + D+ oI + ‘I’o> GRFVjﬂ

In (4.18), unconstrained analog beamformer and combiner are assumed and their
constraints will be incorporated later.

4.4 Hybrid Beamforming and Combining

This section presents a novel HYBF design for a multi-user mmWave mMIMO FD
system based on alternating optimization. In the following, optimization of the digital
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beamformers, analog beamformer and analog combiner is presented into separate sub-
sections. We will assume the other variables to be fixed during the alternating optimization
process while updating one variable. Information of the other variables updated during
previous iterations will be captured in the gradients.

4.4.1 Digital Beamforming

To optimize the digital beamformers, we take the derivative of (4.18) with respect to the
conjugate of Uy and V, which leads to the following KKT conditions

~1
H{'F prR; FpH Uy (1+ U H F e RS R HLUL 1o

dYa
— (Ak + Bk + ¥ + lkI)Uk =0,

GHHIRH;GrrV, (I + VIGHHIR- ' H,Grr
Vj)

Given (4.19a)-(4.19b), the digital beamformers can be optimized based on the result
stated in the following.

(4.19D)

1 ~ ~
— Ggp (C] + Dj + ¥y + lQI) GRFVj = 0.

Theorem 4. The digital beamformers Uy and V;, fized the other variables, can be
optimized as the generalized dominant eigenvector solution of the pair of the following
matrices

U, =D, (HkHFRFR;FgFHk, A+ B+ 0, + lkI) (4.20a)

V; =Dy, (GHH'RS"H,;Grp, Gy (C;+Dj + %o + 1) Gar ), (4.20D)

where Dy(+) selects d generalized dominant eigenvectors.

Proof. Please see Appendix B.1. O

The generalized dominant eigenvector solution provides the optimized beamforming
directions but not power [38]. To include the optimal stream power allocation, we
normalize the columns of digital beamformers to unit-norm. This operation preserves
the optimized beamforming directions and allows to design the optimal power allocation
scheme.

4.4.2 Analog Beamforming

This section presents a novel approach to design the analog beamformer for hybrid FD
BS in a multi-user scenario to maximize the WSR. The structure of the fully connected
analog beamformer Ggp is shown in Figure 2. Assuming the remaining variables to be
fixed, we first consider the optimization of unconstrained analog beamformer Grr as

max |wylndet (T + VI GH-H'R="H,GrpV; )
" jep (4.21)
-~ To(VEGH:(C) + Dy + 1T+ o) GrrV;)]
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((a)) Analog beamformer with unit-modulus phase

<hifters. ((b)) Analog beamformer with amplitude modulators.

Figure 4.2: (a) All phase shifters are unit-modulus. (b) With amplitude control.

Note that from (4.17) only the terms shown in (4.21) depend on the analog combiner
Gprr and information about other variables is captured in gradients C and D To
solve (4.21), we take its derivative with respect to the conjugate of Grp, which ylelds
the following KKT condition

/'R "H,Gpp V; VI (I +V,VIGH IR H,
" (4.22)
GRF) — (G + Dy + o+ 1) GrpV,; VI =0,

Given (4.22), the analog beamformer Grp for mmWave FD BS can be optimized as
stated in the following.

Theorem 5. The vectorized unconstrained analog beamformer vec(Ggrr) can be optimized
as one generalized dominant eigenvector solution of the pair of the following matrices

vee(Gpr) = D1 (3 (Vi VI (T+ V,VIGH-HI R H,Grr ) 1)T ©HIR-'H,
Jj€D

Z (VjV]H)T ® (c} +D; + ¥, +loI)),

Jj€D
(4.23)
where D1(+) selects the most dominant generalized eigenvector.
Proof. Please see Appendix B.1. O

Note that Theorem 5 provides the optimized vectorized unconstrained analog beam-
former G gr and we need to reshape it with unvec(vec(Ggr)). To satisfy the unit-modulus
and quantization constraints, we do Grr(m,n) = Qp(LGgrr(m,n)),¥m,n. For HYBF

with AMs, the columns are first scaled to be unit-norm and the quantization constraint
is satisfied as Grr(m,n) = Qa(|Grr(m,n)|)Qp(LGrr(m,n)), Ym,n.
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4.4.3 Analog Combining

This section presents a novel approach to design the analog combiner Frr for mmWave
FD BS to serve multiple UL users. Its design is more straightforward than the analog
beamformer. Note that the trace terms appearing in (4.17) have the objective to
make beamformers’ update aware of the interference generated towards other links.
However, Frr being a combiner, does not generate any interference and therefore does
not appear in the trace terms of (4.17). Consequently, to optimize F g, we can solve the
optimization problem (4.12) instead of using its minorized version (4.17). By considering
the unconstrained analog combiner Frp, from (4.12) we have

max Z wiIndet (R%_IR;C) . (4.24)

Frr

To solve (4.24), Frp has to combine the signal received at the antenna level of hybrid FD
BS but Ry and Ry represent the received covariance matrices after analog combining. Let
(Rg™) R%”t denote the (signal-plus) interference and noise covariance matrix received at
the antennas of FD BS, which can be obtained from (Rj) Ry given in (4.11) by omitting
Frr. After analog combining, we can recover Ry and Ry as Ry = FgFRz"tFRF and
Ry = FgFR%”tFRF, respectively, Vk € U. Problem (4.24) can be restated as a function

of Ri”t and R%"t as

max [wklndet (ngRimFRF) — wgIndet <ngR%mFRF>] . (4.25)
=

In (4.17), the trace term was only linear, which made the restated optimization
problem concave for each link. In (4.25), all the terms are fully concave. To optimize
Frr, we take the derivative with respect to the conjugate of Fgrpr, which yields the
following KKT condition

-1 -1
S wRE Fr (FARY i)~ Y unRE B (FAREFae) =0 (49
kel kel

It is immediate from (4.26) that the unconstrained analog combiner can be optimized as
the generalized dominant eigenvector solution of the pair of sum of the received covariance
matrices at the antenna level from all the K UL users, i.e.,

Frr — Dy, ( Z ka%nt’ Z ka%nt) . (4‘27)
kel kel

To satisfy the unit-modulus and quantization constraints for Fgrp, we do Frp(m,n) =
Qp(LFgrp(m,n)) € P, Ym,n. If AMs are available, the columns are scaled to be
unit-norm and quantization constraint is satisfied as

Frr(m,n) = Qa(|Frr(m,n))|Qp(LFrrp(m,n)),Vm,n. (4.28)
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4.4.4 Optimal Power Allocation

Given the normalized digital beamformers and analog beamformer, optimal power allo-
cation can be included while searching for the Lagrange multipliers satisfying the joint
sum-power and practical per-antenna power constraints.

Let B\ and S\, vk € U and =" and %), Vj € D, be defined as
UIBJ'F R FILH UL, = 3 (4.29a)
UkH (Ak + Bk + W, + lkI) U, = 2](62), (4.29D)
_ 1
VI'GpH R H;GreV; = =0, (4.29¢)
VIGH(C;+ Dy + 0o+ 1) GV = 5. (4.20d)

Given (5.30), the optimal stream power allocation can be included based on the result
stated in the following.

Lemma 4.4.1. Optimal power allocation for the hybrid FD BS and multi-antenna UL
users can be obtained by multiplying 2§1) and 25-2) with the diagonal power matriz P;,
Vj €D and 2](;) and 222) with the diagonal power matrix Py, Vk € U, respectively.

Proof. The beamformers Uy and Vy, are computed as the generalized dominant eigenvec-

tors, which make the matrices E,(Cl), E,(f),Vk: and 251), EgQ),Vj diagonal at each iteration.
Multiplying any generalized dominant eigenvector solution matrix with a diagonal matrix

still yields a generalized dominant eigenvector solution. Therefore, multiplying ES), El(f)
with Py, Vk € U and 25.1), 25-2) with P;,Vj € D still preserves the validity of optimized
beamforming directions. O

Given the optimized beamformers and fixed Lagrange multipliers, by using the result
stated in Lemma 4.4.1, stream power allocation optimization problems for UL and DL
users can be formally stated as

max (wplndet (T+ (', ) - T (2PPy) |, vk e, (4.30a)

k

max [wjlndet (I + 2§1)Pj) - Tr(zg?)Pj)], vj € D. (4.30b)
J

Solving (4.30) leads to the following optimal power allocation scheme

) ) -1
Pi = (we (UF (Ax + By + 0y 1+ 1,1) U

s (4.31a)
— (UkHHkHFRFRingFHkUk) ) ’

H~H (¢ B o

) (4.31D)

HrH prHp -1 Nt

- (V] Gl BRI Grr V) )
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where (X)" = max{0, X}. We remark that the proposed power allocation scheme is
interference, SI, cross-interference and LDR noise aware as it takes into account their
effect in the gradients, which are updated at each iteration. Fixed the beamformers,
we can search for multipliers satisfying the joint constraints while doing water-filling
for powers. To do so, consider the dependence of Lagrangian (4.18) on multipliers and
powers as

L(P,L,P) = ZK:llpl n Tr(\IIOAO) +y Tr(\Iquu)
=0

ueU
N ]%; [wklndet (1 . z,ﬁl)Pk) B Tr(zl(f)Pkﬂ (4.32)
4 ]62; [wjlndet (I + EEI)PJ) - TY(E§2)Pj>} ’

where P is the set of stream powers in UL and DL. The multipliers in ¥ and L should be
such that the Lagrange dual function (5.19) is finite and the values of multipliers should
be strictly positive. Formally, Lagrange multipliers’ search problem can be stated as

1\{}11{1 max L’(‘I’, L,P)7

s.t. v L >0.

(4.33)

The dual function max L(¥,L,P) is the pointwise supremum of a family of functions

of ¥, L, it is convex [40] and the globally optimal values for ¥ and L can be obtained
by using any of the numerous convex optimization techniques. In this work, we adopt
the Bisection algorithm to search the multipliers. Let My = { Ao, %1, ..,¥nm0} and
My = {6, Y1, -, Vi m, } denote the sets containing Lagrange multipliers associated
with the sum-power and practical per-antenna power constraints for FD BS and UL user
k € U, respectively. Let u; and fi; denote the lower and upper bound for the search range
of multiplier y1;, where p; € Mg or p; € Mj,. While searching multipliers and performing
water-filling for powers, the UL and DL power matrices become non-diagonal. Therefore,
we consider the SVD of power matrices to shape them back as diagonal. Namely, let P;
denote the power matrix for user ¢, where ¢ € U or i € D. When P; becomes non-diagonal,
we consider its SVD as

[Up,,Dp, Vp] = SVD(P;). (4.34)

where Up,, Dp, and Vp, are the left unitary, diagonal and right unitary matrices, respec-
tively, obtained with the SVD decomposition, and we set P; = Dp, to obtain diagonal
power matrices.

For unit-modulus HYBF, the complete alternating optimization based procedure to
maximize the WSR based on MM is formally stated in Algorithm 1. For HYBF with AMs,
the steps Z/Ggrr and ZF gr must be omitted and amplitudes of the analog beamformer
and combiner must be quantized with Q4(-). Once the proposed algorithm converges, all
the combiners can be chosen as the MMSE combiners, which will not affect the WSR
achieved with Algorithm 1 (4) — (9) [64].
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Algorithm 8 Practical Hybrid Beamforming Design
Given: The CSI and rate weights.
Initialize: Ggr, V;,Vj € D and Uy, Vk € U.
Set: p; =0 and 7; = pi,,,,, Vi € Mo or Vi € My, Vk e U
Repeat until convergence
Compute Ggrp (4.23), unvec(GRF) and Grrp = ZGpp.
Compute Frp with (4.27), and do Frp = ZFgp.
for: j=1:J
Compute Cj, f)j with (4.16)
Compute V; with (4.20b) and normalize it

end
Set: po = 0 and fig = fi,,,,, Vi € Mo
for: Vg € My

Repeat until convergence
set o = (to + 7i0) /2
Compute P; with (4.31b) Vj
if constraint for ug is violated
set po = o,
else g = o
[Up,,Dp;, Vp,] = SVD(P;),Vj
Set Pj = Dpj and Qj = GRFV]‘P]‘V;{GII%F,Vj
for: k=1: K
Compute Ay, By with (4.16)
Compute Uy, with (4.20a) and normalize it
Set: pp = 0 and g = py,,,,
for: Vyu, € My
Repeat until convergence
set ik = (. + %) /2
Compute Py with (4.31a).
if constraint for ug is violated
set i = Pk
else 1 = ux
[UPk’DPk’ VPk] = SVD(Py)
Set Py, = Dpk and Ty = UkPkUkH
Repeat
Quantize ZGrr and ZFrr (|Grr| and |Frp| with AMs)

4.4.5 Convergence

In our context, the ingredients required to prove the convergence are minorization
[26], alternating or cyclic optimization [26], Lagrange dual function [40], saddle-point
interpretation [40] and KKT conditions [40]. For the WSR cost function (4.12), we
construct its minorizer as in (4.15a), (4.15b), (4.15¢), (4.15d), which restates the WSR
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maximization as a concave problem (4.17) for each link. The minorizer is a touching
lower bound for the original WSR problem (4.12), so we can write

WSR > WSR = WR|'* + WSR* + WRP* + WSRP*. (4.35)

The minorizer, which is concave in T\ and Qj, still has the same gradient of the original
WSR and hence the KKT conditions are not affected. Reparameterizing T}, or Q; in
terms of Uy, Vk € U and Ggrp or V;,Vj € D, respectively, as in (5.10) with the optimal
power matrices and adding the power constraints to the minorizer, we get the Lagrangian
(4.18). Every alternating update of £ for V;, Grp, U, Vj € D,Vk € U or for P, A, ¥
leads to an increase of the WSR, ensuring convergence. For the KKT conditions, at the
convergence point, the gradients of £ for V;,Grp, U; or P correspond to the gradients
of Lagrangian (4.12), i.e., for the original WSR problem. For fixed analog and digital
beamformers, £ is concave in P, hence we have a strong duality for the saddle point, i.e.

max min .E(L, v, P). (4.36)
P L,W¥

Let X* and x* denote the optimal solution for matrix X or scalar x at the convergence,
respectively. When Algorithm 1 converges, solution of the following optimization problem

13%1£<V*,G*,U*,P*,L,\Il> (4.37)

satisfies the KKT conditions for powers in P and the complementary slackness conditions

I (ao -3 Tr(G};Fv;ijv;HG};’;)) =0, (4.382)
j€D

T (w (Po - ;)Tr<G*RFV§Pjv;HG*R§))) — 0, (4.38b)
je

Ik (ozk T (U’,; kUkH>) —0, (4.38¢)

Tr(\p;g (Pk - Tr( ;;P;;U;H))) —0, (4.38d)

where all the individual factors in the products are non-negative, and for per-antenna
power constraints W§ and W7, the sum of non-negative terms being zero implies all terms
result to be zero.

Remark 3: The unit-modulus HYBF scheme converges to a local optimum where
£LGprr(m,n), ZFgr(m,n)e P with |Grr(m,n)|, |Frr(m,n)EL, Ym,n. Unconstrained
HYBF with AMs converges to a different local optimum, where ZGgp(m,n), ZF gp(m,n) €
P and |Ggrr(m,n)|, |[Frr(m,n)| € A, ¥Ym,n. Due to quantization, Grr and Frp ob-
tained with Algorithm 1 tend to lose their optimality and consequently achieve less WSR
compared to their infinite resolution case. For unit-modulus HYBF, the loss in WSR
depends only on the resolution of phases. For HYBF with AMs, the loss in WSR. depends
on the resolution of both the amplitudes and phases.
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Figure 4.3: Typical convergence behaviour of the proposed HYBF for mmWave mMIMO FD system.

4.4.6 Complexity Analysis

In this section, we analyze the per-iteration computational complexity of Algorithm
1, assuming that the dimensions of antennas get large. Its one iteration consists in
updating K and J digital beamformers for the UL and DL user, respectively, and one
analog beamformer and combiner for the FD BS. One dominant generalized eigenvector
computation to update analog beamformer Ggrp from a matrix of size My My x MMy
in (4.23), is O (MgM?). To update the gradients A and By, for one UL user, the
complexity is given by O((K — 1)N3) and O(JN j?’)7 respectively. For the gradient C;
and f)j, required to update the beamformer of j-th DL user, computational complexity
is O((J — 1)N}) and O(KN}}), respectively. Updating the beamformers of k-th UL and
j-th DL users as the generalized dominant eigenvectors adds additional complexity of
O(u M) and O(v; N ]2), respectively. The Lagrange multipliers’ update associated with
the per-antenna power constraints for FD BS and UL users is linear in the number
of antennas My or My, respectively. However, as we jointly perform the multipliers’
search and power allocation, it adds O(v}), where i € D or i € U, which can be ignored.
Updating the analog combiner Frp for FD BS is O(N, NZ). Under the assumption that
the dimensions of antennas get large, the per-iteration complexity is

~ O(K’N} + KJN} + J?N} + JKN} + M§M}? + N, Nj ), (4.39)

which depends on the size of the antennas and number of UL and DL users served by the
mmWave FD BS.
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4.5 Simulation Results

This section presents simulation results to evaluate the performance of the proposed
HYBF scheme. For comparison, we define the following benchmark schemes:

a) A Fully digital HD scheme with LDR noise, serving the UL and DL users with time
division duplexing. Being HD, it is neither affected by the SI nor by the cross-interference.

b) A Fully digital FD scheme with LDR noise. This scheme sets an upper bound for
the maximum achievable gain by a hybrid FD system.

Hereafter, HYBF designs with the unit-modulus constraint and with AMs are denoted
as HYBF-UM and HYBF-AMs, respectively. We define the signal-to-noise-ratio (SNR)
for the mmWave mMIMO FD system as

SNR = ag/03, (4.40)

where the scalars oy and o2 denote the total transmit power and thermal noise
variance for FD BS, respectively. We set the thermal noise level for DL users to be
0(2) = UJZ,Vj , and the transmit power for UL users as oy = o, Vk. We consider the total
transmit power normalized to 1 and choose the noise variance based on desired SNR. To
compare the gain of a FD system over a HD system, we define the additional gain in
percentage as
WSRrp —WSRup

WSRup

where W SRprp and WSRpp denote the WSR of a FD and HD system, respectively.
To evaluate the performance, we set the per-antenna power constraints for FD BS
and UL users as the total transmit power divided by the number of antennas, i.e.
ag/MoI and ay /MiI, Vk. The BS and users are assumed to be equipped with a uniform
linear array (ULA) with antennas separated by half-wavelength. The transmit and
receive antenna array at the BS are assumed to be placed D = 20 cm apart, with the
relative angle © = 90°, and 1, ,, is modelled as (9) [54]. The Rician factor & for the SI
channel is set to be 1. We assume that the FD BS has My = 100 transmit and Ny = 50
receive antennas. It serves two UL and two DL users with M), = N; = 5 antennas
and with 2 data streams for each user. The phases for both designs are quantized
in the interval [0,27] with an 8-bit uniform quantizer Qp(-). For HYBF with AMs,
the amplitudes are uniformly quantized with a 3-bit uniform quantizer Q4(-) in the
interval [0, dmag], Where ey = max{|max{Grr}|, max{|Frp|}} is the maximum of the
maximum modulus of Ggrpr or Frrp. We assume the same LDR noise level for the users
and FD BS, i.e. kg = By = kr = Bj. The rate weights for the UL and DL users are
set to be 1. Aforementioned simulation parameters are summarized in Table 4.2. The
digital beamformers are initialized as the dominant eigenvectors of the channel covariance
matrices of the intended users. Analog beamformer and combiner are initialized as the
dominant eigenvectors of the sum of channel covariance matrices across all the UL and

Gain = x 100 [%), (4.41)
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Table 4.2: Simulation parameters to simulate the multi-user mmWave FD system.

Simulation Parameters
UL and DL users K,J 2
Data streams vy, Uk 2
Antennas for the BS My, Ny 100, 50
Clusters and Paths N¢,N, 3,3
RF chains (BS) M, = N, 8,10,16 or 32
User antennas My = N; 5
Rician Factor K 1
Tx and Rx array response a,,a; ULA,ULA
Angles ®k,05.08,0; | U~ [—30°,30°]
Rate weights Wi, W 1
Uniform Quantizer Qp(+),Qa(-) | 8,3 bits
Angle between Tx and Rx ar- | © 90°
ray (BS)
Antenna array separation | D 20 cm
(BS)
Per-antenna power constraint | Ay,Ag ag/MgLag /My I

DL users, respectively. Note that as we assume perfect CSI, the SI can be cancelled with
HYBF only up to the LDR noise level, which represents the residual SI.

Figure 4.4 shows the achieved average WSR, with the proposed HYBF designs as
a function of the LDR noise with SNR = 0 dB. The fully digital FD scheme achieves
an additional gain of ~ 97% over a fully digital HD scheme. The impact of different
LDR noise levels on the maximum achievable WSR for a mmWave FD system with
different number of RF chains is also shown. For kg < —40 dB, HYBF-UM and HYBF-
AMs achieve an additional gain of ~ 85%, 64%, 42%, 3% and ~ 89%, 74%, 60%, 28%
with 32,16, 10,8 RF chains, respectively. We can see that as the LDR noise variance
increases, achievable WSR, for both the hybrid FD and fully digital HD system degrades
severely. Figure 4.5 shows the achieved average WSR as a function of the LDR noise
with SNR = 40dB. For ky < —80 dB, HYBF-UM and HYBF-AMs achieve an additional
gain of ~ 65%,55%,41%,15% and ~ 67%, 62%, 55%, 26% with 32,16, 10,8 RF chains,
respectively, and increasing the LDR noise variance degrades the achieved average WSR.
By comparing Figure 4.4 with Figure 4.5, we can see that at low SNR, HYBF-UM with
only 8 RF chains performs close to the fully digital HD scheme. As the SNR increases to
40 dB, HYBF-UM with 8 RF achieves an additional gain of ~ 15%. HYBF-AMs with
only 8 RF chains outperforms the fully digital HD scheme for all the SNR levels. Figures
4.4-4.5 also show that HYBF-AMSs with 10 RF chains achieves similar average WSR as
the HYBF-UM with 16 RF chains. It is interesting to observe that increasing the SNR
from 0 dB to 40 dB decreases the thermal noise variance and the LDR noise variance
dominates the noise floor already with kg = —80 dB at SNR= 40 dB. For SNR= 0 dB,
the LDR noise variance dominates only for kg > —40 dB. From this observation, we can
conclude that hardware with a low LDR noise is required to benefit from a high SNR in
the mmWave FD systems.
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Figure 4.5: Average WSR as a function of the LDR noise with SNR = 40 dB.
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Figure 4.4: Average WSR as a function of the LDR noise with SNR = 0 dB.

Figure 4.6 shows the average WSR with a low LDR noise level k9 = —80 dB with
32,16,10 and 8 RF chains as a function of the SNR. Both the proposed designs perform
very close to the fully digital FD scheme with 32 RF chains. HYBF-UM and HYBF-AMs
outperform the fully digital HD scheme with only 8 RF chains at high SNR and at any
SNR level, respectively. It is evident the advantage of AMs, which add additional gain
for all the SNR levels when the number RF chains at the FD BS is small. With a high
number of RF chains, digital beamforming has enough amplitude manipulation liberty to
manage the interference and adding AMs does not bring further improvement. Figure 4.7
shows the average WSR achieved with a moderate LDR noise level kg = —60 dB. We can
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Figure 4.6: Average WSR as a function of the SNR with LDR noise ko = —80 dB.
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Figure 4.8: Average WSR as function of the SNR with LDR noise kg = —40 dB.

see that for a low SNR, the achieved average WSR results to be similar as reported in
Figure 4.6. At high SNR, the LDR noise variance starts dominating, which leads to less
achieved average WSR compared to the case of Figure 4.6. Figure 4.8 shows the achieved
WSR as a function of the SNR with a very large LDR noise variance of kg = —40 dB. By
comparing the results reported in Figure 4.8 and Figures 4.6-4.7, we can see that the
LDR noise variance dominates for most of the considered SNR range. For a very low
SNR, the achieved WSR is similar as reported in Figures 4.6-4.7. However, as the SNR
increases, it does not map into higher WSR. It is clear that the maximum achievable
WSR with kg = —40 dB saturates already at SNR= 20 dB for both the HD and FD
systems. Further improvement in the SNR does not dictate into higher WSR. When
the LDR noise variance dominates, it acts as a ceiling to the effective received-signal-to-
LDR-plus-thermal-noise-ratio (RSLTR). The transmit and receive LDR noise variance is
proportional to the total transmit power per-antenna and received power per RF chain
after the analog combining, respectively. When the LDR noise variance is large, the
thermal noise variance has a negligible effect on the effective RSLTR. Consequently, a
decrease in the thermal noise variance (increasing SNR) does not dictate a better WSR.

Figure 4.9 shows the achievable performance of HYBF-UM and HYBF-AMs as a
function of the RF chains with SNR= 20 dB, in comparison with the benchmark schemes,
with very high and very small LDR noise levels. In particular, with very high LDR
noise ki = —40 dB and 8 RF chains, HYBF-UM and HYBF-AMs perform close to the
fully HD system, and an increase in the number of RF chains improves the performance,
which tends towards the achieved WSR by a fully digital FD system with LDR noise
level ki = —40 dB. Similar behaviour can be observed for the case of low LDR noise
ki = —80 dB. Both the proposed schemes achieve higher WSR with the same number of
RF chains in the latter case. We can also see that AMs add additional gain with a low
number of RF chains, and as the number of RF chains increase, the gap in the achievable
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Figure 4.9: Average WSR as a function of the RF chains with LDR noise kg = —80 dB and kg = —40 dB
at SNR= 20 dB.

WSR with HYBF-AMs and HYBF-UM closes. In particular, with 32 RF chains, the
difference in the WSR, with or without AMs becomes negligible.

From the results reported in Figures 4.4-4.9, we can conclude that the proposed
HYBF schemes achieve significant performance improvement, in terms of average WSR,
compared to a fully digital HD system. LDR noise plays a key role in determining the
maximum achievable WSR for both the FD and HD systems. Figures 4.4-4.5 shows how
an increase in the LDR noise variance degrades the average WSR at low and high SNR
levels. Figures 4.6-4.7 shows that with a large to moderate dynamic range, the LDR noise
degrades the performance only at very high SNR. Figure 4.8 shows the achieved WSR as
a function of a very large LDR noise variance. In that case, it is observed that the WSR
saturates at SNR= 20 dB and further improvement in the SNR does not dictate higher
WSR. From Figure 4.9, it is clear how the number of RF chains at the mmWave FD BS
affects the achievable WSR with different LDR noise levels and with or without the AMs.

4.6 Conclusions

This chapter has presented a novel HYBF design to maximize the WSR in a single-cell
mmWave FD system with multi-antenna users and suffering from LDR noise. The
beamformers were designed under the joint sum-power and the practical per-antenna
power constraints. Simulation results showed that the multi-user mmWave FD systems
can outperform the fully digital HD system with only a few RF chains. The advantage
of having amplitude control at the analog processing stage is also investigated, and the
benefit resulted to be evident with a small number of RF chains. Achievable average
WSR with different levels of the LDR noise variance is also investigated, and the proposed
HYBF designs outperformed the fully digital HD system at any LDR noise level.
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Chapter 5

Hybrid Beamforming for Millimeter
Wave Multi-Cell Massive MIMO Full
Duplex

5.1 Introduction and Motivation

In wireless communications, the multi-cell FD scenario is the most challenging one as
the interference escalates drastically compared to a multi-cell HD system. Besides the
interference of an HD system and SI, the DL users in FD also experience UL CI from
all the UL users transmitting in-cell, i.e., in the same cell, and out-cell, i.e., in the
neighbouring cells. Moreover, the neighbouring BSs generate DL BS-to-BS CI towards
the receive antennas of the FD BSs, already affected by the SI and interference. Fig.
5.1 highlights the difference in the interference contributions between the multi-cell HD
and FD systems. It is also clear from Fig. 5.1 that the multi-cell FD systems require
significant CSI compared to a multi-cell HD system. By shifting the FD paradigm
towards the mmWave, the size of direct, SI, interference and CI channel matrices with
multi-antenna users becomes massive. To manage interference, C-HYBF schemes will
need to transfer a vast amount of CSI to the central node every channel coherence time to
optimize the beamformers and combiners, e.g., based on a multi-hop communication if the
central node is located far from the FD network. It results in tremendous communication
overhead and the central node also requires a very high computational power to optimize
many variables jointly, both for the UL and DL users. The optimized variables need to be
communicated back to the FD BSs via feedback and each FD BS has to also communicate
the optimized beamformers and combiners to its UL and DL users, respectively. For
any C-HYBF design, the whole procedure must be executed at the millisecond scale.
Given the vast amount of CSI and required computational complexity for FD, it is clearly
prohibitive.

Distributed beamforming [83, 84, 85] can eliminate the problem of transferring com-
plete CSI to the central node and reduce computational complexity by decomposing
the global optimization problem into per-cell local optimization problems. Distributed
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Figure 5.1: Multi-cell mMIMO HD and FD systems with a significant difference in the interference
contributions and therefore required amount of CSI.

solutions can be implemented in a non-cooperative fashion [86], or in a cooperative
way [87] by exchanging information among the BSs. Per-link parallel and distributed
(P&D) [88, 89, 90] beamforming can push further the potential of distributed designs by
decomposing the global optimization problem into per-link independent local optimiza-
tion sub-problems. Therefore, each BS can have the advantage of solving independent
sub-problems associated with its communication links separately and simultaneously on
different computational processors. Such designs can lead to an exceptionally computa-
tionally efficient implementation as the global complexity can be decomposed on multiple
processors of each FD BS. If the number of processors available at each BS equals the
number of variables to be updated, then all the variables could be optimized in one shot at
each iteration, thus escaping the time-consuming alternating optimization.For a detailed
discussion about the literature on mmWave FD systems we refer the reader to previous
chapter [24, 25, 65, 52, 53, 54, 55, 56, 57, 44, 49, 45, 66, 67, 68, 69, 70, 71, 72]. We
remark that the literature does not contain any contribution for the mmWave multi-cell
mMIMO FD system with multi-antenna UL and DL users. Moreover, no P&D-HYBF
design, neither for FD nor for HD systems, has ever been presented.

5.1.1 Main Contributions

We consider the problem of HYBF for WSR maximization in a multi-cell mMIMO
mmWave FD network. The BSs and users are assumed to be operating in the FD and
HD mode, respectively, and suffering from the LDR noise due to non-ideal hardware [91].
The FD BSs are assumed to have a massive number of antennas and HYBF capability
with fully connected analog beamformers and combiners. Discrete phase-shifters are
assumed for the analog stage at the FD BSs. The users are assumed to have a limited

number of antennas, fully digital processing capability and are being served with multiple
streams by its hybrid FD BS.
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Firstly, we present a novel C-HYBF scheme based on alternating optimization, which
relies on the mathematical tools offered by the MM optimization technique [26]. However,
being centralized, it requires massive computational power to optimize numerous variables
jointly. Moreover, complete CSI needs to be transferred to the central node every channel
coherence time, and the variables can be optimized only at one computational processor
based on alternating optimization. Analysis shows that its complexity scales quadratically
as a function of the network size and density, which can limit its scalability. To overcome
these drawbacks, we introduce the concept of per-link parallel and distributed HYBF
for mmWave and propose a very low-complexity and cooperative P&D-HYBF design
for a multi-cell mMIMO FD system. By decomposing the global WSR, maximization
problem into per-link WSR sub-problems, P&D-HYBEF enables each multi-processor FD
BS to update multiple variables simultaneously. Analysis shows that its complexity is
significantly less than the C-HYBF, which scales only linearly as the network size grows,
making it desirable for the next generation of large and dense mmWave FD systems.'

Simulation results show that the P&D-HYBEF scheme achieves similar WSR. as the
C-HYBF, despite being a distributed design. Both designs converge in a few iterations,
which results in a minimal amount of data exchange for the P&D-HYBF. Results are
reported with different LDR noise levels, and both designs significantly outperform the
fully digital HD system with only a few RF chains at any level.

In summary, the contributions of our work are:

e Introduction of the WSR maximization problem formulation for a multi-cell mMIMO
mmWave FD system under LDR.

e Novel C-HYBF scheme for the multi-cell mMIMO mmWave FD system.

e Introduction to the parallel and distributed approach for HYBF in mmWave with
the P&D-HYBF design.

e Despite being a distributed design, the P&D-HYBF scheme achieves a similar WSR
as the C-HYBF scheme. It possesses all the characteristics to be implemented in a
real-time, large and dense multi-cell mMIMO mmWave FD network. It is highly
scalable, and converges in a few iterations, thus requiring a minimal communication
overhead.

e Simulation results show that both designs outperform the fully digital HD with
only a few RF chains at any LDR noise level.

5.2 System Model

Let B = {1, ...., B} denote the set containing the indices of B FD BSs serving in B cells.
Let Dy = {1, ..., Dy} and U, = {1, ...,Up} denote the sets containing the indices of Dy
DL and U, UL multi-antenna HD users communicating with BS b € B. The DL user

'Proposed P&D-HYBF is also applicable to the multi-cell HD or dynamic time division duplexing
scenarios [73, 74, 92, 7], which are a special case of the multi-cell FD systems.
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Jb € Dy and UL user kj € Uy are assumed to have N, receive and M}, transmit antennas,
respectively. The BS b € B is assumed to have MbRF and NfF transmit and receive
RF chains, respectively, and M, and N, transmit and receive antennas, respectively.
We denote with V, € CMy'"xdjy and Uy, € CMryXdry the digital beamformers for the
white unitary variance data streams s;, € C%*! and s, € C%*! transmitted for
DL user j, € Dy and from UL user k;, € Uy, respectively. Let GbRF € CMoxM™ and
FfF € CNy"*No denote the fully connected analog beamformer and analog combiner for
FD BS b, respectively. In practice, as the analog stage can assume only discrete values, let
Py = {1, ei2m/my eidm/ny - gi2mny—1/ ™} denote the set of ny, possible discrete values that
the unit-modulus phasors of GbRF and FfF can assume. We also define the quantizer
function Qp(+) to quantize the infinite resolution unit-modulus phasors of GF'(FE)
such that Q(ZGEF)(Qu(LFEE)) € Py,

The users and BSs are assumed to be suffering from the LDR noise due to non-ideal
hardware. The LDR noise for UL user k;, € U, and DL user j, € Dy is denoted as cy,
and e;,, respectively, and modelled as [37]

Ckp ™~ CN(OMkala kkb diag(UkbUkHb)), (51)

€, ~ CN(Oijxl, ij diag(@jb)), (52)

where k, < 1, B;, < 1,®;, = Cov(rj,) and r;, denotes the undistorted received signal
by DL user j, € Dy. Let ¢ and e, denote the transmit and receive LDR noise for BS b,
respectively, which is modelled as [91]

cp ~ CN(Obel, Ry diag(( Y vanbvfbegf)), (5.3)
nyEDy
ey~ CN (Oypr 1, By diag (@) ). (5.4)

where ky < 1, B, < 1, ®, = Cov(rp) and rp denotes the undistorted received signal by BS
b after the analog combiner FEF . The thermal noise for BS b and DL user j; is denoted
as np ~ CN(On, x1,021) and nj, ~ CN(Oijxl, szbI), respectively.

5.2.1 Channel Modelling

Let Hj, € CNip*Mo and Hy, € CNo*Miy, denote the direct channels? from BS b € B to DL
user j, € Dy, and form UL user k € Uj, to BS b, respectively. Let Hj, 5, € CNiv* My, and
Hj, ,. € CNiv*Mre denote the in-cell UL CI channel for DL user Jb € Dy from UL user
ky € Uy, and the out-cell UL CI channel for DL user j, € Dy from UL user k. € U,, with
b # c, respectively. Let Hj, . € CNip*Me and H,;, < CNexMre denote the interference
channels from BS ¢ € B to DL user j;, € Dy and from UL user k. € U, to BS b, respectively,
with ¢ £ b. Let Hy, . € CNexMe denote the DL BS-to-BS CI channel from BS ¢ € B to BS

#We assume perfect CSI, which can be obtained as in [81] and it is a part of the ongoing research for
mmWave FD [93].
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b € B. The SI channel for BS b is denoted as Hy;, € CNo*Mo  Tny the mmWave frequency
band, the direct channel Hy, for UL user k;, € U, can be modelled as [91]

Hkb = M Z Z ”P e (¢np e b)

Ncb p,b Nep= 171pb 1 (55)
T (plp.biNe,
at,kb (Qk: ’ b)’
where N.; and N, denote the number of clusters and number of paths for BS b

(np bsNe, b

(Fig. 1 [54]), respectively, and « ~ CN(0,1) is a complex Gaussian random
variable with amplitudes and phases distributed according to the Rayleigh and uniform
distribution, respectively. The vectors a,. b(qbnp reby and ay ey (Gn” ety denote the receive
and transmit antenna array response for BS b and UL user kb, respectively, with the
angle of arrival (AoA) np ®"e and angle of departure (AoD) 9”;’ et The channels
H;, ,Hj, ,,Hj ., Hj . and H; .. can be modelled similarly as (5.5). The SI channel
Hy, € CNoXMy can be modelled as [91]

RN 6

The matrices H- and H* denote the line-of-sight (LoS) and reflected components of
the SI channel response, respectively, and the scalar ;, denotes the Rician factor. The
channel matrix Hf® can be modelled as (5.5) and element of H at the m-th row and
n-th column can be modelled as [91]

Hf (m,n) = P2 e 25" (5.7)

Tm,n

where pj, is the power normalization constant to assure E(||HZ (m, n)||%) = M, Ny, and
the scalars 7, , and A denote distance and wavelength, respectively. A summary of the
aforementioned notations can be found Table 5.1.

5.2.2 Problem Formulation

Let y;, and yj, denote the received signal by DL user j, € Dy, and from UL user k; at
the FD BS b after the analog combiner FbRF , respectively. By using the aforementioned
notations, they can be written as

vi, =H;, (Y GfFVysn, + ) +ej, +nj, + > Hy, g, (Ug,si, +cp,)
nyEDy ky €Uy

UL Interference in cell b

+ Z Hj, o Z GV, sn, +cc) + Z Z Hj, i, (Ugsk, +¢k,)

cEB,c#£b ne€De c€B,c#b k€U,

DL Interference from neighbouring BSs UL Interference from neighbouring cells
(5.8)
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Table 5.1: Notations
MfF # of transmit RF chains for BS b
NbRF # of receive RF chains for BS b
M, # of transmit antennas for BS b
Ny # of receive antennas for BS b
My, # of transmit antennas for UL user k
Nj, # of receive antennas for DL user j,
Uy, Digital beamformer for UL user k
\Z3 Digital beamformer for DL user jp
GbRF Analog beamformer for BS b
FbRF Analog combiner for BS b
C, Transmit LDR noise from UL user k;
cp Transmit LDR noise from BS b
ep Receive LDR noise for BS b
€ Receive LDR noise for DL user j;
n, Thermal noise for BS b
n;, Thermal noise for DL user jj
H, SI channel for BS b
H, Channel between BS b and UL user k&
H;, Channel between BS b and DL user jj
Hj, 1, CI channel between DL user j, and user ky.
H;, «. CI channel between DL user j, and user k..
H, . CI channel between BS b and BS c.
H, . Interference channel between DL user j, and BS c.
Yky = Fl})%FH( Z Hy, (Ukbsk’b + Ckb) +mp + Hb,b( Z GEFijSjb + Cb)
kyelty Jb€Dy
SI
+ Z Hb,c( Z GfFVjCSjC + CC) + Z Z HngC (Ukcskc + Ckc) ) + ey.
ceB,c#£b je€D¢ ceB,c#b k€U,
BS to BS interference UL Interference from neighbouring cells
(5.9)

Let kp and j, denote the indices in sets Uy and D, without the elements k, and jp,
respectively. Let b denote the indices in set B except the element b. Let Ty, and Qj,
denote the transmit covariance matrices transmitted from UL user k; € Up, and for DL
user jp € Dy by the BS b € B, respectively, defined as

Ty, = Uy, UL, Vky € Uy,

ij = GijbVﬁGf, ij S Db.

(5.10a)

(5.10Db)

The received (signal plus) interference and noise covariance matrices by BS b € B from
the UL user ky € U, and at the DL user j, € Dy, are denoted as (Ry,) Ry, and (R},)
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ij = Hjb ijHg +Hjb( Z an)HJIi + Hjbkbdiag( Z an)HJ}-i + Z Hjb,kb (ka
—_——

N ny €Dy ny €Dy ky €Uy
=8, np#Jp
+ by diag (T ) 1, + S H, o 30 Q.+ Feding(Qu,) ) HE,
Ci% neE€D,
c

+ Z Z Hj, . (Tk, + ki diag(Ty, ) )HY .+ B;,diag(®;,) + a?bIij,
igélg kc€U.

(5.11a)
Ry, =F7 " (H,, T, Hf + > Hp, T HYE + > b, Hyp, diag (T, )+ Hyp
AA’_/ myEUy mpEUY
=Sk, mpFkp
> (Q), + kydiag(Qy,) ) HY, + > Hye Y (Qj, + kediag(Qy,)) HEL,
Jb€Dy ceB je€De
c#b
+ Z Z Hy i, (Tk, + ki diag(Tr,) ) HE, + 071, ) FH + Bydiag(®y),
CEB kCEZ/{c
c#b
(5.11Db)
Rjizy = ij — Sjb’ RH = Rkb - Skb‘ (5.11(3)

Ry, respectively, and can be written as (5.11a)-(5.11b), given at the top of the next
page. The matrices S;, and Sy, in (5.11a)-(5.11b) denote the useful signal covariance
matrices received by the DL user j, € Dy and FD BS b € B from the UL user k, € Uy,
respectively. The undistorted received covariance matrices ®;, (5.2) and ®; (5.4) can
be recovered from (5.11a)-(5.11c) without the receive LDR noise, i.e., with 3;, = 0 and
By = 0, respectively.

The WSR maximization problem with HYBF for a multi-cell mMIMO mmWave FD
system, serving multi-antenna .J, € Dy, DL and Uy, € U, UL users, Vb € B, under the joint

sum-power, unit-modulus and discrete phase-shifters constraints can be stated as

—1 -1
max > > windet(R-Ry,) + ) ) w,lndet(R—R;, ) (5.122)
GRFRRF beB kyely beB jp€Dy
st. Tr(Up,UL) <pi,, Vky €U, (5.12b)
Tr( ) GV, VIGY) <p,, VbeB, (5.12¢)
JE€Dy
GEF(m,n) € Py, VYm,n & Vb € B, (5.12d)
Fi(i,5) € Py, Vi, j& Vb€ B. (5.12¢)
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The scalars wy, and w;, denote rate weights for UL user k; and DL user j;, respectively,
and the scalars py, and p, denote sum-power constraint for UL user k;, € U, and BS
b € B, respectively. The collections of digital beamformers in UL and DL are denoted
as U and V, respectively, and the collections of analog beamformers and combiners are
denoted as G and F2F'| respectively.

Remark 1: The WSR achieved with (5.12) is not affected with the minimum-mean-

squared-error (MMSE) combiners (4) — (9) [64]. Therefore, they can be omitted during
the optimization process and can be chosen as the MMSE receivers after solving (5.12).
The number of digital combiners would be equal to the number of total users in the multi-
cell FD network. By omitting them, the HYBF design simplifies and the per-iteration
computational complexity reduces significantly. Moreover, it will significantly reduce the
amount of data exchange required among the FD BSs by the P&D-HYBF.

5.3 Minorization-Maximization

Optimization problem (5.12) is non-concave in the transmit covariance matrices Ty, , Vk;, €
Uy, and Q;, € Dy, due to the interference generated towards other communication links
and finding its global optimum is very challenging. To find its sub-optimal solution, this
section presents the MM optimization method [26] to leverage alternating optimization.

The WSR problem (5.12) for the multi-cell mmWave FD system can be reformulated
with its minorizer [26] using the DC programming [94, 38]. The WSR in (5.12) can be
expressed with the weighted rate (WR) of user ky € Uy (WR,QJbL ), user j, € Dy (WRJLZL ),
WSR of users ky (WSR,%L) and 7 (WSR%L), and WSR of all the UL and DL users in

cells different than b, denoted as WSR%] L and VVSR%j L respectively. We can express the
global network WSR as

WSR =WR" + WSRZE + WRPE + WSR2E +WSRy + WSR™,

g g (5.13)
2WSRY* 2WSRP"

where WSRISJL and WSRbD L denote the UL and DL WSR for FD BS b. Considering the
dependence on the transmit covariance matrices, only WSR,gbL is concave in Ty, and the re-

maining terms WSR]%L, VVSR{,j L WSR%] L and WSR? L are non concave in T}, Similarly,
only WSRijL is concave in Q;, and WSRijL, WSRISJL ,WSR%] L ,VVSR%j L are non concave
in Qj,. As a linear function is simultaneously convex and concave, DC programming intro-
duces the first order Taylor series expansion of VVSR}%)L7 VVSR{)3 L WSR%J L and WSR? L
in Ty,, around Ty, (i.e. around all T},), and for WSRijL, WSR{» WSRYY WSRDP*

around ij (i.e. around all Q;,). Let T and Q denote the sets containing all such Tk,,
and Qj,, respectively. The tangent expressions by computing the gradients with respect
to the transmit covariance matrix Ty, , i.e.,

UL
aop  OWSRe GDL _ _ OWSRy*

UL _ Tk =% 5.14
b oTy, 1t.Q ™ dTy,  1.Q’ (5-14a)
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H RFp—1nRFH
max 3 [wkblndet(I+UkH P RIF R, UY,)
GRF pRF beB kyely,

- Te(UF(GYE + GRS+ GUE + GPE Uy, )|

(5.18a)
H _
+3° " [wyIndet(1+ VG HIR-H, GETV,,)
beB jpeDy
_ TT(VHGRFH(GU + GDL + GUL + GDL>G ij)]'
s.t. (5.12b) — (5.12€) (5.18b)
UL _aWSRgL ‘ DL, _ _GWSRI’?L’ (5.14D)
kb oTy, '11.Q kb oTy, 11.Q° '
allow to write the following minorizers
WSREF(Ty,, T, Q) = WSREH (T, Q) — Tr((Tw, — T, ) GL,), (5.15a)
WSRPH(Ty,, T, Q) = WSRPH (T, Q) — Tr((Ty, — Ti,)GES), (5.15b)
WSRY " (Ty,, T, Q) = WSRY" (T, Q) — Tr((Tw, — T,) G} ). (5.15¢)
WSRPH(Ty,, T, Q) = WSRPH(T, Q) — Tr((Tw, — Ti, )G 5)- (5.15d)
Similarly, for the transmit covariance matrix Qj,, we have the gradients
. UL . OWSRZH
UL _ _ OWSR;, ‘ . GDPL_ _ ‘ (5.16a)
Ibs anb 7.0 Ibsd (‘?ij T.Q'
. OWSRJ* ) OWSRD*
UL _ ‘ o GbL— e (5.16b)
Jb,b 3ij T,0 Jusb anb T,Q
which allow to write the minorizers
WSRUL (Q Jb > Q’ T) = WSRI[JJL (Qv T) - Tr((ij - ij)GjUb{I;)’ (5.17a)
WSRP"(Q,, Q. T) = WSR2H(Q. T) — Tr((Q;, — Qi) G2%), (5.17D)
WSRUE(Q,,. Q. T) = WSRLH(Q.T) - T((Qy, - @,)GYE).  (5.170)
WSR(Q;,,Q, T) = WSRP(Q., T) — Tr((Qj, — Q;,)G1%). (5.17d)
(

The gradients (5.14) for the UL user k; an
Appendix C.1.

5.16) for the DL user j, are provided in

The tangent expressions (5.15) and (5.17) constitute a touching lower bound for the
original WSR.. Hence, the DC programming approach is also a MM approach, regardless
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=% [wkblndet (I+ UG HG P RE "H,, Uy,
beB ky €Uy
H(AUL | &DL | AUL | ADL
— TI‘(Ukb (G/?b,b + Gkb,b + kag + kag + )\ka)Ukb):|
H~RFH ey H—1 RF
+3° " [wyIndet(1+ VG HIR-H, GETV,) (5.19)
beB jpeDy

H~RFH (AUL ~ADL ~AUL ~ADL RF
— Te(VIGE (GY + G254+ GUL + GPE 4 1) G ij)}

30D Neybry, + Y e

beB kyely beB

of the restatement of the transmit covariance matrices Ty, and Q;, as a function of the
beamformers. By using the gradients (5.14) and (5.16), the WSR maximization problem
with respect to the beamformers and combiners associated with each communication
link can be written as (5.18a), given at the top of this page. The KKT conditions of
(5.18) and (5.12) are the same, hence any sub-optimal or optimal solution for (5.18) is
also sub-optimal or optimal for (5.12).

Let Az, and 1, denote the Lagrange multipliers associated with the sum-power
constraint for UL user ky € Uy, and BS b € B, respectively. Augmenting the WSR function
(5.18a) with the sum-power constraints yield the Lagrangian (5.19). Note that (5.19)
does not consider the quantization constraints on the analog beamformers and combiners,
which will be incorporated later.

5.4 Centralized Hybrid Beamforming

This section presents a novel C-HYBF design based on alternating optimization by
exploiting the tools of MM to solve (5.19) to a local optimum. Hereafter, for the sake of
a simplified explanation, we dedicate different sub-sections to optimize different variables.
However, while optimizing one variable, the remaining ones are assumed to be fixed and
their complete information is saved in the gradients, which will updated at each iteration.

5.4.1 Digital Beamforming

To optimize the digital beamformers Uy, and Vj,, we consider the remaining variables
to be fixed. By taking the derivatives of (5.19) with respect to the conjugate of Uy, and
V,, yield the following KKT conditions

H P RFSIH, Uy, (T+ U HY P ROFRT R, (5200
.ZUa

-1 AUL ADL AUL ADL

U,) - (kamb + G+ G+ G+ A, 1)Uy, =0,
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RFHrHpy -1 RF HoHyppHp -1 RF
Gy HjijT; H; GV, (I +V;, G, H;, RjT] H; G} (5.20b)
-1 RFH (AUL | ADL | AUL | ADL RF _ ’

Vj ) - Gb (Gjb,b + Gﬁyb + Gjb,g + Gjb,g + d)bI) Gb ij — 0
Given the structure of the KKT conditions (5.20a)-(5.20b), the digital beamformers can
be optimized based on the result provided in the following Theorem.
Theorem 6. The WSR maximizing digital beamformers Uy, and V,, fized the remaining
variables, can be obtained as the generalized dominant eigenvector solution of the pair of
the following matrices
HpRFp—1RpRFH AUL | GADL | AUL | ADL
Ukb = deb (Hkab RE Fb Hkb’ Gk’T,,b + le“b + Gkb’g + Gk’b,B + )\ka), (521)
_ RFH xH—1yr («RF ~RFH / AUL | ADL | AUL | &DL RF
Vi, =Da, (G TH R-H;, Gy, Gy (G + Gy + G 5+ GG + i) Gy ).
(5.22)
The matriz D, selects x dominant generalized eigenvectors, equal to the number of data
streams.

Proof. Please see Appendix C.2. O

Digital beamformers, given as the generalized dominant eigenvectors, provide the
optimized beamforming directions but not the optimal power allocation. Thus, we scale
the columns of the digital beamformers to unit-norm, which will allow designing the
optimal power allocation scheme.

5.4.2 Analog Beamforming

To design the analog beamformer GEF for BS b € B, we assume the remaining vari-
ables fixed. By considering only the dependence of the WSR on unconstrained analog
beamformer G, simplifies (5.18a) into

H~RFH yHR -1 RF
max |wy,Indet (T + VIGE "HIR="H,;,G"'V;,)
b jp€Dy (5.23)
H~RFH (AUL | ADL | AUL | (DL RF
— Tr(VJb Gb (Gjbyb + G]Tnb + Gjbvg + Gjbyg + '(/JbI) Gb V‘]b)i| .

To optimize GfF , we take the derivative of (5.23) with respect to the conjugate of G{?F ,
which leads to the following KKT condition

b

Jb€D (5.24)

UL ADL ANUL NDL RF H _
= (G + G+ Gy 5+ G+ D) Gy V;, Vi, = 0.

S HIRH,GEIV, VI (14 v, VIGE R RTH, GIF)

Given the KKT condition (5.24), Gff" can be optimized based on the result stated in
the following.
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Theorem 7. The vectorized unconstrained analog beamformer G}?F , common to all the
DL users in set Dy, can be optimized as one generalized dominant eigenvector solution of
the pair of the sum of following matrices

H _
vee(GHE) = D ( Z (ijfo (I+ ijVngF HﬁRﬁl

Jv€Dp
H;, G e HIRH,,, > (V; VT (5.25)
Jv€Dp
UL GDL
(G]b bt GJb bt G jb,E + T/JbI))v
Proof. The proof is provided in Appendix C.3. O

The result stated in Theorem 7 optimizes the vectorized unconstrained analog beam-
former. Operation unvec(vec(G#")) is required to reshape it into correct dimensions. To
meet the unit-modulus and quantization constraints, we do GfF = Qb(ZGfF ) € Py

5.4.3 Analog Combining

Optimization of the analog combiner Ff’F is more straightforward than the analog
beamformer as it does not generate any interference. Note that FfF does not appear in
the trace operator of (5.18a). Combiners at the neighbouring FD BSs b appear only in the
gradients as we take into account the interference generated after the analog combining
stage. However, they are fixed while optimizing F{?F for BS b during the alternating
optimization process.

Given that the analog combiner F{?F does not generate any interference, the WSR is
purely concave with respect to FfF in the received covariance matrices Ry, and RH for
b € B. Therefore, the original WSR maximization problem (5.12) can be considered to
optimize FfF . By considering the dependence of the unconstrained F{fF on the WSR,
we have the following optimization problem

r]?}%( Indet (RJR;%) (5.26)
ky €U,

The analog combiner F,])%F has to combine the received covariance matrices at the antenna
level. Let (R, ) R denote the (signal plus) interference and noise covariance matrices
b

received at the antennas of BS b € B to be combined with FEF . Given sz and
RZ—b at the antenna level, Ry, and RH can be recovered as Ry, = Ff’F HRngEF and
Ry, = FfF HRZ—bFEF . The analog combiner F{)%F , by writing (5.26) as a function of RE,

and RZ—b and using the properties of log(-) function, can be optimized by solving

max [y, Indet (BT R, FI) — wy, Indet (7 REFLT)]. (5.27)
ky €U
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Taking the derivative of (5.27) with respect to FbRF leads to the following KKT condition

3wy, RE, PR (FRFTRE, SEE T Y w REF]Y (FRFYRE_FRF) ™ =0,
ky €Uy ky €Uy ’
(5.28)
From (5.28), it is immediate to see that the WSR maximizing analog combiner F{)%F can

be obtained as the generalized dominant eigenvector solution of the pair of the sum of the
received covariance matrices at the antenna level from the UL users in the same cell, i.e.

" =Dypr( Y wi,Rf,, > wyRE ). (5.29)
ky €Uy ky €U,

The matrix D NJF selects generalized dominant eigenvectors equal to the number of

receive RF chains N2 at the BS b € B. As the analog combiner given in (5.29) is
unconstrained, we normalize the amplitudes and perform the quantization such that
FEF = Qu(LFEF) € P,

5.4.4 Optimal Power Allocation

This section presents a novel and optimal power allocation scheme for the FD BSs and

UL users operating in a mmWave multi-cell FD scenario, given the digital beamformers

with unit-norm columns. Let EIS)), E,(i), Egz) and 25-3), be defined as

U AP RIF Uy, = 2, (5.30a)

UP(GUE 4+ GPE + GUE 4 GPE 4\, T Uy, = 2, (5.30b)
VIGH HIRH, GV, = 3, (5.30¢)

VIGH (GUL + GPL 1+ GUL + GDL 4+ 1) GV, = 5. (5.30d)

Let Py, and Pj, denote the power matrices for UL user k;, € U}, and DL user j;, € Dy,
respectively. Given the optimized beamformers and fixed Lagrange multipliers, the
optimal stream power allocation can be obtained by multiplying (5.30a) and (5.30b) with
Py, , Vk, and (5.30c) and (5.30d) with Pj,, Vj,. As the beamformers are given by the

generalized dominant eigenvector solution, they diagonalize the matrices E,(Ct), E,(Ct), Eg-i)

and Egi). Multiplying (5.30a) and (5.30b) with a diagonal matrix Py, or (5.30c) and
(5.30d) with a diagonal matrix P, , still yields the generalized eigenvector solution, and
thus the optimized beamforming directions are not affected [91].

The stream power allocation optimization problem for UL user k; and DL user j; can
be formally stated as

nrl)?x [wkblndet I+ Z,(é)Pkb) — Tr(Z,(Ci)Pkb)} , (5.31)
b
max [wjblndet I+ Eg-i)ij) - Tr(Eg)ij)} . (5.32)

Jb
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Solving (5.31) and (5.32) leads to the following optimal power allocation scheme

H(AUL ~NDL ~AUL ~ADL
Py, = (wr, (Uy (G + Grp + G 5+ G b+ Ak 1)

b

) g (5.33a)
ULt (U BRI R, UL) )
Pj, = (wi, (VG (G5 + GRh + G5 + G + ) (5.33b)

GyVy,) - (VﬁGfHﬁRng‘biij)_l)Jr’

where (X)* = maxz{0,X}. Given the optimal stream powers, we can search for the
Lagrange multipliers satisfying the total power budget constraint while performing
interference, SI, and CI leakage aware water-filling for the powers with (5.33).

Let PPL and PUL denote the collection of stream powers in DL and UL, respectively.
We define A and ¥ as the collection of multipliers for A, and 1)y, respectively. Given the
optimal stream powers computed with (5.33), consider the dependence of the Lagrangian
on the multipliers and powers as

[’(Av ‘IlvPDL7PUL) = Z@Z)bpb + Z Z Akbpkb

beB beB kel
30w Indet(T+ =Py, ) - Te(SPy, )| (5.34)
beB kyel,y
) 2)
+ Z Z [wjblndet(l + X5, Pj,) - Tr(Zjb ij)},
beB jp€Dy

The multipliers in A and ¥ should be such that the Lagrangian (5.34) is finite and the
values of multipliers are strictly positive. The multipliers’ search problem can be formally

stated as
min max ﬁ(A, \II,PDL,PUL),
A POLPUL (5.35)

s.t. v A >0

The dual function

max  L(A, ¥, PPE PUL) (5.36)

PDL7PUL

is the pointwise supremum of a family of functions of W, A, it is convex [40] and the
globally optimal values for ¥ and A can be found by using any of the numerous convex-
optimization techniques. In this work, we adopt the Bisection algorithm to search the
multipliers. Let vy, ¢, and )\kb,)\T% denote the upper and lower bound for searching the
multipliers 1, an?)\kb, respectively. Let [0, /\ZZ”“”] and [0,1}"**] denote the search range
for the multipliers Ay, and v, respectively, where )\Z;‘” and 9;"** denote the maximum
values that A, and 13 can assume. As the generalized dominant eigenvector solution is
computed given the fixed multipliers, doing water-filling for the powers while searching
for the multipliers leads to non diagonal power matrices (5.33). Hence, consider a singular
value decomposition (SVD) of the power matrices as

[Liy, DY, Ry = Py, Vs € Uy, (5.372)
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[Lgvd,ngd,Rgvd] — ij’ Vi, € Dy, (5.37b)

where L5*? D3¢ and Rx*"? denote the left unitary, diagonal and right unitary matrices
obtained via SVD. Given (5.37), the diagonal power matrices can be obtained again as

Pkb = Dkb,ka € Uy, ij = Djmvjb € Uy, (5.38)

while searching for the multipliers satisfying the sum-power constraints.

The complete C-HYBF procedure to maximize the WSR in a multi-cell mMIMO
mmWave FD system based on the alternating optimization process by using MM is
formally stated in Algorithm 9. Once it converges, the combiners can be chosen as the
MMSE receivers, which will not affect the WSR achieved after convergence.

5.4.5 Convergence of C-HYBF

The convergence of Algorithm 9 can be proved by using the minorization theory [26],
alternating or cyclic optimization [26], Lagrange dual function [40], saddle-point interpre-
tation [40] and KKT conditions [40]. For the WSR cost function (5.12), we construct its
minorizer as in (5.15) for the WSR in UL and with (5.17) for the WSR in DL, Vb € B. It
constructs a touching lower bound for (5.12), hence we can write

WSR > WSR = WR; " + WSRi: + WRPY + WSR2 + WSRP® + WSRY™.
’ ’ (5.39)
The minorized WSR, which is concave in Ty, and Qj,, has the same gradient of the
original WSR maximization problem (5.12), hence the KKT conditions are not affected.
Reparameterizing T}, or Q;, in terms of GbRF , Vi, Vjp € Dy or Uy, , Vky, € Uy, respectively,
including the optimal stream power matrices and augementing the WSR. cost function
with the Lagrange multipliers and power constraints leads to (5.34). Alternating update
of the Lagrangian £ for the variables V,, GbRF, Uy,, Vi € Dy, Vky € Uy, Py, Pj, , A, P
leads to a monotonic increase of the WSR, which assures convergence. For the KKT
conditions, at the convergence point, the gradients of £ for V;,, GEF , Uy, or Py, ,Pj,
correspond to the gradients of the Lagrangian of original WSR maximization problem
(5.12). For the fixed analog and digital beamformers, £ is concave in powers, hence we
have strong duality for the saddle point, i.e.,

max minE(A,\I',PUL,PDL). (5.40)
PDL7PUL AT

Let X* and x* denote the optimal solution for matrix X or scalar x at the convergence,
respectively. As each iteration leads to a monotonic increase in the WSR and the power
are updated by satisfying the sum-power constraint, at the convergence point, the solution
of the optimization problem

?gﬁ(v;b, GRFT FEFT Ul pPLT pULT A W) (5.41)
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Algorithm 9 Centralized Hybrid Beamforming

Given: The CSI and rate weights.
Initialize: G/''" FIF vV, Uy, Vi & Vky.
Set: A, = 0 Moy = Ay =0 Ly = YT Yk, & Vb
Repeat until convergence
forb=1:1B
Compute GFF with (5.25), do unvec(GHF) and get /Gy
for: j, =1: D,
Compute GgHij, Gﬁfg, G;JLb, GDL (5.16)
Compute V, with (5.22) and normahze it
Next 7p
Repeat until convergence
set ¥p = (1 + 1) /2
for jb =1: Db
Compute P, with (5.33b)
[Up].b ;Dp,, ijb] =SVD(P,)
Set ij = Dpjb
Set Qj, = GijijngG{;{
Next jp
if constraint for ¢y, is violated
set 1y = 1y,
else Uy, = 1y
for: k, =1: {(b
Compute Gg}fb, GﬁLb, GkULb, GDL (5.14)
Compute Uy, with (5. 21) and normahze it
Repeat until convergence
set A\, = (%—I— Ak, )/2
Compute Py, with (5.33a).
[Up,,.Dp,,, Vp,, | = SVD(Py,)
Set Pkb = DPkb
Set T, = Uy, Py, UjL.
if constraint for )\, is violated

set & = )\kb
else )\T% = Ak,
Next ky

Next b
Quantize: GbRF and F{fF, with Qp(-), Vb
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satisfies the KKT conditions for the powers in PPX and PUL and the complementary
slackness conditions

* X7k PF Yk * H
wb (pb o Z TT(GEF ijijijHGbRF )) =0, (5.423)
Jb€Dy
N, (P, — Te(UR, PR ULT)) =0, (5.42b)

where all the individual factors in the products are non-negative.

5.5 Parallel and Distributed Implementation

Algorithm 1 requires enormous communication overhead to transfer full CSI to the central
node every channel coherence time and very high computational power to update all the
variables jointly. As later shown in Section 5.5.4, it also scales quadratically as a function
of the number of users and cells, which limits its scalability in a real-time large and
dense multi-cell FD network. To overcome these drawbacks, we introduce the concept of
per-link parallel and distributed HYBF of mmWave and propose a very low-complexity
P&D-HYBF design based on cooperation. It removes the requirement of transferring full
CSI to the central node and allows each FD BS to update the beamformers associated
with different users on different computational processors in parallel at each iteration.
To proceed, we first make the following assumptions:

1. There exits a feedback link among the FD BSs and they cooperate among themselves
by exchanging information about the digital beamformers, analog beamformers and
analog combiners.

2. Local CSI is made accessible for the FD BSs.
3. Each FD BS has multiple computational processors dedicated for UL and DL.

4. The computations take place at the BSs and the optimized beamformers of the UL
users are communicated to them afterwards.

Note that the WSR maximization problem (5.12) is decomposed into (5.18a) with MM,
in which to update the beamformers for each UL or DL user at each iteration, only the
gradients are required. Therefore, they summarize complete information about all the
reamining links in the network. From a practical point-of-view, the gradients for each link
take into account the interference generated towards all the other links, and hence limit
greedy behaviour while updating its beamformer. However, problem (5.18a) is coupled
among different links as the covariance matrices of other users directly appear in the
gradients. Hence, the update of one beamformer affects the received covariance matrices,
and thus the gradients, of all the other users/links. Therefore, (5.18a) can be solved only
in a centralized fashion based on alternating optimization.

To decouple the global optimization problem (5.18a) into local per-link independent
optimization sub-problems for each FD BS, we assume that each FD BS has some memory
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to save information about the gradients. For each FD BS, we introduce the following
local variables Vk;, € Uy, Yy € Dy,

LOW = GUE + GPE LI = QYL 4+ G2 (5.43a)
LOW = GUE +GP%, LI =G+ GRY. (5.43b)

The variables Lif and L?b‘t save information about the overall interference generated
inside and outside the cell by the beamformer of UL user k; , respectively. Similarly,
the local variables Lf” and L]O"t save information about the interference generated in
the same cell and in the neighbouring cells by the FD BS b while serving the DL user
Jb, respectively. Note that each BS can update the in-cell local variables Lég and LI”

by itself. A feedback from the neighboring BSs is required only to update Lg"t, Vi, and

Lgb“t, Vky. To save information about the interference-plus-noise covariance matrices, we
define the following local variables

Ry, = Ry,, RI;T} = Rl;bl, Yk, (5.44a)
Rijb = ij R’fl R’ﬁl vjb- (5.44b)

The analog combiner needs information about the received covariance matrices at the
antenna level, for which we define the local variables

R;, =Rj,. R =RL, Yk, (5.45)

We remark that all of the aforementioned local variables are fixed and saved in the

memory. Replacing the gradients with fixed local variables in the WSR cost function
(5.18a), leads to the following optimization problem

HyyHwRFp—1mRFH
max > [wkblndet(I—l—Ukakab R-'F|
GRF’ F7RF beB kel

Hy, Uy,) — Tr(Uf (L7 + L) U, ) |

(5.46a)
+3° > w, [ndet(1+ VIGHT HIRH,,
beB jpeDy
o
GIIV,) = Te(VEGE ™ (LY + LINGFV,,) .
st (5.12b) — (5.12¢) (5.46b)

Note that (5.46a) has the same structure of (5.18a), but by replacing the gradients
with the fixed local variables, the global WSR. problem decouples into per-link inde-
pendent optimization sub-problems. Optimization of the analog combiners and analog
beamformers is still coupled as they are common to all the UL and DL users in the same
cell, respectively. Also, optimization of the digital beamformers for the DL users in the
same cell remains coupled as each BS has to satisfy the sum power constraint. Their
decoupling and the solution of (5.46) is discussed in the following.
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Figure 5.2: Decomposition of the WSR maximization problem in UL into per-link independent optimization
sub-problems. The sub-problems are solved from the bottom to the top.

5.5.1 Per-Link Independent Sub-Problems in UL

In the UL setting, each UL user has its own sum-power constraint and only the update of
analog combiner is coupled among different UL users in the same cell. We assume that
BS b updates F{,%F only after having updated all the digital beamformers Uy, . Given this
assumption and fixed local variables, UL WSR maximization problem for BS b reduces
into three layers of sub-problems. At the bottom layer, BS b has to solve independent
optimization sub-problems to update Uy, for the beamforming directions and normalize
its column to unit norm, in parallel Vk;. At the middle layer, BS b has to update the
stream power matrix Py, while searching the multiplier Ay, in parallel Vk;. Finally, at
the top layer, once all the U, two-layer sub-problems are solved by BS b, both for the
beamforming directions and powers, only one update of the analog combiner is required.
Fig. 5.2 highlights the idea of the proposed decomposition for WSR maximization in UL
for BS b and the sub-problems are solved from the bottom to top.

Given the fixed local variables, the local per-link independent optimization problem
in UL to optimize Uy, for user k; € U, can be stated as

— 1 H T s
max [wkblndet(l + U R FERFIT R, UY,) - Te(UF (L + Lgb“t)Ukb)}

Ky
(5.47a)
s.6.Tr(Uy, UL) < py,. (5.47b)
The per-link independent Lagrangian for (5.47) Vky, becomes
Ly, =wy,Indet (1+ UL HE T RF H), Uy, ) 515

—Tr (UkHb (rﬁ; + Lgbm + )‘ka) Ukb) + )\kbpkb‘
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To solve it for Uy,, a derivative of (5.48) can be taken, which leads to a similar KKT
condition as (5.20a) with gradients replaced with the local variables. By following a
similar proof for (5.21), it can be easily shown that the WSR maximizing beamformer
Uy, can be updated as

— 1 H P ey
Uy, =Dy, (HIFEE RF:F{,%F Hy,, LI" + LY + A, 1), (5.49)

which can be computed in parallel on different computational processors Vk;. To include
the optimal power allocation Py, in parallel, we consider the normalization of the columns
of (5.49) to unit-norm and multiply the log det(:) and Tr(-) terms in (5.48) from the
right hand side with the power matrix Py, , Vk;,. Power optimization problem for each

link can be formally stated similarly as in (5.31), as a function of the local variables Liig

and Lgb“t instead of gradients. Solving it yields the following parallel and optimal power
allocation scheme

= (wy, (U (L + LYY + N, 1)U, ) — (ULHRTHL UL) 7).
(5.50)
Power allocation can be included while searching for the multiplier )z, associated
with the sum-power constraint of UL user k. To yield a diagonal power matrix again
while searching for Ay, , we do

Py

b

L3, D Riy = Pi,, and Py, =D (5:51)

Multiplier Ay, should be such that (5.48) is finite and the value of Ay, should be strictly
positive. We search it in parallel by solving the following problem Vk;

min max Ly, (/\kb7 Pkb)7
Mo, Py, (5.52)
s.t. /\kb = 0.

The dual function
gllgz( Ly, (Akb,Pkb) (5.53)
is convex [40] and can be solved with the Bisection method. Note that each optimization
step stated above is fully decoupled for each communication link in UL as the local
variables are fixed.

At the final step, once updated the digital beamformers Uy, and powers Py,, one
update of F{?F is required, which is common to all the UL users U, served by BS b.
Simultaneous variation of all the UL beamformers Uy, in parallel vary the received
covariance matrices sz and R% at the antenna levels, which are required to optimize

b

FbRF . However, in the memory, each BS has complete information about the beamformers

of the UL users it has just updated at the bottom layer, which can be used to update

R{ and R%, Vky € Uy. Afterwards, for the top layer, optimization of the unconstrained
b

analog beamformer FEF , given the local variables, can be formally stated as

max Z lndet(RkllRikb). (5.54a)
Fy ky €U, b
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To solve it, we first write it as

RFHE G LRF RFHE G LRF
rgg;{ [wkblndet(Fb R%be )—wkblndet(Fb RZ—be )], (5.55)
b ky €Uy

and by taking its derivative leads a similar KKT condition as in (5.28), from which it is
immediate to see that FI?F can be optimized as

RF _ Ha B
Fit' =Dyrr( Y wi R, D wyRE) (5.56)
ky €Uy ky €Uy
which is unconstrained. To meet the unit-modulus and the quantization constraints,
we normalize the amplitudes to unit-norm and quantize the phase part as FfF =
Qo (LFF) € Py,

5.5.2 Per-Link Independent Sub-Problems in DL

The DL scenario is much more challenging as the digital beamformers have a coupling
total sum-power constraint among the DL users in D,. Moreover, G{)%F is common
between all the DL users and affects the transmit covariance matrices, i.e., Q;, =
GfFijijVﬁGbRFH, Vjp, and thus the total transmitted power. To introduce the per-
link independent sub-problems in DL, we assume that each BS first updates all the digital
beamformers Vj,, V3, by keeping the Lagrange multiplier vy and the analog beamformer
G{?F fized. Also the power matrices Pj, are included afterwards, while searching for 1y.
Given this assumption, the WSR maximization problem in DL for each cell decomposes
into three layers of sub-problems. At the top layer we have to search for the Lagrange
multiplier v, and update the power allocation matrices Pj, for all the DL users, in
parallel. At the middle layer, we have to optimize the analog beamformer GbRF . At the
bottom layer, we have to update the DL beamformers V, and normalize their columns
to unit-norm, in parallel Vj,. Fig. 5.3 shows the proposed per-link decomposition of the
DL WSR maximization problem for FD BS b € B and the sub-problems are solved from
the bottom to the top.

For the bottom layer, to optimize the digital beamformer V;,, each FD BS has to
solve the following independent optimization sub-problem in parallel Vj;, € D,

max |wy,Indet (T + VIGH "HIR-TH;, GV},
7 P (5.57a)
- Te(VEGE (LI + LG GV, ) |
Tr( > GV, VIGH) <, (5.57b)
J€Dy
with the coupling constraint (5.57b) among different DL users in the same cell. Aug-
menting the cost function with the total sum-power constraint yield the Lagrangian
DL HoRFHxHR 1 RF
£yt =3 wylndet(I+ ViIG HIR-"H; GV}, )
€Dy (5.58)
[ —
= Tr(VI G (LI + L™ + wuI) GIF V5, ) + .
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Figure 5.3: Decomposition of the WSR optimization problem in DL into per-link independent optimization
sub-problems. The sub-problems are solved from the bottom to the top.

In (5.58), ¥ and Gf‘F are fixed and will be updated with the power allocation at the
top and middle layer, respectively, to meet the total sum-power constraint. Therefore the
update of Vj, at the bottom layer only for the beamforming directions and normalization
to unit-norm columns remains decoupled Vj,. To solve it, a derivative for V;, can be
taken which leads to a similar KKT condition (5.20b) for the centralized version, with
gradients replaced with the fixed local variables. From the KKT conditions, by following
a similar proof for the C-HYBF scheme, it can be immediately shown that V, can be
updated as

H T~ —1 T Tn T Out
Vj, =Dy, (GFF Hg%lHbefF , Gy (LI + L + 1) Gy,). (5.59)

To include the optimal power allocation, we consider the normalization of the columns
of V,, to unit-norm in parallel. Once all the digital beamformers are optimized, at
the middle layer, BS b has to optimize the analog combiner GbRF . By considering the
unconstrained analog combiner, at the middle layer, each BS has to independently solve
the following unconstrained optimization problem

H~RPHrHG —1 RF
mas [wy,Indet (1 + VIGF " HIR_H;,G"V;,)
b €Dy (5.60)
A
~TH(VEGE (T + L9 + )GV,

Note that each BS has complete information about the digital beamformers optimized at

the bottom layer, which can be first used to update Rjib1 and ﬁ appearing in (5.60).
By taking the derivative of (5.60) and by following a similar proof of (5.25), it can be
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easily shown that G{fF can be optimized as

vec(GfF) — Dl( Z (ijvfbl (I + ijVﬁGfFHHgRj:bl
Ju€Dy
H,,GI) ) e HIRTH,, Y (v, V)T (5.61)
Jb€Dy
@ (L + LG + i T)),

with gradients of (5.25) replaced with the local variables. The analog beamformer
GIF in (5.61) is unconstrained and vectorized, we do unvec(vec(G{*F")) to shape it into
correct dimensions and then set GfF = Q(ZGEF ) € Pp to meet the unit-modulus and
quantization constraints. For the top layer, the optimal stream power allocation can
be included while searching the multiplier ¢, to satisfy the sum-power constraint py.
Assuming the multiplier v, to be fixed, the per-link independent power optimization
problem Vj, € Dy can be stated as

max |wy,Indet(T+ VIGE " HIR=H,;,G"V,;,P;,)
i (5.62)
= Te(VIGE (LI + L7 + w1 GETV,, Py, ) |.

In (5.62), the update of power matrix Pj,,Vj, remains independent and the mul-
tiplier v must be updated based on the sum of the transmit covariance matrices
Zjb G{fFHVﬁijijG{fF, once all the power matrices P, are updated in parallel.
Solving (5.62) in parallel Vj, leads to the following optimal power allocation scheme

Pj, = (w;, (VI GY (L7 + LYY + D) Gy V) (5.63)
— (VIIGI'HIR, TH;, G V5,) )

Finally, the Lagrange multiplier can be searched with the Bisection method and while
doing so, the water-filling for the powers for each user in DL in Dj can be done in parallel
with (5.63). Including the optimal power allocation (5.63) in the Lagrangian (5.58) leads
to

£PF =" [wy,mdet(1+ VIGH HIRTH,, GITV,, P,
JbEDy (5.64)
o
— Tr(VIGE™ (LIn + LO% + 4,1) GEFijij)} + Yop

Multiplier ¥, should be such that (5.64) is finite and the value of 1, should be strictly
positive. It can be searched by solving the following problem

min max Pt (¥, PI?L),

Vo PP (5.65)
s.t. wb > 0.
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where Pg) L denotes the collection of powers in DL for BS b. The dual function

max L (vy, PPT) (5.66)

DL
Pb

is convex [40] and can be solved with the Bisection Algorithm. When (5.63) becomes
non-diagonal while searching the multiplier 1, we take the SVD of the stream powers
in parallel for each DL user and set Pj, = D;?Z)d,ij. After each iteration, the FD BSs
must exchange information such that the local variables could be updated. The complete
procedure to execute the cooperative P&D-HYBF for WSR, maximization in a multi-cell
mMIMO mmWave FD network is formally stated in Algorithm 2. Once it converges, the
combiners for the UL and DL users must be chosen as the MMSE combiners, which will
not affect the rate achieved at convergence.

Remark 2: Note that each FD cell requires only the local CSI information, i.e.,
only for the out-cell interfering channels to update the the out-cell local variables LjOb“t

and Lgb“t. As we considered the analog beamformer and combiner in the optimization
problem (which leads to the number of digital beamformers equal to the number of
user of the size of the RF chains), only one analog beamformer and combiner of bigger
dimension and many digital beamformers of minimal dimension need to be shared by
each FD BS, regardless of the number of users served in a mMIMO scenario. Moreover,
omitting the digital combiners reduces the per-iteration computational complexity, and
the communication overhead for P&D-HYBF is also minimized. To further reduce the
communication overhead, if the out-cell interference and the CI channels among different
cells vary slowly, the FD BSs can consider updating them only when these channels have
changed significantly compared to the last feedback stage.

Remark 3: Each BS has full flexibility to reconsider the allocation of processors in UL
and DL in a highly asymmetric traffic scenario. For example, suppose that BS b solves the
problem early in one direction with fewer users, i.e., in UL or DL. In that case, the idle
processors can be reallocated immediately to serve the transmission direction with many
users to further distribute the computational burden and achieve faster convergence.

5.5.3 On the Convergence of P&D-HYBF

The convergence proof for P&D-HYBF follows similarly from the proof stated for the
C-HYBF scheme. Compared to the centralized version, fixing the local variables leads
to a different type of information saved for each communication link while updating its
beamformer. As the beamformers are computed as the dominant generalized eigenvectors,
they increase the WSR for every link at each iteration. However, the increase is different
as the local variables’ information differs from the information captured in the gradients.
The gradients are updated immediately before updating each beamformer, and the
local variables are updated in a synchronized manner in parallel once all the FD BSs
have entirely updated their UL and DL beamformers. However, as in P&D-HYBF
the BSs share information about the updated variables at each iteration, it makes the
beamformers’ update aware of the generated interference towards other links, which leads
to a monotonic increase in WSR, and assures convergence.
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Algorithm 10 Parallel and Distributed Hybrid Beamforming

Given: The rate weights, in-cell CSI and interfering channels.
Dedicate: Multiple processors in UL and DL Vb.
Initialize: Gy, V;,, Uy, , Vi, € Dy, Vky, € Up in each cell.
Repeat until convergence
Cooperation stage (Vb € B)
Share GEF, Ff‘F and Uy, , Vj,,Vky, Vi
For each cell (Vk, € Uy, Vg € Dy.)
Update LJT, Lig from the memory.
Based on the feedback, update LjOb“t and Lgb“t
Update Rikb, Rig and Rijb,Rij—b from the memory.
Solve in parallel Vb € B
Parallel DL for BS b
Set: vy, = 0, 1y = Y.
Compute V?b in parallel with (5.59) and normalize it
Update Rjibl and LJI-:,ij from the memory.
Compute G}?F with (5.61), do unvec and get LGEF
Repeat until convergence
set ¥p = (Y + 1) /2
In parallel Vj,
Compute P, with (5.63)
[ijb ;Dp,, ijb] =SVD(P;,)
Pj, = Dp,
Qj, = Gy V;, P;, VIIGY
if constraint for 1, is violated
set Yy = ¥y ,
else 1, = Uy
Parallel UL for BS b
Set: Ay, = 0, A\, = Nep™® s V.
Compute Ugb (5.49) in parallel and normalize it
Repeat until convergence in parallel Vk,
set A\, = (&—}— )\kb)/2
Compute Py, in parallel with (5.50).
[Xp,,:Dp,,; Yp,, | = SVD(Py,)
Set Pkb = DPkb
Set Tb = UkakbUkHb
if constraint for )\, is violated
set Ag, = A
else )\T% = Ak,
Update Riab, R%, V.
Compute FF" with (5.56) and get ZF}.
Repeat
Quantize G and FIF', with Qp(-), Vb.

b
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Figure 5.4: Typical Convergence behaviour of the proposed HYBF designs with 32 RF chains in comparison
with the fully digital beamforming.

Fig. 5.4 shows a typical convergence behaviour of the proposed C-HYBF and P&D-
HYBF schemes in comparison with the centralized fully digital beamforming scheme. It
is also visible that the P&D-HYBF requires a similar number of iterations to converge as
the C-HYBF and therefore requires a minimal amount of information exchange among
different cells. We can also see that the increase in WSR at each iteration is different
for both designs as the information captured in the gradients and local variables differs.
It is also highlighted that despite being a decentralized design, the P&D-HYBF scheme
achieves similar WSR as the C-HYBF.

5.5.4 Computational Complexity Analysis

For complexity analysis, we assume equal number of users in DL and UL in each cell, i.e.,
Dy =D and U, = U, Vb € B. We also assume the same number of antennas in each cell
for the BSs, UL and DL users.

Computational Complexity of C-HYBF

One iteration of C-HYBF consists in updating BD DL beamformers V,,, BU UL
beamformers Uy, , B analog beamformers GEF and B analog combiners F{fF . Assuming
that the number of antennas get large and the computations take place at the central
node iteratively, the per-iteration computational complexity of the proposed C-HYBF
scheme results to be

~ O(B2UNEF 4 B2UDN? + B2D?N? + B2DUNJF’ + BMFF*M? + BNFF N

+ BDd;, M{*"* + BDdy, N3,).
(5.67)
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Note that the complexity of C-HYBF (5.67) scales quadratically as a function of the
number of cells B (network size) and users U or D (density).

The computational complexity of P&D-HYBF in DL and UL for each FD BS is
fully decoupled on different processors. Therefore, in the following, it will be analyzed
separately under the assumption that the dimensions of the antennas get large.

Worst-case Computational Complexity in DL for P&D-HYBF

We first assume the number of computational processors dedicated for DL equal to the
number of DL users for each FD BS. The worst-case computational complexity for each
BS in P&D-HYBF in DL is given for the processor which has to update one digital
beamformer and then update also the analog beamformer G, which is given by

DL~ O(BDN? + BUNFF® 4 dj, MEF® + MEF* M), (5.68)

If the number of processors dedicated for DL is less than the total number of DL users,
then each processor may have to update K digital beamformers before updating the
analog beamformer GbRF . In that case, the worst-case complexity is given for the processor
in each cell which updates K digital beamformers and then also the analog beamformer.
In such a case, the complexity is given by

DL ~ O(KBDN? + KBUN* 4 Kdj, M + M M3). (5.69)

Worst-case Computational Complexity in UL for P&D-HYBF

Assuming the dedicated processors for UL equal to the UL users in each cell, the worst-
case complexity in each cell is given for the processor which has to update one analog
combiner FEF and one digital beamformer Uj,. In such a case, the complexity results to
be

UL ~ O(BUNJ*® + BDN? + dy, N2, + NFF ND). (5.70)

If the number of dedicated computational processors is less than the UL users, then
each processor may have to update N UL beamformers Uy, before updating the analog
combiner FfF . In such a scenario, the worst-case complexity is given by

UL~ O(NBUN[F® 4 NBDN? + Ndy, N2, + NFFNp). (5.71)

From the analysis presented above, it is clear that the complexity of P&D-HYBF
distributed over multiple processors at each FD BS is significantly less than the C-HYBF
scheme. Namely, the latter is quadratic, and the former is only linear in the number of
UL and DL users and number of cells. Intuitively, for every beamformer’s update, we
have to invert the covariance matrices in the gradients for all the remaining users. As we
have to repeat this for all the beamformers, it leads to a quadratic behaviour. Note that
any of the centralized HYBF schemes would have a quadratic behaviour. On the other
hand, in P&D-HYBF, each processor has to update only one or a very limited number of
variables and linearize with the gradients for all the remaining users at each iteration,
which leads to only a linear increase in the complexity.
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Parameters
Cells B 2
UL and DL users Uy, Dy, 1, Vb
Data streams dj, ,dp, 2, Vb
BSs antennas My, Ny 100, 60
Clusters and Paths Nep,Npp 3,3
RF chains (BSs) MEF = NEF 10,12,16,32
Rx RF chains N, 10,12,16,32
User antennas My, = Ny, 5
DL user antennas N; 5
Rician Factor Kb 1
Array response A, b,a4 ky > Ar.j, ULA,ULA,ULA
AoA Giy:r, U~ [-30°, 30°]
AoD 05,0k, U~ [—30°,30°]
Rate weights W, Wj 1
Sum Power Dhy, > Db 1,1
Uniform Quantizer Qs(+) 4 or 10 bits
Relative Angle Oy 90°
Array separation Dy 20 cm

Table 5.2: Simulation parameters to simulate a multi-cell mMIMO mmWave FD system.

5.6 Simulation Results

This section presents simulation results to evaluate the performance of the proposed
C-HYBF and P&D-HYBF schemes for the multi-cell mMIMO mmWave FD network.
For comparison, we consider the following benchmark schemes:

e A centralized Fully Digital FD scheme affected by the LDR noise.

e A centralized Fully Digital HD scheme with LDR noise, serving the UL and DL
users by separating the resources in times. It is neither affected by the SI nor by
the CIL.

To compare the performance with a fully digital HD system, we define the additional
gain in terms of percentage for an FD system over an HD system as

. WSRrp — WSRup
= 1 . 72
Gain WSRip x 100[%)] (5.72)

where WSRrp and WSR g p are the network WSR for the FD and HD system, respectively.
We assume the same SNR level for all the FD BSs, defined as

SNR = py /02, (5.73)

with transmit power p; and thermal noise variance ag. We assume that the UL users

and FD BSs transmit with the same amount of power, i.e., py, = py, Vkp. The thermal
noise level for DL users is set as ‘732'1, = U%,ij. The total transmit power is normalized

to 1 and we choose the thermal noise variance to meet the desired SNR. We simulate a
multi-cell network consisting of B = 2 cells with each FD BS serving one DL and one UL
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Figure 5.5: Execution time for the C-HYBF and the P&D HYBF schemes with 32-RF chains.

user. P&D-HYBEF is evaluated on a computer consisting of 4 computational processors,
equal to the number of users in the network, i.e., fully parallel implementation. BSs
are assumed to have M; = 100 transmit and Ny = 60 receive antennas. The RF chains
in transmission and reception for FD BSs are chosen as MbRF = le%F = 32,16,10 or
8 and the phase-shifters are assumed to be quantized with a uniform quantizer Q(+)
of 10 or 4 bits. The DL and UL users are assumed to have N;, = N, = 5 antennas
and are served with dj, = di, = 2 data streams. The number of paths and number of
clusters are chosen to be N.; = N, = 3 and the AOA Gip’b’nc’b and AOD qSZZ”b’nc'b are
assumed to be uniformly distributed in the interval U ~ [—30°,30°], Vjp, kp. We assume
uniform-linear-arrays (ULAs) for the FD BSs and users. For the FD BSs, the transmit
and the receive array are assumed to be separated with distance D, = 20 cm with a
relative angle ©, = 90° and 7, in (6.3) is set given Dy, and Oy as in (9) [54]. The
Rician factor is chosen to be x; = 1 and the rate weights are set to be wy, = w;, = 1.
Table 5.2 summarizes all the parameters’ choice. Digital beamformers are initialized as
the dominant eigenvectors of the channel covariance matrice of each user. The analog
beamformers and combiners are initialized as the dominant eigenvectors of the sum of
the channel covariance matrices across all the DL and UL users, respectively. The results
reported herein are averaged over 100 channel realizations. Note that as we are assuming
perfect CSI, the SI can be cancelled only up to the LDR noise floor, which reflects the
residual SI power.

Fig. 5.5 shows a typical execution time to run the C-HYBF and the P&D-HYBF with
32 RF chains. We can see that the former requires significant computational time as it can
only update different variables iteratively based on alternating optimization, one after the
other. Transferring full CSI to the central node and communicating back the optimized
variables to all cells will add significant additional time. For the latter, computation of the
local variables takes place in parallel for each BS, which has to compute only the variables
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Figure 5.6: Average WSR as a function of the LDR noise at SNR= 20 dB with 32 or 16 RF chains and
10 or 4 bit phase-resolution.

associated with its users in parallel on different processors. We can see the P&D-HYBF
requires ~ 1/21 and ~ 1/2.3 less time in UL and DL, respectively, than the average
execution time of C-HYBF. The complexity of P&D-HYBF in DL is dominated by the
computation of one large generalized dominant eigenvector to update the vectorized
analog beamformer, which has complexity O(M, th M b2 ). In UL, complexity of the analog
combiner is only O(NbRF N7?). We also show the execution time to solve one sub-problem
for the bottom layers in UL and DL, which is negligible compared to the average execution
time of C-HYBF. Given the complexity analysis in Section-5.5.4, we can expect that the
execution time of C-HYBF will increase quadratically as the number of users or cells
increase. P&D-HYBF requires significantly less time and the execution time is expected
to increase only linearly as the network size grows, which makes it very desirable.

Fig. 5.6 shows the average WSR achieved with both schemes as a function of the
LDR noise with 32 or 16 RF chains and 10 or 4 bits phase-resolution. We can see that
the P&D-HYBF performs very close to the C-HYBF scheme with the same number of RF
chains and phase resolution. Fully digital FD achieves ~ 83% of additional gain than the
fully digital HD for any LDR noise level. For a low LDR noise level k, < —80 dB, C-HYBF
and P&D-HYBF with 32 RF chains achieve ~ 74%,55% and ~ 71%, 54% additional
WSR with 10,4 bits phase resolution, respectively. With 16 RF chains, the gain results
to be ~ 67%, 48% and ~ 64%,47%, with 10,4 bits phase-resolution, respectively. As the
LDR noise variance increases, the achievable WSR. for both the FD and HD systems
decreases considerably. For k;, > —40 dB, all of the beamforming schemes achieve a
similar average WSR. Fig. 5.7 shows the average WSR as function of the LDR noise
with only 12 or 10 RF chains and with 10 or 4 bits phase-resolution. We can see that
both schemes achieve significant performance improvement in terms of WSR with a few
RF chains and very low phase-resolution and significantly outperforms the fully digital
HD system at any LDR noise level. In Fig. 5.7, for LDR noise k; < 80 dB, C-HYBF and
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Figure 5.7: Average WSR as a function of the LDR noise at SNR= 20 dB with 12 or 10 RF chains and
10 or 4 bit phase-resolution.
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Figure 5.8: Average WSR as a function of the SNR with LDR noise kx, = ks = fp = B, = —80 dB, with
32 or 16 RF chains and 10 or 4 bit phase-resolution.
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Figure 5.9: Average WSR as a function of the SNR with LDR noise ki, = ks = fp = f;, = —80 dB, with
12 or 10 RF chains and 10 or 4 bit phase-resolution.

P&D-HYBF with 12 RF chains achieves ~ 60,43% and ~ 57,43% additional gain with
10,4 bit phase-resolution, respectively. With 10 RF chains, the additional WSR results
to be ~ 58,38% and ~ 53,37%, with 10, 4 bit phase-resolution, respectively. As the LDR
noise increases, the achievable average WSR decreases and results to be a fewer bps/Hz
for any of the designs.

Fig. 5.8 shows the average WSR as a function of the SNR with 32 and 16 RF
chains and with 10 or 4 bit phase-resolution affected with LDR noise k;, = —80 dB, in
comparison with the benchmark schemes. A fully digital FD system achieves ~ 94% and
~ 82% additional gain at low and high SNR, respectively. With 32 RF chains and 10 bit
phase-resolution, the C-HYBF scheme achieves ~ 79% gain at all the SNR levels and the
P&D-HYBF achieves ~ 77% and ~ 68% gain at low and high SNR, respectively. As the
phase-resolution decreases to 4-bits, we can see that the loss in WSR compared to the
10-bit phase-resolution case is much more evident at high SNR. Still, with 16 RF chains
and 10 or 4 bit phase-resolution, both schemes significantly outperform the fully digital
HD scheme for any SNR. Fig. 5.9 shows the average WSR as a function of the SNR with
same LDR noise level as in Fig. 5.8, i.e., k, = —80 dB, but with 10 or 12 RF chains and
10 or 4 bit phase-resolution. The achieved average WSR presents a similar behaviour as
in the case of a high number of RF chains. We can see that both the proposed schemes
significantly outperform the fully digital HD system with only 10 RF chains and with a
very low phase-resolution of 4 bits.

Fig. 5.10 shows the achieved average WSR as a function of the SNR with LDR noise
ky = —40 dB, which reflects communication systems in which the signal suffers from a very
high level of distortions. It is visible that at very high LDR noise level, the WSR does not
increase as the SNR increases. When the LDR noise dominates, decreasing the thermal
noise variance has negligible effect on the effective signal-to-LDR-plus-thermal-noise ratio
(SLNR). Therefore, dominance of the LDR noise variance acts as a ceiling to the effective
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SLNR ratio, which limits the achievable WSR. Consequently, increasing the SNR does
not dictate higher WSR, in a multi-cell mmWave FD system in the case of high LDR
noise, which saturates at SNR=10 dB. We can also see that with a large LDR noise
level, C-HYBF and P&D-HYBF perform similarly with the same phase-resolution and
RF chains. At high SNR, both schemes achieve higher WSR at high LDR noise level
with 16 RF chains and 10 bit phase-resolution than the case of 32 RF chains and 4 bit
phase-resolution. Fig. 5.11 shows the average WSR as a function of the SNR with only
10 or 12 RF chains and with 10 or 4 bit phase-resolution. We can also see that, at very
high LDR noise level, both schemes still perform similarly even with a very low number
of RF chains and low phase-resolution. Fig. 5.11 also shows that both schemes with 10
RF chains and 10 bit phase resolution are more robust to the LDR noise than the case of
12 RF chains and 4 bit phase-resolution.

As the results reported above consider LDR, for all the devices, the achieved WSR as
a function of LDR noise variance can be expected in a practical multi-cell FD system
with non-ideal hardware. From the results presented above, we can conclude that both
the proposed HYBF schemes achieve significant additional gain and outperform the
fully digital HD system with only a few RF chains. Both the schemes achieve similar
average WSR with the same number of RF chains and phase-resolution. However, P&D
HYBF is much more attractive because it can be distributed at each FD BS and allows a
parallel update of all the variables on multiple computational processors. It eliminates
the problem of transferring full CSI to the central node every channel coherence time.
Moreover, it results to be also highly scalable as its complexity increases only linearly
as the number of users or BSs increases. C-HYBF suffers from a quadratic increase in
the computational complexity and requires a massive computational power to update all
the variables jointly based on alternating optimization. P&D-HYBF achieves a similar
average WSR as the C-HYBF but imposes a minimal computational burden on each
processor and converges in a few iterations, thus requiring only a limited amount of
information exchange among the BSs. We have also investigated the execution time for
both designs and observed that parallel HYBF requires significantly less execution time.
Therefore, it has the potential to be implemented in a real-time large and dense mmWave
multi-cell massive mMIMO FD network and can deal with the optimization of numerous
variables for the UL and DL users very efficiently.

5.7 Conclusions

This chapter has presented two joint HYBF schemes for WSR maximization in multi-cell
mmWave mMIMO FD systems. Firstly, we have presented a C-HYBF scheme based
on alternating optimization. It has several drawbacks and is not desirable for real-time
implementation in a multi-cell mmWave FD system. To overcome all of its drawbacks,
we have proposed a very low-complexity P&D-HYBF design. Its complexity scales only
linearly as a function of the network size, making it desirable for the large and dense
mmWave FD networks. Simulation results show that both the HYBF designs achieve
similar average WSR and significantly outperform the centralized fully digital HD systems
with only a few RF chains and very low phase-resolution at any LDR or SNR level.
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Chapter 6

Near-Field Intelligent Reflecting
Surfaces for Millimeter Wave MIMO
Full Duplex

Wireless communication in mmWave or THz band is subject to severe propagation
challenges, requiring the communication systems to be designed with a massive number
of antennas. As discussed in the previous chapters, hybrid beamforming and combining
is a cost-efficient solution to enable designing FD BSs with fewer radio frequency chains
than the number of antennas. However, analog processing stage is not desirable as it has
very high power consumption, high insertion loss and requires high resolution tuning of
the phase shifters. Moreover, for FD, SI depends on the number of transmit antennas.
Therefore, very high cost and complexity are also associated with the SI architectures
to cancel the SI signal, which has the objective to mimic the transmit signal with an
opposite sign from each transmit antenna and cancel it on the receive side.

The objective of this chapter is to combine the FD systems with the IRSs [95, 96,
97, 98, 99, 100]. IRS is a recently emerging hardware technology with the potential for
significant energy consumption reductions. It is a meta-surface made of electronic circuits
which can be flexible programmed to shape the incoming electromagnetic field in a desired
way. It is constructed with a single or fewer layer stack of planer structures which are
fabricated with lithography and nano-printing methods. Each RIS unit is implemented by
reflect-arrays that employ varactor diodes or other MicroElectrical-Mechanical Systems,
and whose resonant frequency is electronically controlled [101, 102, 103, 104, 105, 106, 107].
The RIS units operating on the incoming field can be distributed over the meta-surface
with continuity [108, 109, 110, 111] or in discrete positions [112, 113, 114, 115]. Literature
on the FD systems with the IRSs is avaiable in [116, 117, 118, 119, 120, 121], which
assumes the IRSs to be placed in the far-field to improve the channel quality. This
chapter aims to introduce the concept of the near-field intelligent reflecting surface
(NF-IRS) for mmWave MIMO FD systems by removing the analog stage, which enables
lower-dimensional active beamforming with digital beamformers and large dimensional
passive beamforming with the NF-IRSs. As the FD system simultaneously transmits and
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Figure 6.1: Near field IRSs assisted MIMO point-to-point FD communication in mmWave.

receives, each NF-IRS’s objective will be to compensate simultaneously for the analog
beamforming and combining stages of the FD systems. Moreover, the NF-IRS will also
assist in shaping the SI channel, leading to a very advanced approach for SIC while
keeping the cost and power consumption for the SIC very low. We remark that the
proposed idea here is prominent for mmWave and THz MIMO FD systems. However,
as the investigation of the FD operation in THz band is in its initial phase and the
properties of the SI channel are unknown, we focus on applying the NF-IRSs for MIMO
FD systems in the mmWave band.

6.1 System Model

We consider a mmWave point-to-point FD communication system consisting of two
MIMO FD nodes assisted with one NF-IRS each, as shown in Figure 6.1. Let F = {i,r}
denote the set containing the indices of such nodes. Let Z = {i;,4,} denote the set
containing the indices of the NF-IRSs, where the IRS i; € CEr€le and IRS i, € Clrxfe
are dedicated for node [ and r, respectively. The MIMO FD node [ is assumed to be
equipped with M; transmit and NV; receive antennas, respectively, and node r is assumed
to be equipped with M, transmit and N, receive antennas, respectively. Let V; € CMixd
and V, € CMr>dr denote the digital beamformers at the FD node [ and r for the white
and unitary variance data streams s; € C%*! and s, € C%*1, respectively. Let ¢; and ¢,
denote the vectors containing the collection of the phase shift response of the IRSs ¢; and
ir, respectively. The elements of ¢; and ¢, at position ¢ and j are phasors of the form
@i(i) = € and ¢,(j) = €, respectively. Let ®;, = diag(vec(¢;)) € CLrlexLrle gand
®, = diag(vec(¢,)) € CRrRxFrRe denote the matrices containing the phase response of
the IRSs ¢; and i, on its diagonal, with off-diagonal elements being zero.

Let H;,; € CLrLexMy and H; 6 € CHlrEexMi denote the direct channels from the
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FD node [ to the NF-IRS 7; and to the far-field (FF)-IRS i,, respectively. The direct
channels from the FD node r to the NF-IRS 4, and to the FF-IRS ¢; ares denoted
with H;, , € ChRrRexMr gnd H;,, CLrLexMr " regpectively. Let H;,,; < CLrLexMi and
H;, ; € CERxM denote the direct channels from the FD node [ to the NF-IRS 7; and to
the FF-IRS i,, respectively. The channels from IRSs ¢; and i, to the receive antenna array
of node [ are denoted with H;;, € CNixLrLe and H,; < CNixErERe regpectively. The
channels from the IRSs i; and 4, to the receive antenna array of node r are denoted with
H,; € CNrxLrlLe and H,; € CNrxBrle regpectively. Let H; ; € ChrRixLrle denote
the channel from IRS 4; to the IRS i, and the channel from IRS i, to IRS 7; is denoted
with H;, € ClirfexLrle  Duye to reciprocity, the channel from IRS 7 to IRS [ is given
as Hj, ;. = HZT i The direct channels from node [ to node r and from node r to node [
are denoted with H,.; € CNr€Mi and H;, € CMEMr respectively. The SI channel for the
MIMO nodes [ and r are denoted with H;; € CNMi and H,,, € CN"€Mr respectively.

6.1.1 Channel Modelling

The direct channel H; , from the FD node r to node r can be modelled with the path-wise
channel model as [54]

N, Np
MN < (np,m G np,n
H,, = N, oo 2 oAl ar (6, (6.1)

nc 1np=1

where N, and N, denote the number of clusters and number of rays (Figure 1 [54]),
respectively, a (np ’nC) ~ CN(0,1) is a complex Gaussian random variable with amplitudes
and phases dlstrlbuted according to the Rayleigh and uniform distribution, respectively,
a;(¢; 7" "e) and al (6;7"°) denote the receive and transmit antenna array response
at the MIMO node [ and r, respectively, with angle of arrival (AoA) ¢np enpne and angle of
departure (AoD) 6,7, Also, the far-field channels H,,H ,H, H  H,,H,,; H/,

can be modelled similarly as in (6.1). The SI channel for node ! can be modelled as [54]

[ Kl sxros , | 1 ref
H,, = H —H . 6.2
1l o1 + P Ry (6.2)

The scalar x; denotes the Rician factor, and HLOS and Href denote the line-of-sight (LoS)
and reflected contributions for the SI channel, respectively. The channel matrix Href
can be modelled as in (6.1) and the element at the m-th row and n-th columns of HL"S ,
using the NF channel model which will be discussed next, can be modelled as [54]

. dm,n
/% (m, ) = L 27752 (6.3)

T"m,n

where p denotes the power normalization constant to assure E(||[HF%||2) = M;N; and A
denotes the wavelength. The scalar d,, , denotes the distance between m-th receive and
n-th transmit antenna of node [ € F, which depends on the transmit and receive array
geometry (9) [54].
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Due to the NF-IRSs, the channels H;, ;, H; ;,, H;, ,, H,; cannot be modelled as in
(6.1). To shed light on the NF concept, let D denote the size of the radiating element,
which could be the transmit array of the FD node i € F or the IRS 4; or i, operating in
the NF of nodes 7; and i,, respectively. The space surrounding any transmitting device
can be divided into 3 regions: 1) Reactive NF (RE-NF) 2) Radiating NF (RA-NF), and 3)
Far field (FF), as shown in Figure 6.2. The radius R1 and R2 are the boundaries, which
divides the three regions and depends on the size D and the wavelength A. The regions
RE-NF, RA-NF and FF are also known as inductive NF, Fresnel zone and Fraunhofer
zone, respectively. In the RE-NF zone, the reactive fields dominate the radiation fields,
and therefore its not of interest for wireless communications. In the RA-NF zone, the
radiation fields dominate over the reactive fields, however, the wave received by any
receiver in the RA-NF zone is characterized by a spherical wave-front. In the FF zone,
the received wave-front is plane and the receiver sees the transmitter as a point-wise
source. For the mmWave FD systems, the zone of interest to place NF-IRSs, such that
it can compensate for the analog stage and assist with SIC, is the RA-NF zone, i.e., at
distance R < r < Rs.

x\Far field
~
Radiating \
near field “
\
\
_ \
T - LY
- =~ ~. \
Reactive A );\
near field / ™ =\
S r2=2D" \
R1=0.62 [D} N A \
A 1
) — i
D —_</’ ) 1|
! .
I

Figure 6.2: Field regions of the radiating element of size D.

Therefore, in contrast to the FF case, for the channels H;, ;, H;;,, H; ., H, ; , we
have to consider a spherical wave-front, as considered also for the SI channel. We first
consider the modelling of the NF channel H;, ;, from the transmit antenna array of node
[ to the NF-IRS 4;. As we are in NF zone, for these channels we can assume that only
LoS component dominates due to a very small path-loss. The impinging wave on the
NF-IRS i; transmitted from node [ € F is spherical, and therefore we must consider a
phase shift from each antenna element to the each NF-IRS element, instead of treating
the transmit antenna array or the NF-IRS as a point-wise element. Namely, the element
H;, ;(m,n) of the channel response H;, ;, can be modelled similarly as the near-field SI
channel model (6.3), given as

H;, (m,n) = %e_jkdmn’ (6.4)

m,n

where k = 27 /) is the wavenumber, and d,, ,, denotes the distance between the n-th
transmit antenna and m-th element of ¢, with 1 <n < M; and 1 <m < L, L. and p;,;
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is a normalization constant which assures E[||H;,;||%] = L,L.M,. Similarly, for the NF
channel H; ;,, from the IRS 7; to the receive antenna array of [, its element H ;, (4, j) can
be modelled as
Hl,iz (Z7]) = %eijkdiya (65)
1,5
where d; ; denotes the distance from the j-th element of ¢; to the transmit antenna i at
the F'D node [, with 1 < j < L,L. and 1 <7 < N;, and p;;, is the power normalization
constant which assures E[||H,;||%] = L,Lc.N;. The elements of the channel response
matrices H;, , and H,; can also be modelled similarly as (6.4) and (6.5), respectively.
For the mmWave band 30 — 300 GHz, the wavelengths corresponding to 30 GHz
and 300 GHz result to be 10mm and 1mm, respectively. For the mmWave FD, the
state-of-the-art reported results with < 32 RF chains to achieve performance with HYBF
comparable to the fully digital beamforming ,[54, 71]. Assuming uniform linear arrays
(ULAs) with antenna separated by half-wavelength, for a typical antenna array with 32
antenna elements, D = 16\. Typically, the IRS are made of hundreds of meta elements,
and therefore, the NF region of each MIMO FD node is strictly dictated by the size of
the NF-IRS. Assuming a NF-IRS 4; of size 100\ x 100\, the boundary regions can be
identified as Ry = 0.624/L2,,,/\ and Ry = 2Lmax2/)\, where Lyqp = max{L,, L.}, and
for the values concerning the mmWave band are reported in Table 6.1.

Table 6.1: Field regions boundries for an IRS of size D = 100A.
A Ry Ry
Imm | 0.62m | 20m
10mm | 6.2m | 200m

Scaling of the Channels Gains to Capture Distance Dependence

As we have defined above normalized channel gains (modelled with a statistical channel
model), to capture the dependence of the channel gain on the distance, we consider
scaling them with average channel gains which strictly depends on the distance. Each
channel matrix is scaled with a scale factor v/ which dictates the average channel gain.
It is chosen to be 1 for the direct links between the FD nodes [ and r, respectively, which
yields the minimum channel gain. As for the other links, the distance is shorter, we
consider scaling them which scale factors greater than 1. For the other channels, e.g.
for the SI channel H;;, the scale factor is defined as \/m =4/ gll’;, where D, is the
distance between the centre of the FD nodes I and r and D;; is the distance between the
centre of the transmit and receive antenna arrays of the FD node [. Also for the other
channels, between any node m and n, the channel gains are scaled with a scale factor
which is expressed as a square root of the ratio of D;, and D, ,, where D, is still the
distance between the centre of the FD nodes [ and r and D,, , is the distance between
the centres of the nodes constructing the link m and n, respectively.
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6.1.2 Problem Formulation

Let ﬂlm, ﬂnl and fIU, qu denote the effective direct and the SI channels for the two
nodes, defined as

H,, =H,, + H;; ®,H; , + H,; ®H, , + H,; ®,H; ;, ®,H;, » (6.6a)
H,,=H,,+H,,®H,,+H,,; ®H  +H,®H,  ®&H,, (6.6b)

H;; =H;; + H; ®H;, + Hy,;, ®,H;,, + Hy;, ®.H;, ;, &H,;, (6.6¢)
H,, =H,, +H,, ®H, ,+H,®H,, +H,, ®H,, &H (6.6d)

Let y; and y, denote the signal received at the FD nodes | and r, respectively, which
can be written as

v =H;, V,s, + H, Vs, +ny, (6.7a)

yr :I:Ir,lVlSl + ﬂr,rvrsr + ng, (67b)

where n; ~ CN(0,I) and n, ~ CN(0,I) denote the noise at the MIMO FD nodes [ and
r, respectively. Let k denote the indices in the set F except the element k. Let (R;) R;
and (R,) Ry denote the (signal and) interference plus noise covariance matrices, which
can be stated as

R, =H,, V,V/H/ +H,V,VIH] +1, (6.8a)
N——
£s,

R, =H,,V,V//H +H,,V,V/H] +1, (6.8b)
~—_—————
£S,
R;=R;-S;, Rr=R,-S,. (6.8¢)

The WSR maximization problem for the NF-IRSs assisted mmWave MIMO FD system,
under the sum-power constraint for the FD nodes and the unit-modulus constraint for
the NF-IRSs can be written as

max. windet(R;'Ry) + w,Indet (R-'R,) (6.92)
@lﬁq)’??
st. Tr(VpVY) <py, VkeF (6.9b)

0| =1, ViandVbeZ, (6.9¢)

where w; and w, denote the rate weights for node [ and r, respectively, p; and p, denote
their total sum power constraint, respectively.
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6.2 Beamforming

The WSR maximization problem stated above is non-concave and finding it global
optimum is challenging. To provide its suboptimal solution, we adopt the weighted
minimum mean squared error (WMMSE) method. Such approach can be adopted as it
well-known that maximizing the WSR is equivalent to minimizing the weighted MSE
[64].

We assume that the MIMO FD nodes [ and r deploy the digital combiners F; and F,
to estimate the received data streams. i.e.,

si=Fyi;, 8 =Fy,. (6.10a)

By using (6.10), the MSE matrices E; and E, for node [ and r can be written as

MSE, =E[(Fiy; — s,)(Fiy: — s,)"] = FH,, V, VIH F}!
- FH,V, +FH,V,V/HF + FF/ (6.11a)
- VIHAF! +1
MSE, =E[(F,y, —s)(F,y, —s;)"] = F,H,,V,VI/HIF!
-FH,V,+FH,, V,VIA!F! + F,F] (6.11b)
— VIHF! +1
We assume that the combiners F; and F, are optimized based on the MMSE criteria,

and therefore, they can obtained by solving the following optimization problem

min  Tr(MSE;) + Tr(MSE,) (6.12)

1,Fr

which leads to the following optimal MMSE combiners

F,=VIHH,V,.VIH +H,V,V[H|+ 1)~ (6.13a)
F, = VI/HH,,V,VH, +H,,V,VIH! +1)7! (6.13b)

Assuming the combiners to be fixed according to (6.13) and by plugging these
expressions in the error covariance matrices, it is immediate to show the error covariance
matrices can be written as

E, = I+ V/HRH,,V,)" (6.14)
E, = (I+V/H/R-H,, Vv, (6.15)

Therefore, maximizing the WSR is equivalent to minimizing the MSE error. The WSR
maximization problem now can be stated with the minimization of the mean squared
error criteria with respect to the digital beamformers and IRSs as

ain Te(WiE) + Tr(W, E,) (6.16)
1LVr,
Qla‘br
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st. Tr(ViVE) <p, VkeF (6.16b)
02| =1, ViandVbeZ, (6.16¢)

where W; and W, are the constant weight matrices associated with the MIMO FD nodes
1; and 1., respectively. The gradient of the WSR and the WMMSE optimization problems
results to be the same if the weight matrices are chosen as [41]

E L (6.17)

Wi=—CE W, =

 In2

In 2

6.2.1 Active Digital Beamforming

We assume the combiners and the IRSs’ response to be fixed and consider the optimization
of the digital beamformers V; and V,. for the MIMO FD nodes ¢; and 4,, respectively.
The active digital beamforming optimization problem can be formally stated as follows

min - Tr(WiE,) + Tr(W, E;) (6.18a)
IHVr
st. Tr(ViVE) <py, VkeF. (6.18b)

By taking the partial derivative of the Lagrangian function of (6.18) with respect to
the digital beamformers V; and V,., we obtain the following optimal beamformers

~ 1~
vV, =(HF/W,F.H,, + H/FW,FH,; +,1) HFIW,

(6.19a)
£X,
V, = (B F'WFH,, + B F/W/F,H,, +1,1) B F'W, (6.19b)
X,

where p; and p, denote the Lagrange multipliers for the sum-power constraint for the
MIMO FD nodes | and r, respectively. The Lagrange multipliers can be calculated while
meeting the sum-power constraints. Namely, to find the Lagrange multiplier, we can
consider the singular value decomposition of X; = UZEIUZH and X, = UTETU,{{ and
write the power constraints in (6.19), after simple steps, as

N Gy,9)
(Vv =y ol 6.20

YV = 2 G e (0:20

N, ..

- G, (i,1)
Tr(V, VH) = =, 6.20b
Vv =2 G = GE (6:200)

where the matrices G; and G, are defined as

G, =U/H/FIW,W.F.H, U, (6.21a)
G, = U'H F/'W,WFH,, U, (6.21b)

To find the optimal values of u; and ., a linear search method can be adopted and we
consider finding the multipliers with the Bisection method. If the values of the Lagrange
multipliers results to be negative, then we assign them the value zero.
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6.2.2 Passive Beamforming with the IRSs

We assume the digital combiners and beamformers to be fixed and consider the optimiza-
tion of the ®, and ®; to optimize the passive beamforming response of the IRSs. To
highlight their dependence on the WSR, we first write the effective channel responses
either as 3 .

Hl,r = Al,r + AQ,Tq)rHir,ra Hr,l = Bl,r + Hr,iT(I'rBZr, (6223)

I:Il,l = Cl,r + Hl,ir(I)TCZm I:Ir,r = Dl,r + DQ,T(I)rHiT,r- (622]3)
to optimize ®,. or as

Hy, =A; +H,;,®A,y, H,=B;,+By®H,,, (6.23a)

H;; = Cy; +Cy®H,;,;, H,, =Dy, +H,, ;®Dy,. (6.23b)
to highlight the effective channel responses as a function of ®;, where the auxiliary
matrices appearing in (6.22)-(6.23a) are defined as

Ay,=H,+H,;,®H,;, A,=H; +H,,;®H,,; (6.24a)
B,,=H,,+H,,;,®H;,; B:.=H;,;+H; ;iH;,, (6.24b)
Ci,=H, +H,;®H;,,; Cy,=H; ;+H;;®H,,, (6.24c)
D,,=H,, +H,; ®H;,, D,=H,; +H,;®H;;. (6.24d)
A,=H,+H,®H;, , Ay =H;,+H;,;PH (6.24e)
B, =H,,+H,;®H;,; By,=H,+H, ®H, |, (6.24f)
Cn,=H, +H,;,®H, , Co=H,+H,;®H, (6.24g)
D,,=H,,+H,,;®H; ., Dy =H;,+H,;®H;,. (6.24h)

Let S,,Z,, T, S;,Z;, T; denote additional auxiliary matrices defined as
S, =H;, ,V,VIA, AFIW FA,, - H; ,V,WFA,y, +Cs,V,VIC, "FIWFH,,
— By, ViW,F,H,; +B,,V, VB, FI/W,F,H,,,
+H,,,V,VID, ,"F'W,F,Dy,,

(6.25a)
Z’r :Hq{:IZ'TFq{—IWrFrHr,iT + D27THA277"HWT‘FT‘D277" + AZ,THFZHWZFZAZ,T (6 25b)
+H W FH,; '
T, =B,,V,V/'By,”" + H; ,V,VIH +H, V.VIH] + C,,V,V['C;,".
(6.25¢)

S; ZAQJVTVTI,{A{{ZF{IWIFIHMZ + HNVZVIHC{{JAIHWlAlCQJ - A2,lVrWlAlHl,il
+H,,V,\VI/B/A'W,A, By, + D, V., VID AW, A, H, ;,

-H;,,ViW,.A, By,
(6.26a)
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z, =H{ AW AH,; + CY{A"W,A,Cy; + A/W, A, By, + H, ATW,H,;,,
(6.26b)

T, =Ay,V,VIAY, + H, ,V,V['H] + H;, ,V,V['H]| + D, ,V, VD], (6.26c)

i1yl
By substituting (6.25) and (6.26) in the expressions of the error covariance matrices,

the minimization of the MSE optimization problem with respect to ®, and ®;, can be
formally stated as

min Tr(®HZ,®,T,) + Tr(@7SH) + T (®,S,) + ¢ (6.27a)

s.t. 0] =1, Vi, (6.27b)

min Tr(®7 Z,®,T)) + Tr(®SH) + Tr(®,S)) + ¢ (6.27c)
l

s.t. 0l =1, Vi, (6.27d)

where ¢; and ¢, denote constant terms which are independent of ®; and ®,., respectively.
We remark that when solving (6.27a)-(6.27b), ®; is assumed to fixed, and similary, when
solving (6.27¢)-(6.27d), ®, will be assumed to fixed.

Recall that ¢; and ¢, are vectors containing the diagonal elements of ®; and ®,,
respectively. As the off-diagonal elements of the ®, are zero, we wish to maximize the
WSR or minimize the MSE with respect to ¢; and ¢,. For such purpose, we use the
identity 1.10.6 from [122], to restate the first trace term appearing in (6.27a) and (6.27¢)
as

v (®1Z,®,T,) = ¢, ¢,, where X, =Z, ®TI, (6.28a)
Te(®FZ,®,T)) = ¢F ¢y, where X =Z;© TY. (6.28b)

Let s, and s; denote the vectors containing the diagonal elements of the matrices

S, (6.25a) and S; (6.26a), respectively, given as s, = [S,(1,1),...,S,(R., R.)]T and

s; = [Si(1,1),...,Si(R;, R.)]T. The second and third terms appearing in (6.27a) and
(6.27c) can be restated as

Tr(®HEST) =5, ¢p*, Tr(®,S,) =s, . (6.29a)

Tr(®HSH) = s ppp, Tr(®8) =s . (6.29D)

By using the aforementioned properties, the optimization problem (6.27a) and (6.27¢) to
optimize ¢; and ¢,, respectively, can be written as

min - ¢ %,¢, + 5,7 0] +5,7¢, (6.30a)
st |o:(i)| =1, Vi, (6.30b)
min - ¢ Sigr + 519} + 5,7 ¢y (6.30¢)

l
st |¢(d)| =1, Vi (6.30d)
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which is non-convex due to the unit-modulus constraint. To render a feasible solution, we
adopt the majorization-maximization optimization method [123]. Its objective is solve a
difficult problem by constructing a series of more tractable problems. We carry out its
explanation only for ¢, and a similar reasoning follows also for ¢;. Let f (¢$n)) denote the
value of the objective function as a function of ¢, at the n-th iteration. We proceed by
constructing an upper bound on the objective function (6.27a)-(6.27b), which is denoted
with g(¢r|¢>,(ﬂn)). Instead of directly solving the optimization problem (6.27a)-(6.27b),
we construct an approximate problem by using g(¢r|¢$~n)) at the n + 1-th iteration. If
g(q’)r\d)ﬁn)) satisfies the following conditions

1 g(¢|o\™) = f(oi™),

2. Vo, 9(l") 5,y = Ve, S(br(m)], _ 00

3. g(delot™) > f(o\™),

then the sequence of the solutions obtained at each iteration will result in a monotonically
decreasing objective function and converge to the actual solution of f(-). The first two
conditions dictate that g(¢,|¢,(n)) and its first order gradient should be the same and
the third condition state that it should construct an upper bound for the original function.
It has been shown in [124] that a simple upper bound g(¢r|¢$n)) or g(qbl\(bl(")) for ®; for
the problems of the form (6.27¢)-(6.27d) is given by

(vl @) = 2Re{s, "¢} + o,, (6.31a)
g(1|6™) = 2Re{s; ¢} + o1, (6.31D)

where o, and o; denote constant terms, and qy(«n) and ql(n) are given by

q™ = (AT — 2,0 — 5,7, (6.32a)
a" = (AT - 2™ — 5, (6.32b)

and A" and \["** denote the maximum eigenvalues of X, and X, respectively. The
optimization problems (6.27a)-(6.27b) and (6.27¢)-(6.27d), by ignoring all the terms
which are constant, can be restated by using the upper bounds (6.31a) and (6.31b),
respectively, as

Igirn 2Re{s, Tq\™}, (6.33a)
st |on(d) =1, Wi, (6.33b)
ngn 2Re{slqu(n)}, (6.33c)
st |gu() =1, Vi (6.33)
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Algorithm 11 Optimization of IRS i € Z
Given: ¢;(0).
Initialize: iteration index n = 1, accuracy e.

Evaluate: f(¢;(0)).
Repeat until convergence

Calculate q(n) = (A" — Ei)q‘)(n) —s;*

Update ¢§n+1) with ¢§n+l) _ ¢£’n+l) _ eilqgn)‘
if [£(@") = (") F(9") < e

Stop and return q’)z(.nﬂ) .
else n=n+1 and repeat.

Algorithm 12 WSR maximization for MIMO FD with NF-IRSs
Given: The CSI and rate weights.

Initialize iteration index n, accuracy ¢, beamformers and combiners.
Repeat until convergence

for Vi € F

Update F; with (6.13).

Update W; with (6.17).

Update V; with (6.19).

Update ®; with Algorithm 11.
if convergence condition is satisfied

Stop and return the optimized variables.
else repeat.

By solving (6.33)-(6.33b) and (6.33¢)-(6.33d) we get that the optimal ¢, and ¢, at
n + 1-th iteration is given as

d)£ ) eidar (6.34a)
n . (n)
P\t = i (6.34b)

At each iteration, when the digital beamformers are fixed, optimization of ®, and ®;
consists in updating their response iteratively until convergence by solving a series of
more tractable optimization problems. The procedure for the optimization of the phase
response of IRS 7 € 7 is stated in Algorithm 1, which needs to be iterated for each update
of the digital beamformers and combiners. The overall procedure to jointly optimize the
digital beamformers, combiners and the response of the NF-IRSs is formally stated in
Algorithm 2.

6.2.3 Convergence

The proof of the convergence of the algorithm is based on the proof of a more general
equivalent optimization problem, which includes the MSE weights and receive filters as

136



Chapter 6. Near-Field Intelligent Reflecting Surfaces for Millimeter Wave MIMO Full
Duplex

new optimization variables in addition to digital beamformers and the IRSs’ response.
The global optimization problem as function of the new variables can be formally stated
as

Fl]:{?l}"nvr Tr(W MSE;) — wflogdet(1 Wf) + df ln2 (6.35)
V,®,®, [EF

By fixing the digital beamformers, IRSs’ response and the weight matrices, the combiners

are chosen to be the MMSE combiners as (6.13). By substituting the optimal MMSE

receivers given in (6.35) in the MSE; and MSE, in (6.11a) and (6.11b), respectively,

yields a new cost function

\1fmn Tr(WsEf) — wflogdet( Wf) —I—dfl 5 (6.36)

Optimization of (6.36) with respect to the weight matrix W, yields the solution Wy =

11;}1f2 E; 7 1. By plugging the optimized weight matrices in (6.36) leads to a new cost function,

given as
grlrllgli J;—wfln det((Ef)_l) (6.37a)
st. Tr(ViVE) <py, VkeF (6.37b)
0 =1, ViandbeZ, (6.37¢)

which is exactly same as the original WSR cost function (6.9). Every update of the
digital beamformers V; and V,. and the IRSs’ phase response by minimizing the MSE
leads to a monotonic increase in the WSR, which assures convergence of the proposed
joint active and passive beamforming design.

A typical convergence behaviour of the proposed beamforming design for the NF-IRSs
assisted FD systems is highlighted in Fig. 6.3.

6.2.4 Simulation Results

In this section, we present simulation results to evaluate the performance of the proposed
joint active and passive beamforming design to analyze its potential to replace HYBF
and combining simultaneously for the FD systems while shaping the SI channel for SI
management.

For comparison, we define the following benchmark schemes:

e mMIMO HD system with fully digital beamforming capability with 100 transmit
and 50 receive antennas, denoted with HD-100 x 50.

e mMIMO FD system with fully digital beamforming capability with 100 transmit
and 50 receive antennas, denoted with FD-100 x 50.

137



Chapter 6. Near-Field Intelligent Reflecting Surfaces for Millimeter Wave MIMO Full
Duplex

70

65 7

Weighted Sum-Rate [bps/Hz]

55 | | | | | |
0 2 4 6 8 10 12 14

Number of Iterations

Figure 6.3: Typical convergence behaviour of the proposed joint active and passive beamforming design.

Note that digital beamforming designs represent an upper bound for the HYBF designs.
Therefore we consider comparing the performance with the mMIMO fully digital systems
only, which represent the maximum achievable gain for the HYBF designs. We define
the SNR for the NF-IRSs assisted FD system as SNR = py /07 = p;/o?, where p; and
02-2 denote the total transmit power and noise variance for node i, respectively, where
1 € ForieZ. We assume that the systems operate at the frequency of 30 GHz, i.e.,
A = 10mm. The noise 012 is set to 1, and the total transmit power is chosen to meet the
desired SNR. For the NF-IRSs assisted FD system, the number of transmit antennas are
chosen to be 5 times less, i.e. only M; = M, = 20 transmit and N; = N, = 10 receive
antennas, respectively, and the number of data streams are set to be d; = d,, = 2 for
both the nodes. The FD nodes are assumed to be D;, = 200m far, and the NF-IRSs
are placed at the minimum distance of 3m from their FD nodes, which is varied up to
90 m. We assume the NF-IRSs for both nodes to be of the same size, i.e., L, = R, and
L. = R,, which is denoted with IRS — X x X, and for performance evaluation, we choose
X =10,20 or 30. We assume ULAs for both the FD nodes and their transmit and the
receive array are assumed to be separated with distance Dy = 20 cm with a relative
angle O, = 90° and 7, in (6.3) is set given Dj and Oy as in (9) [54]. The Rician factor
is chosen to be k; = 1 and the rate weights are set to be w; = w, = 1. The number
of paths and number of clusters are chosen to be N.j, = N, = 3 and the AOA 9, 7"
and AOD (b?p "¢ are assumed to be uniformly distributed in the interval U ~ [—~30°,30°].
The digital beamformers are initialized as the dominant eigenvectors of effective channel
covariance matrices, and the response of the NF-IRSs is initialized with random phases.
The results reported herein are averaged over 200 channel realizations. Let Z,4 and 2
denote the 3 versors on the three dimensional space. Any point on the 3 dimensional
vector space can be written as (x&,yy, z2). The FD nodes with ULAs are aligned with
Z direction and the first transmit antenna of the FD nodes [ and r are assumed to be
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Figure 6.4: Average WSR as a function of SNR with NF-IRSs of size 30 x 30, 20 x 20 and 10 x 10, placed
at distance of 3m.

placed in the positions (0,0,0) and (0, D;,9,0), respectively, with other antennas placed
in positions z+. The NF-IRSs are placed on the plane identified with the versors (0,9, 2),
with reflecting elements pointing towards the direction (z,0,0).

Fig. 6.4 shows the achieved average WSR as a function of the SNR for the FD systems
assisted with the NF-IRSs placed at 3m far from the transmit array. We can see that
despite using 5 times fewer antennas than the mMIMO FD systems, the proposed idea
has the potential to significantly outperform the HD system and the classical mMIMO
fully digital FD system. The FD systems are well-known to double the spectral efficiency.
However, as shown in Fig. 6.4, they can achieve significantly higher gains. For example,
an FD system with NF-IRSs of size 30 x 30 can achieve 5 times higher gains than the
traditional mMIMO HD system while operating with 5 times fewer antennas. Fig. 6.4
exhibits that the achievable gains of the FD systems are limited only by the size of
the NF-IRSs, and having larger NF-IRSs will lead to higher gains. Fig. 6.5 shows the
performance of the proposed design as a function of the SNR with NF-IRSs placed at
30m far from the transmit array. We can see that when the NF-IRSs are placed far from
the FD node, they achieve significantly less gain. The reason lies in the fact that the
IRSs placed far from the FD node cannot aid in shaping the SI channel, which is handled
only with the digital beamformers, which leads to less achievable gain.

Fig. 6.6 shows the performance of the proposed joint active and passive beamforming
design as a function of the distance between the FD node and their NF-IRSs, which is
varied in the interval 3 — 90m, with the two FD nodes operating at the distance of 200m
at SNR= 0 dB. It is visible from Fig. 6.6, that the FD systems benefit the most with
NF-IRSs instead of the FF-IRSs by bringing significant improvement in terms of the
achievable WSR compared to the traditional mMIMO FD systems. Placing the IRSs
far from the FD systems leads to small performance gains as the FD systems improve
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Figure 6.5: Average WSR as a function of SNR with NF-IRSs of size 30 x 30, 20 x 20 and 10 x 10, placed
at distance of 30m.
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Figure 6.7: Average WSR as a function of the distance between the FD nodes and the NF-IRSs at
SNR= 30 dB.

only the quality of the direct links and cannot assist in shaping the SI channel. Fig. 6.7
shows the performance as a function of the distance between the NF-IRSs from their
FD node at SNR= 30dB. It is clearly visible that the regardless of the SNR at which
the NF-IRSs assisted FD systems operate, the distance between the FD nodes and their
NF-IRSs dictates the maximum achievable gain.

6.3 Conclusions

This chapter has introduced the idea of NF-IRSs assisted FD systems for enhancing
the performance of the traditional FD systems while reducing the hardware cost for
the SI cancellation and the number of active elements in the system. A novel joint
active and passive beamforming design is proposed for WSR maximization based on
the minimization of the MSE. Simulation results show that the proposed idea has the
potential to leverage to the maximum the acheiveable gains of the FD system while
operating with minimum cost. Results also show that the distance between the FD
nodes and the IRSs can severely affect the FD systems’ performance. Therefore, it is not
desirable for the next generation of wireless FD systems to be aided with the FF-IRSs
but only with the NF-IRSs.
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Chapter 7

Dynamic TDD: A Special Case of
Multi-Cell Full Duplex Systems

7.1 Introduction and Motivation

In HD cellular networks, UL and DL transmissions occur either at different times or
over different frequency bands. In particular, with TDD, the BSs alternates time periods
when it receives signals from its served users in the UL, or transmits to users in the DL.
In advanced long-term evolution (A-LTE) networks, a fixed configuration of the TDD
periods is used, to be chosen among a given set. In the new radio (NR) standard for
fifth-generation (5G) networks, this rigid scheme is broken, and DTDD [125] enables cells
to independently set the UL/DL configuration in each slot.

As well-discussed in Chapter 5, FD multi-cell FD systems are severely affected by the
CI. DTDD represents a special case of the FD systems, which introduces UL-to-DL, i.e.,
from UL users towards DL users, and DL-to-UL, i.e., from BS-to-BS, CI among cells, as
shown in Fig. 7.1(a)-7.1(b). As for FD systems, DTDD also requires CI management
techniques to outperform the classical TDD systems. Fortunately, intelligent scheduling
of the different cells in DTDD is possible, which if done correctly, can significantly limit
the CI contributions.

In this chapter, we consider the joint scheduling and power allocation problem, aiming
at a maximizing the average WSR of the network: this is mixed-integer and non-convex
(MINC), which turns out to be NP-hard [126]. Thus, we decouple the problem: first,
power is allocated with a low complexity, greedy, and decentralized algorithm, then,
the mode is scheduled by playing a game among cells. We consider a non-cooperative
game, wherein each base station plays an action (the UL or DL mode) with a given
probability distribution, so as to maximize its utility function, given the choices made by
its opponents. The neighboring cells’ choices are crucial for the resulting utility, due to CI.
The game is solved according to the mixed-strategy Nash equilibrium (MS-NE) concept,
which always exists for finite games [127]. We consider two payoffs, using different models
for the CI and requiring different overheads for the information exchange among cells.
The proposed scheduling is performed at each slot independently, a solution that can
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((a)) Multi-cell DTDD System. ((b)) Multi-cell FD system.

Figure 7.1: Multi-cell DTDD and FD systems, where both are affected by the CI.

be included in future releases of NR, as currently only a limited number of slot mode
configurations can be selected.

Simulation results are presented for a dense, outdoor, and small-cells scenario, with
line-of-sight (LoS) links. To our best knowledge, this is the first contribution to provide
results for the most challenging DTDD scenario of [128], without resorting to clustering.

In summary, the contributions of our work are:

e the definition of the joint scheduling and power allocation problem for DTDD for
average weighted sum-rate maximization;

e the decoupling of the power allocation and scheduling problem in DTDD; we obtain
a much simpler system of (nonlinear) equations suited for a very efficient solution,
without iterations or tuning of multiple parameters, as in [129];

e a novel scheduling procedure, implemented as a game among cells; the MS-NE
solution is computed once over many slots, as long as the channel can be considered
invariant, whereas DTDD modes are still selected for each slot. This leads to a
significant saving of computational resources, while exploiting the full flexibility of
DTDD.

e the definition of a simplified payoff model for the scheduling game that reduces the
information exchange overhead among cells.

Lastly, note that we do not cluster cells for DTDD scheduling, which allows each cell to
independently adapt the DTDD modes to its local traffic.

7.2 System Model

We consider N cells, where cell n, n =1,..., N, serves users with indices in the set U,
and |U,| = K,Vn. Thus, the total number of users is NK, which are identified by indices
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k=1,...,NK. Time is split into slots. Each slot comprises multiple resource blocks of 12
subcarriers each. For the sake of a simpler explanation, we assume that the same number
of simultaneous resource blocks is allocated to each user for an entire slot. Moreover, the
K users in a cell occupy all the available spectrum. We denote the resulting per-user
portion of the time-frequency plane as user block.! Let ¢; € {1,..., K} denote the user
block assigned to user i € U,,Vn. As only one user is allocated to each user block in each
cell, N users are served simultaneously in the network on the same user block.

In each slot, cell n can be in either DL or UL mode, indicated as z, = 1 or z, = 0,
respectively. Moreover, at each slot, the UL and DL transmit powers are also set. Let
z = [21,...,2n] denote the chosen modes for all cells at each slot. Let pi(z) be the
power allocated either to or from user k, in DL or UL mode, respectively. Note that the
dependence of power allocation arises due to CI, which must be taken into account. We
consider the following power constraints for users and base stations:

pr < ag, k€U, if z, =0, (7.1a)
Z pr < o, if 2y =1, (7.1b)
keln

with mode-dependent constants g and «q, respectively.

We assume that the link between user k£ and its serving base station n is a narrowband
channel with gain H,, ;, and we let H be the N x N K matrix with entries { H,, ;,}. Moreover,
since users operating in UL mode interfere with the DL users of neighboring cells (UL-
to-DL interference), we define the NK x NK symmetric matrix U, whose entry Uk, k,,
ki,koe =1,..., NK, is the channel gain between users k1 and ky. Similarly, base stations
operating in DL interfere with base stations operating in UL (DL-to-UL interference),
thus we define the NV x N symmetric matrix B, whose entry B, n,, ni,n2 =1,..., N,
is the channel gain between base stations n; and ns. We assume also that channel
reciprocity holds for H,U, and B.

7.2.1 Scheduling and Power Allocation Problem

To compute the network WSR, used as optimization metric, let the power of interference
suffered by user k served in cell n operating in DL mode (z, = 1) be

N
Lin(x)= ) Lpm(2), (7.2)

m=1,m#n
Lo (2) = 2mHui Y pj+ci(l=2m) Y Ujrpj, (7.3)
JEUM:dj =0y JEUM: ;=0

with ¢; € [0,1] being the UL-to-DL CI management factor. In (7.3), we account for
the interference from other base stations operating in DL (matrix H) and other users

!This can be easily extended to more general cases of different resources allocated to each user and
different numbers of users per cell.
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operating in UL (matrix U). Similarly, the power of interference suffered by user k served
in cell n operating in UL mode (z, = 0) is given by (7.2), now with

L om(2) = c22mBmn Y pj+ (1= 2m) > Hu;pj, (7.4)
JEUM: Pj=d JEUM: ;=

where ¢z € [0, 1] is the DL-to-UL CI management factor. In (7.4), we take into account
the interference from other base stations operating in DL (matrix B) and other users
operating in UL (matrix H). Note that ¢; and ¢z varying in the interval [0, 1] assume
value 0 or 1 in the case of perfect or no interference management, respectively. For a
given set of modes z, the WSR at base station n is then

Wale) = 3 unlentons (14 5B 75)

kell, O’2 —i—In,k(z)

where o2 is the variance of the noise, wy(z,) € [0, 1] is the weight of user k € U,,, when
the serving base station n is operating in mode z,. The network WSR is

N
W(z)=> Wa(z). (7.6)
n=1

A possible target for scheduling optimization is the maximization of the instantaneous
WSR, i.e.,
max W(z),s.t. (7.1) and z, € {0,1},Vn. (7.7)
{pr(2)},2
However, the joint scheduling and power allocation problem (7.7) is MINC and turns out
to be NP-hard [126]. In particular, its non-convexity comes from the interference terms.
Note that, to fully exploit DTDD, the problem must be solved at each slot (millisecond
scale), which is prohibitive.

7.3 Scheduling and Power Allocation Decoupling

To simplify and decentralize the problem, we assume that each base station randomly
selects its own mode, thus z, becomes a Bernoulli random variable. Let ¢, be the
probability that base station n selects z, = 1, i.e.,

qn = P[zn = 1]7 1—gn= ]P)[zn = 0]' (78)
The value of ¢, is chosen to maximize the average WSR, i.e.,

max E, [W,(2)], (7.9)
n
with the expectation taken over the actions of all players. Note that problem (7.9) should
be solved once over multiple slots, as long as channel conditions and rate weights do not
change, thus the network WSR for a given mode configuration does not change. Still,
the mode is chosen for each slot according to the obtained distribution g,.
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Problem (7.9) requires the computation of W, (z), which, from (7.5) requires the
knowledge of all channel gains. To reduce the communication overhead needed to share
this information among all base stations, we approximate the instantaneous interference
power level with its average, as better detailed in the following.

7.3.1 Average Interference Power

We define the average interference power for cell n as

Tn(z) = > Inm(2), (7.10)

m=1,m#n

where I, () is the average interference power suffered by users in cell n from cell m,
i.e.,

Inm(2) =EB 5H.U {pe} T k.m (2)], (7.11)

and the expectation is taken with respect to both the channel gains and the powers.

The computation of the average in (7.11) is rather complex, since the allocated power
depends on scheduling and power assignments, which in turn depend on the channel
gains. Thus, we consider an approximated value of the average interference power, where
we keep the transmit power as a fixed term. In particular, we assume the DL transmit
power as equally split (on average) among the K served users, i.e., py = ay/K for k € Uy,
when z,, = 1, Vm. In UL, we assume that all users transmit at their maximum power, i.e.,
Px = ag, for k € U,,, when z,, = 0, Vm. Then, under this setting, the average interference
power suffered by users in cell n from cell m becomes

Inm(2) =EB H UL, m(2)], (7.12)

while (7.10) still holds. When cell n is in DL (2, = 0), since we have one user per user
block from (7.3) we have

— al

Inm(2) :?szH[Hmk] +c1(1 = zm)EuUj k), (7.13)

while when cell n is in UL (2, = 1), from (7.4) we have

Tum(2) :%czszB [Bun] + (1 = 2m)E g [Hn ] xo. (7.14)

Note that the expectations here can be computed either using the channel statistics,
if available, or by averaging multiple channel estimates over time. When using this
approximation J,(z) in the following will be denoted as reference interference power.
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7.3.2 Power Allocation Sub-problem

For power allocation, we assume that each cell allocates power to maximize only its
utility function, regardless of interference and CI. This enables a greedy, decentralized,
and low complexity power allocation.

In UL mode, we assume that each user transmits at its maximum power, to maximize
its rate, i.e.,

pr=ap kel if z, =0. (7.15)

For the DL mode, we approximate I,, (z) ~ J,(z) and we distribute the transmit
power according to a modified version of the (weighted) water-filling algorithm [130],
which takes into account the noise, interference, and CI and aims at maximizing W;(z)
at each cell independently, i.e.,

L (wed) P\
pr = ( " T, , if 2, =1, (7.16)

where A\; > 0 is the Lagrange multiplier that satisfies the power constraint (7.1b).

7.3.3 Approximated WSRs

Once powers have been allocated, let W2(z) be the WSR (7.5), with powers given either
by (7.15) or (7.16), depending on the DTDD mode, to be used in (7.9).

A further simplification is obtained by replacing I, ;(2) with J,(z) in (7.5), providing
the WSR W2(z), which is then used instead of W?(z) in (7.9).

7.4 Game-theoretic Scheduling

As the major contribution of this work, we tackle this issue by framing the scheduling
problem (7.9) as a non-cooperative, decentralized, and instantaneous game, played by the
base stations. The MS-NE solution of the game provides an efficient distributed scheduling,
where no players desire to deviate from. Differently from a centralized scheduling scheme,
each base station n acts as a player on its own, with action set A,, = {0, 1}, corresponding
to UL and DL modes. Let the overall set of actions be A = A; x ... x Ayn. For each slot,
each base station n chooses its mode over its action set A,,, according to the distribution
¢n. Define q = [q1,...,qn]" as the vector of probabilities of choosing the DL mode for
the N base stations: this is the vector of mixed strategies over the action set A. Since we
aim at maximizing the average WSR, the payoff of player n, denoted as W, (z), can be
either the WSR W3 (z) or its approximated version W2(z). The objective of each player
is the maximization of his/her average payoff, through the choice of a mixed strategy.

Now, the scheduling problem translates into the following static game (in normal
form) with players, actions, and payoffs

G={L,...,N}L A {W,(2)}). (7.17)
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7.4.1 Mixed Strategy Selection

We find an MS-NE, where each player aims at maximizing its average payoff (solution
of (7.9)); if any player deviates, then its payoff degrades. In DTDD, this means that
the equilibrium distribution locally maximizes the payoff at each cell. To solve the
optimization problem in the MS-NE sense, we impose also the principle of indifference
[127]. This principle imposes the further constraint that player n chooses g, also to make
his/her opponents indifferent over their actions. More precisely, the opponents would
obtain the same average payoff, no matter which action they choose. Hence, the cross
interference with optimal distribution yields that the same rate in UL and DL is achieved
by neighboring cells.

This is achieved only in the asymptotic regime, with many opportunities to alternate
between UL and DL, while in practice channel and rate weights can be considered constant
only over a few slots, yielding only few opportunities.

For user n in UL and DL modes, the average payoff is denoted as E [W;,(z)|z, = al,
with @ = 0 or 1, respectively, where the expectation is taken with respect to all the
possible actions z,,, m # n of the opponents of player n. By imposing the indifference
principle, we obtain the following system of N nonlinear equations in N variables (¢, )
[Sec. 4.6.2 [127]]

E: [Wn(2)|2n = 1] = E2[Wy(2)|2, = 0], n=1,...,N. (7.18)

The average payoff of player n, can be written as a function of the probability that the
various modes are selected, i.e., [see (113.1) [127]]

E, [Wn(2)|zn =a] = Z Wi (2')Plz = 2]

z'c Azl =a
N (7.19)
= Z Wn(2') H g (1= ) %,
z'e Azl =a m=1,m#n

where the latter equality is obtained considering that modes are selected independently
by each player n with probabilities g, (see (7.8)).

Given the information shared from neighboring cells, (7.18) and (7.19) provide a
system of polynomial equations in ¢, € [0,1], which can solved by each cell using
numerical methods (see [131] and references therein) to pick its mixed strategy. Moreover,
each cell also knows the strategies of others as every player solve the same system (7.18),
according to MS-NE.

Problem (7.7) is then shifted into a system of equations, which can be solved very
efficiently. To further save computational complexity, (7.18) can be solved only at one
base station and the optimal distribution communicated to the others, as all players solve
the same system. The amount of information shared strictly depends on the type of
payoffs, as discussed in Section 7.4.2. Lastly, note that the MS-NE system of equations
has at least one solution as the actions set of DTDD players is finite [Prop. 116.1 [127]].
However, being nonlinear, it may exhibit multiple solutions. In that case, all the players
must agree to choose the mixed strategy that maximizes the overall system performance,
to avoid ambiguity.
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7.4.2 Impact Of The Payoff Model

We now consider the different alternatives of payoff W,,(z), and their consequences on
the communication overhead.

Simplified-payoff (SIP) game with payoff W?(z) When W, (z) = W;3(z), the interference
power I, ;(z) has to be computed. In this case, although players independently solve
(7.18), they need to share information on the mutual interference, in particular, matrices
B, H, U, weights {wg(z,)}, and the allocated powers.

Approximated-payoff (APP) game with payoff W2(z) When W, (z) = W2(z), the base
stations only need to share information about weights {wy(z,)}, allocated powers and
NK elements of matrix H, corresponding to the direct signal channel gains. All the CI
channel gains instead can be omitted. Still, we need the average interference power J,(z).
From (7.10), we observe that this can be obtained from the (N — 1) average interference
terms I_n’m(zm), m=1,...,N, m # n. Therefore, a significant reduction of signaling
overhead is obtained with this payoff. Moreover, as these average interference terms are
slowly time-varying, they can be shared at a slower rate that H, making the signaling
overhead negligible.

7.5 Numerical Results

We now evaluate the performance of both SIP and APP games in a DTDD 5G network.
We assume that channel varies every 10 ms (one frame) and each user block comprises
one resource block of 12 subcarriers, continuously allocated to the same user for one
DTDD frame. Therefore, only one computation of the MS-NE takes place to schedule 10
slots. For comparison purposes, we consider:

a) the instantaneous optimal approach (OPT), which works as follows. At each slot,
we first compute the WSR W (z) of (7.6) with W;;(z) for all possible scheduling modes z,
using the power allocation of (7.15)-(7.16), and then select the mode and powers yielding
the maximum WSR. Note that we must evaluate 2V scheduling modes (all possible z
vectors of size N with 0-1 entries). Moreover, the full channel state information must be
transferred to a central node, where the WSRs are computed, and then the scheduling
decision should be broadcast to all cells. These operations must be repeated at each slot;

b) the static TDD (STDD) scheme with frame equally partitioned in both directions,
i.e., 5 slots in UL and 5 in DL;

c) the decentralized scheme [129], which always assigns the first 2 and the last 2
slots to DL and UL, respectively, whereas the rest of the slots are chosen by making the
optimal allocation of a DL to UL switching point.

In all cases, power is allocated in the greedy fashion, as in (7.15) and (7.16). The
expectations of (7.13) and (7.14) have been computed by averaging multiple channel
estimates.

We consider an outdoor dense scenario, with seven hexagonal small cells, having side
of size 333 m. LoS channels with path-loss exponent 2 are assumed. This results to
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Figure 7.2: Average network payoff of a DTDD system for OPT, SIP, APP, and STDD, as a function of
¢, with fixed 15 users per cell.

be the most challenging scenario for DTDD [128]. We wrap the scenario into a sphere,
which leads to each cell having 6 interfering cells. We also assume ¢; = ¢s = ¢ and the
maximum transmit powers at the base stations and users, a1 = ap = 23 dBm, as in [132].
Each base station and user is equipped with one omni-directional antenna. The UL and
DL rate weights are chosen from a uniform distribution. The noise power is -10 dB to
the signal power.

We remark that, although under the APP model the players use an approximation of
the payoff, we report here the resulting true payoffs obtained with their actions, according
to (7.5), by considering the actual CI at each slot.

Fig. 7.2 shows the average WSR achieved by the various approaches, as a function of
c. We note that both SIP and AAP significantly outperform TDD and [129], for all values
of ¢. This is due to the higher flexibility of both SIP and AAP compared to TDD and
[129]. Moreover, APP performs strictly close to SIP, despite its use of the approximated
payoff, which in turn makes APP quite appealing for its reduced communication overhead.
Still, SIP and APP exhibit a performance gap with respect to OPT, as in OPT we
optimize the cell mode, thus maximizing the instantaneous sum-rate, while APP and
SIP randomly select the cell modes, with densities that maximize the resulting average
sum-rate. Moreover, with APP players do not have a perfect estimate of the interference
when locally solving the MS-NE problem.

Fig. 7.3.a shows the cumulative distribution function (CDF) of the average WSR for
the various methods and typical CI management factor ¢ = 0.3. Both SIP and APP shows
a similar CDF, and provides higher average rates than static TDD and the method of
[129]; this indicate the proposed solution operates fairly among cells. Fig. 7.3.b shows the
average WSR as a function of the number of users per cell, again for ¢ = 0.3. According
to our assumptions in the System Model, the user block shrinks in the frequency domain
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Figure 7.3: a) CDF for the WSR with ¢ = 0.3 and 15 users/cell. b) Average network payoff of a DTDD
system for OPT, SIP, APP, and STDD, as a function of the number of users per cell.

as the number of users increases. The figure shows that our approaches are particularly
effective in dense networks, which are of interest for current and future generations of
cellular systems. Moreover, both games result to be extremely scalable as the network
size grows. With decentralized CI management, we provide a fully decentralized and low
complexity DTDD scheduling for dense networks.

7.6 Conclusions

A new CI aware, decentralized, and low complexity power allocation is proposed. Schedul-
ing of UL/DL transmissions in a DTDD scenario is cast into the MS-NE of a simultaneous
game among the base stations. Our performance evaluation shows a significant advantage
with respect to TDD and the state-of-the-art in terms of achievable WSR even in absence
of further interference rejection techniques for the most challenging DTDD scenario. In
particular, the APP solution also significantly reduces the communication overhead, while
performing close to SIP.
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Chapter 8

Conclusions and Future Work

This thesis presented several novel contributions for the SISO and MIMO FD systems in
the sub-6GHz and for the mMIMO FD systems in the mmWave. This chapter provides
the concluded remarks on the work items, lessons learned, and some future research
directions to be explored.

e This thesis started with a novel idea to reconstruct the saturated signal in the FD
systems with the LMMSE estimates of missing samples, presented in Chapter 2.
Results showed an optimal tuning point dependent on the resolution of the ADCs,
which exhibits the optimal compromise between the number of samples required to
reconstruct the missing samples and the QN. Our work addressed an important
issue of the FD systems, but it was presented in a simple scenario. Namely, it
was assumed that the known samples were perfectly SI free and only the SISO
FD case was investigated. Future work direction for this work may consider that
the known samples are corrupted with the residual SI, and joint adaptation of the
DSIC stage and signal reconstruction must be investigated, which can lead to a
more realistic design. Extension of this work to MIMO or mMIMO FD systems
is also desirable. In the second part of Chapter 2, a novel digital beamforming
design for the MIMO FD system under the joint sum-power and the per-antenna
power constraints was presented. Results show that the considered constraints
are prominent when the transmit power increases. Namely, as the LDR noise is
proportional to the total power transmitted from each antenna, imposing the power
constraint also constraints the transmit LDR noise variance and thus leads to higher
gain. Chapter 2 concluded with a novel SIC architecture, RF calibration algorithm
and measurements results for the MIMO OFDM FD system. The proposed SIC has
very low complexity, making it very desirable, and the proposed RF calibration is
applicable to any MIMO FD system. The experimental results taken at EURECOM
for an OFDM FD system showed that it is possible to achieve a low-rank SI channel
when the FD systems transmit and receive antennas arrays are placed according
to ULAs configurations. One interesting future research direction for this work
is to show the validity of the presented idea for a mMIMO setting, possibly with
multiple UL and DL users.
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e In Chapter 3, we first studied a novel HYBF for the IAB mmWave FD system.
Results showed that FD relay could lead to significant performance improvement.
Apart from the WSR, which was the criteria assumed in the problem formulation,
the FD relay also results in minimum latency for the communication from the
mmWave mMIMO HD BS to the users via hybrid FD relay. Future work of this
study item may consist in investigating the coexistence of multiple FD relays and
mmWave HD BSs and the design of the beamformers which are global network
interference aware. Then we studied a novel HYBF /multi-stage design for a point-
to-point mmWave MIMO OFDM FD system. Future work for this study item
may consist in extending the proposed design to multiple pairs of the OFDM FD
links or to the case of a multi-user OFDM mMIMO FD system. Finally, Chapter
3 concluded with a novel HYBF design for a K-pair point-to-point FD system.
Simulation results showed that the K-pair mMIMO FD system is able to achieve
significant gain over an HD system. As this work assumed a single-carrier FD
system, future work for this study item can consider the case of K-pair point-to-point
mMIMO OFDM FD links and investigate the achievable performance.

e In Chapter 4, we studied a novel HYBF design for a mmWave mMIMO FD
system with multi-antenna UL and DL users under several practical considerations.
Simulation results showed that the proposed design can achieve significant higher
gain over a single-cell mMIMO HD system by handling the ST and CI jointly with
the beamformers. As this work considered a single-carrier FD system, future work
for this contribution can consider the case of an OFDM single-cell FD system,
possibly including the joint adaption of the SIC architecture. Another interesting
research direction for this work could be the joint blind channel estimation and
beamforming design, which could reduce the communication overhead significantly.

e In Chapter 5, we extended our HYBF design to the case of a multi-cell mmWave
FD system by proposing a novel C-HYBF design. We also shed light on the fact
that centralized HYBF designs are infeasible for a multi-cell FD system. Then
we presented the first-ever P&D-HYBF design for mmWave, which enables per-
link independent optimization of the beamformers at each multi-processor FD BS.
Simulation results showed that both the proposed designs significantly outperformed
the traditional multi-cell HD system and achieved similar performance. Even though
the proposed P&D-HYBF design achieves similar performance as the C-HYBF, its
drawback is that it requires sharing one analog beamformer and analog combiner
of massive dimensions. Future work for this study item may consider the design of
the analog stage based solely on statistical CSI, which can avoid sharing the analog
beamformers and combiners of massive dimensions every channel coherence time
and thus reducing the communication overhead significantly. Another interesting
research direction could be studying non-cooperative P&D-HYBF schemes, which
could be very prominent for the next generation of mmWave FD networks.

e In Chapter 6, we introduced the concept of NF-IRSs for the mmWave FD system,
which leads to reduced power consumption and hardware cost. Results show that
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the NF-IRSs not only can replace the analog stage of the mmWave FD systems
but also lead to significantly higher gain. An interesting research direction for this
work could be the analysis of the performance with multiple users. Distributed
optimization of the beamformers and the NF-IRSs could also be an interesting
research direction as it can lead to faster convergence of the algorithm, for which
the joint optimization can require significant execution time, especially when large
NF-IRSs are used.

e Chapter 7 studied the problem of joint scheduling and power optimization of the
multi-cell DTDD system. The proposed solution is fully distributed and has low
complexity. Simulation results showed that our design can achieve significant
performance gain. This work was limited to the case of single-antenna users.
Future work direction for this study item could consider the joint optimization
of the beamformers, scheduling and power in a multi-cell MIMO DTDD network.
Moreover, in our work, we considered a non-cooperative approach. Distributed
solutions with cooperation by exchanging a small amount of information could also
be investigated, which can surely lead to further performance improvement.
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Appendix A

Gradient Derivation for OFDM FD
System

In this section we derive an expression for the gradient for the terms of the form,
Y = Adiag(CXD)B + F(X), R = CXD, (A1)

where F(X) represents any matrix function in X. Each element of Y can be written as,

Yi,j = Z Ai,mRm,an,j(Sm—n + F(X)i,j7

Rimn = Z ConpXp.gDyn, (A.2)
P
Yij= Z Azm(z CrnpXpgDgn)Bn,jom—n + F(X)i;,

m?n p)q

where J;, represents the Kronecker delta function. We define V. ¢ as zero-valued matrix
except for a unity element at row r and column s and we obtain,

Odet(Y) adet odet (Y det ij)

X _;V Z Z oY, ; X5

B odet(Y det( (X)i,5)
- Zvr,s — 8Y1j ;A—Z mCm rDs nB ,]5m n Tm]

odet(Y)
= g Vr,s(§ Cm,rDs,n( - aTiin,mBnJ)&m*”—i_
(2] ’

Odet(Y

8det(Y7) det(F(X)m-) ) /
% TA)CT +F

. 0X.,

= [Ddiag(B(
1]

For simplicity we call the second term in the summation F’ since that is not of interest
here or the required gradients (needed forms of F(X)) are derived in [133]. Further using
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the result, 8dg§((Y) = det(Y)(Y 1T we can simplify it as ,
Y
8(12‘5)(() = det(Y)[Ddiag(BY *A)C]T + F. (A.4)
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Proofs for Chapter 5

The proof of Theorem 3 is based on the result derived in the following.

Lemma B.0.1. Let Y = AXB + a A diag(X + Q)B + b diag(CXD + E) + F. The
derivative of lndet(Y) with respect to X is given by

OlndetY
——— =AY B 4 g diag(ATYHBH
X +a diag( ) (B.1)
+b CMdiag(Y ) D".
Proof. By substituting ¢ = Indet(Y), we can write
0o =Y "M :dY =Tr(Y'dY), (B.2)

where operator : denotes the Frobenius inner product, i.e. Grp : H = Tr(GgFH). Its
derivative with respect to X can be written as

Do _ d .
X = Y 7. [O—X(AXB + a Adiag(X)B
+b diag(CXD + E) + F))],

(B.3)

where the last term results to be zero as independent from X. Substituting the Forbenius
product with the trace operator, using its cyclic shift and separating terms, yields

09 _0Tr(BY 'AX) 0 Tr(BY 'Adiag(X))
== a

oxX 0X 0X
P ; : (B.4)
b8 Tr(Y ~'diag(CXD)) ba Tr(Y 'diag(E))
" X " X ’
3

where the last term being independent of X is also zero. To proof the aforementioned
result, we proof the derivatives of 1,2 and 3 separately. Firstly, for 1, by using : and
doing some simple algebric manipulations leads to

8 Tr(BY 'AX)

X =AY HBH . 9X = AHY-HBH, (B.5)
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To obtain the derivative of 2, we first define diag (X) = Z. The diagonal of X can be
written as diag(X) = I o X where o denotes the Hadamard product. By writing 2 with :
and expressing the diagonal term as a function of o, and using the commutative property
of the Hadamard product leads to the following result

0 Tr(BY 'AZ)
a

_ H~—HpH .
g —a ATY-HBH . 57,

=a APYHBH . 100X, (B.6)
—a APYHBH 019X,
=a diag(AHY_HBH).

To compute the derivative of 3, we first define diag(CXD) = W. By using a similar
approach as in (B.6), we get

oTr(Y'W
b (aw) =bY 1. oW,
=bY " :10CHXD,
—bY Hol:COXD, (B.7)
= b diag(Y~ ) : COXD,
— b CMdiag(Y~) "D,
Combining the result from each term concludes the proof for Lemma (C.1). O]

To prove Theorem 3, note that the covariance matrices in 4.11 has a special (Hermitian)
structure, i.e., B = A and D = CH. Therefore, the result of Lemma C.1.1 for this
particular case is given in the following.

Lemma B.0.2. Let Y = AXB +a Adz’ag(X + Q)B +b diag(CXD + E) + F, where the
size of matrices involved is such that the product is valid. Let B = A" and D = CH and
the derivative of Indet(Y) is given by

OlndetY

H~—H . H~—H
X =AY "A+a dzag(A Y A)

(B.8)
+b CHdiag(Y ) C.

Proof. The result follows directly by relying on the result given in Lemma C.1.1 by
substituting B = A and D = C#
O

Proof. Theorem 8 To prove the gradients to linearize the WSR with respect to T} and
Q;, we proceed by simplifying the WSR as

WSR = l;/{ wilndet (Rk) — wgIndet (RE>

+ % wjlndet (Rj> — wjlndet (R;) .
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The WSR* and WSRP? should be linerized for T}, and WSR?L and WSRYZ for
Q;. Note from (4.11) that Tj appears in WSR%L and WSRPL with the structure

Y = AXAH 44 A diag <X + Q) A+ diag(CXCH + E) + F, where the scalars a
and b are due to the LDR noise model, A and C are the interfering channels, F and E
contain the noise contributions from other transmit covariance matrices but independent
from T}j. The same structure holds also for the DL covariance matrices Q;,Vj € D. By
applying the result from Lemma B.0.2 with Y = Ry, or Y = Ry repetitively K — 1 time
for linearizing WSRz with respect to Ty yield the gradient Aj. Similarly, by considering
Y=R;jorY =R Vj € D and applying the result from Lemma B.0.2 yield the gradient
B;.

The same reasoning holds also for Q;, which leads to the gradients Cj and D; by
applying the result provided in Lemma B.0.2 for WSR? L J —1 times and for WSRY! K
times, respectively, Vj € D. O

B.1 Proof of Theorem 5

The dominant generalized eigenvector solution maximizes the reformulated concave WSR
maximization problem

WSR =Y [wklndet (I + UAHAF RFR;FgFHkUk)
kel
—TI‘(UkH(Ak"FBk‘FlkI-F‘I’k)Uk)} 510
+ 3 [wiindet (T+ VI GH-HIR="H,GrrV, ) (B10)
j€D
T (VEGH: () + Dy + 1T+ 0) GrrV;) ).

To prove Theorem 5 for solving (B.10), we first consider the UL digital beamforming
solution by keeping the analog beamformer and the digital DL beamformers fixed. We
proceed by considering user k € U for which we wish to compute the WSR maximizing
digital UL beamformer. The same proof will be valid Yk € U. The proof relies on
simplifying

max  wglndet <I + UHHIF, FR;F{{FHkUk)
U (B.11)
T (UkH (Ak + B+ LI+ \Ilk>Uk>

until the Hadamard’s inequality applies as in Proposition 1[38] or Theorem 1 [134]. The
Cholesky decomposition of the matrix (Ak + ]§k + I + ¥y) is given as L;ngH where Ly,
is the lower triangular Cholesky factor. By defining Uj, = LkH Uy, (B.11) reduces to
max wyIndet (1 + UL B FrpR-FHH,
k

(B.12)
L;70,) - Tr(U 0.
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Let EkaEkH be the eigen-decomposition of L,;lHkHR%_lHkL,;H, where E; and Dy, are

~ ~ H
the unitary and diagonal matrices, respectively. Let Oy = EkH U,Uy Ej and (B.12) can
be expressed as

rr(l)alix wyIndet (I + Oka) — T‘r(0k> (B.13)

By Hadamard’s inequality [Page 233 [135]] , it can be seen that the optimal Oy must be

1

diagonal. Therefore, Uy = L,;H E;O; and thereby

1
H|'F prR-'F-H Uy = LL{ L, "E,O2 Dy, (B.14)
= <Ak + B+l + ‘I’k>Uka,

from which we select u; dominant eigenvectors, which concludes the proof for the UL
beamformer for user k € U. For the digital DL beamformers the proof follow similarly by
considering the following optimization problem Vj

max  wjindet (I+ VI Gy H/R-"H,GrrV, )
i (B.15)
— Tl“(VfIGgF <C:j + ]jj + Iy + ‘I’())GRFVj) .
and simplifying it until the Hadamard’s inequality applies to yield a similar result as
expressed in (C.8).

The proof for analog beamformer Grpr does not apply directly as the KKT condition
have the form A1GrrAs = B1GrpBs, which are not resolvable. To solve it for the
analog beamformer G gr, we apply the result vec(AXB) = BT ® Avec(X) [136], which
allows to rewrite (4.22) as

> wy ((Vsvi (14 V, VI GH-HIR-"H, G ) _1)T®
jeED
HfRJ:IHj)VeC<GRF> — Z ((V]Vf)T & (éj (B.lﬁ)
Jj€D

+ ]jj + ‘I’o + loI))V@C(GRF> = 0.

The WSR maximizing analog beamformer can alternatively be derived as follows
(which allows the proof for the digital beamformers to be applicable directly). First we
apply a noise whitening procedure using the noise plus interference covariance matrix
le./ %on the received signal. Further, we can rewrite the whitened signal as follows

Y; = ((sg;va) @R 2Hj) vec(Gprr) + 1j, (B.17)

wherey; = R%l/ 2yj and n; represents the whitened noise plus interference signal. We

can write the resulting WSR optimization problem, after the approximation to concave
form and some algebraic manipulations on the linearized term, as
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GRrFr

max ;)wjlndet (I + Vec<GRF) " ((VijT)T ® Hng—l

Hj)vec:(GRF)) — Tr(vec(GRF)H<VjVJH® (B.18)

(Cj + 15]-) + W+ loI)vec<GRF)).

Taking the derivative of (C.12) for the conjugate of G rp leads to the same generalized
eigenvector solution as in (4.23). Note that this alternative representation has the same
form as (B.11), which is resolvable for the vectorized version of the analog beamformer
GRrp. Therefore, the proof for the UL and DL digital beamformers can now be applied
directly on the vectorized analog beamformer vec(Ggp), which is summed over all the
DL users served by the mmWave FD BS.
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Proofs for Chapter 5

C.1 Gradients

To derive the gradients (5.14) and (5.16) to construct the minorized WSR cost function,
we apply the following result we derived in Lemma 3 [91].

Lemma C.1.1. Let Y = AXB+a A diag(X + Q)B +0b diag(CXD + E) + F. The
derivative of lndet(Y) with respect to X 1is given by

OlndetY

X =AY "B + a diag(A"Y " BY)

(C.1)
+bC"diag(Y ") D".

The result stated above can be used to construct the gradients for the multi-cell
mMIMO mmWave FD system. To proceed, we write the WSR cost function (5.12) as

> [wk,Indet(Ry,) — wg,Indet (Ry)]

beB kyeU,

+>_ D [wjIndet(Ry,) — wj,Indet(R5;)]

beB jpEDy

(C.2)

To compute the gradient Ggfb to optimize the transmit covariance matrix T, for
UL user kp, in the same cell for which T}, acts as interference, we have to linearize with
respect to the users my, € Uy, with my, # ky. Applying the result in (C.1) for R,,, as X
and then Ry as X Uy — 1 times, and considering that X is Hermitian, yields the gradient

Gl =D wm, [Hy, B (Rl — oy + Bydiag (Res — Ry,

mpEUY

mpFkyp (CSa)
) ERFTHL, + ko, diag (HE BRF (RyL — R, R "H,,)].

To linearize with respect to the DL users in the same cell for which the transmit covariance
matrix Ty, acts as CI, we first replace R;j, as X and then R~ as X in (C.1), and repeating
it for all the DL users in the same cell leads to the following gradient
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1
k’b b _Zw]b Hjb k‘b R + /ijdla'g( R
J€Dy

))H, k. + k‘kbdiag(Hﬁ,kb (Rj:bl - R}bl)Hjb,kb)}v

(C.3b)

By repeating a similar reasoning for all the remaining gradients and applying the results

provided in (C.1) yields the gradients

G = w [HE, FEF( (R — Ry + fediag (R~

C§B keeU,
R;cl))FCRFHHCka + kkbdiag(kab FRF (Rg B Rl;l)
FCRFHHc,kb)} )
Gka% :Z Zwﬂc Jc lcb R + ﬂjcdlag(m
i%f jec€De

R, ")) H g, + ki, diag(H,, (Ril —R;")H.y,)],

1 —1 : —1 -1
Jbb _§ W, be RT -R,, +Bbd1ag(RE -R, )
ky €Uy

FRFH Hy, + ky, diag (H, FF (m R.")
FbRFHHb,b)] ,
GLL = 3™ wy, [Hf/ (R~ R + fy, diag (R — R, 1))

]bvb
leDb
lb#Jb

)+ hdiag (11 (R — Ry, )

Z Z wkc HbeRF M R + 5cd1ag(m
ceEB k-.cU,.

c#b
- Rl;l))FRFH H,, + kbdlag(H FRF (RITI B Rl;l)
FCRFHHC,I))] 5

=2 2 wic [ (R - Ry s diag (R
réilg je€De

—R1))Hj,p + kydiag(HJ, (R — Ry Hj, ).
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C.2 Proof of Theorem 6

The proof of Theorem 6 follows similarly as in Appendix B [91]. We proceed with the
proof by considering the minorized version of the optimization problem

HyrH pRFp—1 RFH
max > Y [wkblndet(l—i—Ukakab R F R,
GRF pRF beB kel

Uy,) — Tr (U (G,%fb +GPL+ GZ)LE + GkaLE
H
D) U)| + 30 3 [wjIndet (14 VI G HY (C.4)
beB j,eDy

-1 RF H~RFH (AUL ADL
R-H;, G, V) - Tr(V5, Gy (Gl + GTy

AUL | (DL RF
+G; 5+ G+ UpI) Gy, ij)} :
We first consider the optimization only with respect to V. The proof for the digital
beamformer Uy, will follow similarly. When optimizing V,, all the remaining variables
are fixed and their information from their previous update is saved in the gradients.
Therefore, form (C.4), only the following optimization problem needs to be considered

max  [wj,Indet(I+ VI G HIR-H, GFTV,)

Vj,
H~RPH (AUL ADL ~NUL ~NDL
— Tr(VJb Gb (Gjbvb + GjTNb + G’jl”g + Gjbyg (C5)
+ )GV,

The proof consists in simplifying (C.5), until the Hadamard’s inequality applies as in
Proposition 1 [38] or Theorem 1 [134]. The Cholesky decomposition of the matrix

Hp - - A . .
(G{,%F (GJULb + G?Lb + GZ% + sz% + d)bI) G can be written as Lj, LI where L;, is

b b Jo~ g

the lower triangular Cholesky factor. We can define f/;) = Lﬁ Vj,, which allows to write
(C.5) as

—H
max [wjblndet(I—l—ij L G H R, G
2z (C.6)
_Ho— G Ho—
Lj ij) - Tr(ij ij)}'

b
Let EijjbEﬁ be the eigen-decomposition of Lj;leFHHgRjiblHjb G{){FL;)H, where

—~
E;, is a unitary matrices and Dj, is diagonal. Let O;, = Lg‘/}b V;, Lj,, and we can
express (C.6) as

max [wjblndet (I+0,,D,,)— Tr(Ojb)} . (C.7)

Jb

By invoking the Hadamard’s inequality [Page 233 [135]], we can see that the optimal O,

169



Appendix C. Proofs for Chapter 5

1
must be diagonal. Therefore, U;, = Lj_bH E;,0; and thus
RFH xHp -1 RF _ Hy—H 3
G, HjbR% H; G," =L;L; L, " E; O} Dy ©8)
_ RFH (ANUL | &DL | &GUL | (DL RF '
=Gy (Ghp+ G+ G+ Gt DG
from which we select dj, dominant generalized eigenvectors, equal to the number of data
streams to be transmitted, which concludes the proof for the digital beamformer V.
For the digital DL beamformers Uy, , the result mentioned above holds immediately by
applying it to the optimization problem
max [wkblndet (1+ Ull|l FRFY R FRFHL, U,
Ukb b b kb (C 9)
H(AUL | ADL | AUL | ADL
= Tr(Ug, (G, + Gipp + G5 + G+ A I) Ukb)):| :
and simplifying the terms in log det(-) and Tr(-) until the Hadamard’s inequality applies
to yield a result similar to (C.8).

C.3 Proof of Theorem 7

To provide the proof for the analog beamformer, the results stated above cannot be
applied directly as the KKT condition (5.24) is not resolvable for G*¥', having the
form A; GEF Ao = By GEF Bs. To solve it for G,?F , we apply the result vec(AXB) =
BT @ Avec(X) [91], which allows to rewrite (5.24) as

H _ _
S (VI v, Vi e al R, ) ) s

Jb 7 gy Jbo ¥ Jp
€Dy
Hp-1 RF H\T AUL C.10
Hj, R— Hj,)vec(GHT) = (V;, V()" @ (GY (C.10)
~DL ~UL ~DL RF
+ Gﬁ,b + Gjtng + Gjb,g + ”l/JbI))VGC(Gb ) =0.

which now become resolvable for vec(GF'). To get to the KKT condition (C.10), we
first consider rewriting the cost function such that, taking its derivative leads to (C.10).
Firstly, we consider applying a noise whitening procedure using the noise plus interference
covariance matrix R%Q on the received signal. We can rewrite the whitened signal as

%, = (55 ViF) @ RPH, ) veo(GEF) + iy, (C.11)

Jb " Jb

where y;, = Rjil/ Zyjb and nj, represents the whitened noise plus interference signal. The
b

resulting WSR, optimization problem by computing the minorizers for all the links with
respect to the unconstrained analog beamformer Gl]f”F can be stated as

max Y [wj,Indet (I+ vee(Grr) " (V;, Vi) @ B R

G Jb " Jb

RF .
Jb€D
Hjb)vec(GfF)) - Tr(vec(GfF)H(ijVj? ® (G]UbLb (C.12)
G+ G+ GRE ) vee(Grnr)) |
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By taking the derivative of (C.12) leads to the KKT condition (C.10). Note that
the restatement of the whitened version stated with Vec(GbRF ) has the same form as
the digital beamformer V;, or Uy,. By following a similar proof for V,, now it can be
easily shown that we can optimize the analog beamformer VeC(GfF ) as one generalized
dominant eigenvector, which is summed over all the users in DL in the same cell.
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