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Abstract—The fifth generation (5G) network has provided op-
portunities for novel over the network applications and services,
all with diverse demands for uplink and/or downlink latency,
throughput and reliability. One sector, which poses strict re-
quirements with regards to the aforementioned Key Performance
Indicators (KPIs) is the Automotive -and more specifically the
Connected and Automated Mobility (CAM), with a plethora of
use cases and scenarios. Although numerous methods have been
applied in the past, in order to properly measure the different
aspects of the 5G networks’ performance, as well as the domain-
specific applications’ KPlIs, there is a need to shed more light on
novel and efficient means to assess the impact of 5G deployment’s
performance on CAM use cases and scenarios. In this paper,
a thorough methodology is presented for three key CAM use
cases, namely Tele-operated Drivng, High-definiton Mapping
and Anticipated Cooperative Collision Avoidance, Besides the
methodology, measurement tools and selected KPlIs, results from
the large-scale trials’ execution in European corridors are also
presented and discussed, for each one of those use cases.

Index Terms—Vehicles, 5G, Measurements, KPIs, Tools.

I. INTRODUCTION

URING the last years, in the context of the 5th Gen-

eration (5G) mobile communications system design and
development activities, a plethora of solutions targeting diverse
radio, network and management aspects have contributed
in the radical evolution of the new system, demonstrating
substantial gains comparing to the previous generation. Never-
theless, standalone or disconnected solutions may often omit
to take into consideration several complexities and/or third-
party bottlenecks of the end-to-end system operation, leading
thus to non-realistic results and/or assumptions. Additionally,
measurements of specific aspects of the 5G system’s perfor-
mance may differ considerably from previous (e.g., 4G or 3G)
methodology [1].

Recently, the 5G Public Private Partnership (5G PPP)[2] re-
leased a white paper on the Service performance measurement
methods over 5G experimental networks [3], which makes a
thorough analysis on vertical use cases of various domains
for their application-specific performance Key Performance
Indicators (KPIs) and their mapping to the respective 5G
system-specific KPIs. Its primary scope is to identify (based
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on architectural elements analysis, information flow, etc.)
the potential impact on the service performance and user
perceived quality. As this white paper highlights, the main
challenge is to understand the relative influence of 5G network
performance indicators to the vertical services. The KPIs
mapping methodology includes three steps, i.e.: a) research
on definitions and information derived from relevant SG-PPP
projects, standardisation bodies and respective alliances, such
as ITU, NGMN etc., as well as definition of use cases from
5G-PPP projects’ prespective; b) identification of relevant key
service KPIs and their definitions that are of importance to the
respective industry, and ¢) mapping of selected service KPIs
on the respective network KPIs that impact the operation of the
architectural elements that participate in the service provision
process.

Automated driving and mobility is one of the key use cases,
which have been identified for driving the 5G system innova-
tion and potential, accompanied by numerous challenges and
ultra-strict requirements [13], both for enabling the successful
automated operations but also for ensuring that human safety
will never be at stake. To this end, the Cooperative, Connected
and Automated Mobility (CCAM) concept has been recently
introduced; in this context, a plethora of diverse applications
and scenarios have been described, such as Tele-operated
Driving, Anticipated Collision Avoidance, Vehicle Platooning,
etc. The realization of CCAM targets to radically increase the
mobility safety by reducing accidents, improve road traffic
efficiency, reduce environmental impact of road traffic, and
foster new ways of creating revenue via reducing both capital
and operational costs of mobility stakeholders.

Advanced validation trials have been initiated during the
last years, presenting already results concerning both 5G end-
to-end system (non-standalone or standalone) related KPIs, as
well as vertical application-specific ones. Such trials focus on
diverse vertical industries, such as the Automotive, Industry
4.0, Media and Entertainment, Energy, etc. and target to
evaluate the end-to-end 5G system’s performance, analytically
measure, assess and analyze validation results and ultimately
provide valuable insights with regard to the actual, realistic
capacity of the new system.

A group of projects, funded by the 5G PPP Phase 3 [4]
are among the ones, which already output results of such
advanced validation trials. 5GCroCo [5] is such a 5G PPP
Phase 3 project, which carries out CCAM trials in the cross-
border corridor along France, Germany and Luxembourg, and
which validates different 5G technologies of an end-to-end



deployment, such as Mobile Edge Computing (MEC), cross-
Mobile Network Operator (MNO) handover, NFV MANO and
SDN integrated architectures for cross-domain scenarios, end-
to-end Quality of Service (QoS), predictive QoS with CCAM
application adaptation, etc. Those technologies are validated in
the context of three key use cases (UCs), namely Tele-operated
Driving (ToD), High Definition Mapping (HD Mapping) and
Anticipated Cooperative Collision Avoidance (ACCA).

In this work, we provide a comprehensive analysis on the
performance evaluation methodology that has been followed
in the context of the project, focusing on the three project
use cases, as well as their specific requirements and KPIs;
the tools that have been developed and utilized throughout the
validation activities are also presented, along with indicative
result samples that provide a deeper understanding on the
analysis that was carried out.

II. TESTS AND TRIALS PRESENTATION

In this section, an overview of the three SGCroCo test cases
are presented, along with their key requirements, trial site
information and execution methodologies.

1) Tele-Operated Driving: Current automated driving ve-
hicle prototypes prove the feasibility of truly driverless cars.
Tele-operated Driving (ToD) can be leveraged as an en-
abling technology to smooth this transition, as edge cases
remain which necessitate falling back on human operators.
An overview of the ToD use case is shown in Figure 1. For
ToD, an interface over the mobile 5G network is created that
allows a human to remotely control a vehicle. Through such an
interface, sensor and vehicle data, e.g., video feeds and current
velocity, are transmitted from the vehicle to the vehicle control
center (VCoC). There, the data are displayed to the human
operator who generates control commands.

ToD has very demanding requirements with respect to
functional safety as errors generated by the automated vehicle
system might cause injuries to passengers and other road users.
Today’s concepts for functional safety, like the one specified
mainly in the 1SO26262 standard [6], are not considering
the case that vital parts of the system are developed not
considering the rules specified in the ISO26262. To keep the
possibility to provide functional safe ToD, concepts have to
be developed that allow the existence of system elements that
are not developed according to ISO26262 while still keeping
functional safety under full control (this could be but is not
limited to a safe control of the respective system elements).
A functional safe and reliable control of the communication
is one of the key needs. For this, 5G concepts like predictive
Quality of Service (pQoS) are indispensable [14].

In addition, high quality of the information provided to the
tele-operator, e.g., from cameras in the vehicle is necessary to
allow safe tele-operation. This means that camera information
together with data from other sensors must be provided to
the tele-operator with short latency, high quality and high
frame rates. This is only possible with new 5G uplink capacity,
latency and reliability capabilities.

This test case is divided in four User Stories:

e User Story 1 — Remotely Controlled Maneuvering (direct

control, low velocity) - The goal is to demonstrate how
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Fig. 1. Overview of Tele-operated Driving Use Case

Tele-Operated Driving and 5G communication technol-
ogy can be used to overcome scenarios in which an
automated driving vehicle does not know how to handle
an unexpected road blockage.

o User Story 2 — Remotely Controlled Path-based Driving
(indirect control, low velocity) - Focus is to demonstrate
how Tele-Operated Driving and 5G communication tech-
nology can be used to overcome scenarios in which an
AD vehicle does not know how to tackle an unexpected
road blockage. In this user story, the indirect control
concept, which is less critical in terms of latency, is
applied.

o User Story 3 — Remotely Supervised Control (high veloc-
ity) - The goals of the test cases for this user story are to
evaluate the limits of ToD with 5G technology, analyze
the handover and velocity limits and check cross-country
interoperability.

e User Story 4 — Slim Uplink for ToD (indirect control,
low velocity) - This user story demonstrates if a ToD
session can be executed using a new approach. It implies
to share periodically changing images instead of videos
and to compensate this with additional vehicle perceived
object information to the tele-operator. Furthermore, it
has the goal to observe if this new approach allows the
planning of future mechanisms that will be the key to
calculate the overall resources needed across the vehicle
and the VCoC. The main goal is to improve efficiency
and scalability of the uplink data channel, while achieving
comparable results as in previously described user stories,
in which the main goal is to overcome scenarios where an
AD vehicle does not know how to tackle an unexpected
road blockage.

2) High Definition Mapping: The high definition map is
one of the corner stones of an autonomous car. The basic
functionality is to determine the vehicles position, which road
and which lane is it in. Once the position has been established,
information such as lane markings, lane connectivity and other
information can be extracted from the map and used by the AD
function. The HD map can also be used as the base upon which
more dynamic information can be stored, e.g. road works and
accidents.

Since the AD cars require the map data to be constantly
up to date, the drives done by the map suppliers mapping
vans are not sufficient. As many cars as possible need to be
able to contribute to keeping the map up to date, using their



connectivity to send sensor data to some back end, where the
map can be updated if needed. Depending on the sensor type,
this data can be quite heavy and require large bandwidth. In
other cases, a low latency is required, so that changes can be
made available to other cars as quickly as possible.

In this use case the 5G network and the MEC will be
benchmarked using HD maps as the test subject and according
to the aforementioned requirements.

Seamless availability of the autonomous and automated
driving functionality is key for acceptance of such functional-
ity. This is especially true in a fully autonomously driving car,
where outages of the functionality would cause passengers not
capable to drive themselves to be stuck. In order to get such
seamless availability, it is very important to have accurate HD
maps, especially the dynamic, fast changing parts, available
any time and everywhere.

Such an order of magnitude of availability cannot be
achieved with today’s communication networks that are lack-
ing full area coverage and a reliable prediction of the avail-
ability of connectivity. For HD maps a function like predictive
Quality of Service that is currently discussed for 5G is
essential to allow the aforementioned availability always and
everywhere.

In future traffic scenarios there might be many autonomous
vehicles active in quite small areas meaning that the HD map
updates have to be provided for many vehicles at once. This
leads to new requirements for high capacity or novel data
distribution capabilities in downlink (e.g. efficient multicast)
which are not fully available yet in 4G and below. Further-
more, the quality of the HD maps is highly correlated with
the number of sensing vehicles that participate in the HD
map generation. This means that, even though the amount of
data for individual cars might be small enough to be covered
by 4G Networks, the number of contributing communication
units likely cause data traffic that goes beyond the capacity of
today’s networks.

HD map content hosting and receiving updates in MEC
assures data is kept local where it is actually needed and
enables rapid cycles of uploading detected HD map changes
and distributing this change to vehicles in proximity. MEC
hosting enables the MNO to have control over the full end-to-
end path of the communication, which is not true when only
relying on hosting in the public Internet.
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Fig. 2. HD Mapping User Story 1 — HD Map Downloading to the Car

The HD Mapping also is divided in four scenarios/test:

e User Story 1 — Streaming the Map to the Car - The goal
of the test cases for this user story is to demonstrate
how 5G communication technology can be used to enable
automated driving by making sure that the car always has
the latest version of the HD map available.

o User Story 2 — Uploading Map Deviations to the Cloud
- Demonstrates how 5G communication technology can
be used to enable automated driving by making sure that
the map system in the cloud will catch changes in the
environment as soon as possible, thus enabling the car to
always have an HD map available which is as accurate
as possible.

e User Story 3 — Closing the Loop - In this user story it
is demostrated how 5G communication technology can
be used to enable automated driving by making sure that
the map system in the cloud will catch changes in the
environment as soon as possible, update the HD map
accordingly and then send the updated map to the car,
thus enabling the car to always have an HD map available
which is as accurate as possible.

e User Story 4 — Download Map Updates Supported by
Network Performance/Cost Prediction (pQoS) - This user
story is similar to user story 1. But before performing the
download, the vehicle provides the route (waypoints) it
intends to drive to the network and the estimated data
volume to be downloaded. The network will provide a
prediction of:

Expected downlink throughput at the waypoints
(Best Performance)

Cost charged at the waypoints (Cost Reduction)
With this information, the vehicle will select the appro-
priate location to perform the download.

3) Anticipated Cooperative Collision Avoidance: The An-
ticipated Cooperative Collision Avoidance (ACCA) application
relates to the possibility to anticipate certain events in order to
reduce the probability of collisions in situations when typical
sensors partially will have no visibility or a short detection
range (e.g. a few hundred meters). In certain situations, typical
vehicle sensors (radars, cameras, lidars) will not have good
enough performance to reliably detect and localize dangerous
events on the road with sufficient level of anticipation. In such
a situation, too late detection of a dangerous event will trigger
a hard braking or a dangerous maneuver or even lead to a
collision.

The ACCA service allows to anticipate the detection and
localization of such dangerous events to induce smoother and
more homogeneous vehicle reaction. It is based upon the use
of off-board servers that collect and process the available infor-
mation. V2N2V type of communication is prioritized but direct
communication is not precluded. The vehicles will upload
a set of information such as their warning status (position,
speed, heading etc.) on themselves (e.g. encoded in CAM’s)
or on remote elements like the road side infrastructures using
their local perception based on-board sensors (e.g. encoded
in CPM’s) [15]. At the same time, they will share a set of
detected events (via the use of hazard reports, e.g. encoded
in DENMs). This data is uploaded into specific off-board



servers. These data will be used by Mobile Edge and Public
Internet deployed servers to create an off-board Distributed
Dynamic Map (DDM) which handles and consolidates all
collected information based on a known road topology. The
ACCA application can be considered as a first step towards
an off-board eHorizon reconstruction.

5G with MEC is required for ACCA use cases for the

following reasons:

o Need of high and guaranteed reliability of the connectiv-
ity between the vehicle and the off-board, MEC-hosted
Geoservice [16],

o Need of low and guaranteed latency of the connectivity
between the vehicle and the off-board Edge MEC-hosted
Geoservice,

e Need of backend interconnection between the central
Traffic Management System hosted on the Public Internet
and the MEC-hosted Geoservice. It shall be noted that the
ACCA use cases will not stress the 5G capability of high
throughput per vehicle. To provide useful information, the
MEC service shall demonstrate that it can:

o provide trustable information by running fusion of hazard
information coming from multiple sources (vehicles and
backends),

o provide information with a low latency,

o aggregate information from multiple sources (vehicles
and backends) and of different nature, to deliver con-
textual information, which can be more easily used by
ADAS systems.
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Fig. 3. ACCA User Story 1 - Ego Detected Hazard (Cross-country)

In this Use Case there are three scenarios:

o User Story 1 — Ego-detected Event - Two cases are
considered for this user story:

1) Vehicle B had an accident and is assumed to
be on the same lane as the vehicle A. It sent a hazard
report (e.g. ego DENM) to the local MEC host. Vehicle A
subscribes with the Geoservice to be notified about hazard
in its ROI (Region Of Interest). When its ROI covers the
hazard, Vehicle B is informed by the Geoservice with an
immediate response following its subscription

2) Vehicle A has subscribed with a large ROI. While
the ROI is the valid ROI for the vehicle A, Vehicle B has
an accident. It sends a hazard report (e.g. ego-DENM) to
the Geoservice which notifies Vehicle A.

e User Story 2 — Stationary Vehicle Remotely Detected
Event - In this story the focus is on the detection of hazard
on the road with the use of the MEC infrastructure. In
two occasions, with the use of the vehicle ego information
or the vehicle on-board sensor detection, the Stationary
Vehicle hazard is computed and then shared by the
Geoservice, depending on patterns on the shared values.

e User story 3 — Traffic Jam Remotely Detected Event -
This user story is similar with User Story 2 but now the
event that the Geoservice triggers is a Traffic Condition
with many vehicles instead of a Stationary Vehicle con-
cerning a unique mobile object.

A. KPI Description

In the following section the overview of the KPIs will be
presented that were used in the use cases above. Each use case
has a specific set of KPIs used to validate the tests and trials.

1) Tele-Operated Driving: Regarding the ToD, it was
nessecary to validate not only the KPIs from the network’s
perspective, but also from the car’s side in order to have the a
complete overview of what is expected from such scenarios.

o KPI #1.1 — Manoeuvring Range: This is the distance
covered while the vehicle is being tele-operated. The
values are being calculated and measured in the vehicle.

o KPI #1.2 — Service Range: This is the distance between
the VCoC, i.e., the distance over which data is transmit-
ted. The values are being calculated in post-processing.

o KPI #1.3 - Information Exchanged and Estimated Pay-
load: This is the data volume and data rate exchanged
during the execution of the user story. The values are
being calculated and measured by the receiving side,
based on packet timestamps and sizes. Results will be
given for both, uplink and downlink.

o KPI #1.4 — Application Level Latency: This is the time
it takes for a packet to be transmitted by the mobile 5G
network. It is calculated and measured by the receiving
side, based on packet timestamps and does not include
the actuator delay, the sensor delay nor the in-vehicle
network delay. This presupposes that the sender and
receiver have synchronized clocks. Results will be given
for both, uplink and downlink.

o KPI #1.5 — Application Level Reliability: This is the
complementary packet error rate, i.e., 1 minus the number
of lost packets per number of transmitted packets. The
values are being calculated and measured by the receiving
side, based on packet sequence numbers. Results will be
given for both, uplink and downlink.

o KPI #1.6 — Age of Information: This is the time it takes
for an event, happening in front of the vehicle’s camera
sensors, to be displayed on the screens in the VCoC. It
is only measured in the uplink direction. As compared to
the uplink Application Level Latency, the measurements
incorporate the latencies in the complete application, e.g.,
the camera sensor, the processing algorithms and the
screens.

o KPI #1.7 — Positioning Accuracy: This specifies how
precise the global position, obtained via a GPS / Inertial



Measurement Unit (IMU) or odometry is measured. This
is relevant for performing path tracking control.

KPI #1.8 — Deviation from Desired Path: This is the
extent to which the actually driven path deviates from
the desired path, caused by tracking errors of the vehicle-
intern path tracking controller. The lateral deviation is the
distance from the vehicle’s position to the desired path
(length of the perpendicular). The orientation deviation:
Difference between the desired orientation and the actual
orientation of the vehicle.

2) High Definition Mapping:

o KPI #2.1 - Application Level Reliability: It is the per-
centage of successful service invocation, calculated as
% where 701 is the number of
map tiles or detected map deviations that are requested
to download or upload, and 7 fqieq is the number of
fails in which the failure is assumed if download or
upload does not complete within maximum time period.
A download or upload will not finish within maximum
time period if the corresponding downlink or uplink
throughput, respectively, is too low.

KPI #2.2 - Breakdown (Sub-KPI) Download / Upload
Throughput: For HD Maps, information is exchanged
over the mobile network from the vehicle to the HD Map
backend/server and vice-versa. In one direction, map data
is sent from map server to the vehicle, in other direction,
detected map deviations is sent from vehicle to the map
server. The download/ upload throughput presents the
measurements of information payload normalized with
the transmission time duration.

KPI #2.3 - Age of Information: The Age of Information,
needs to facilitate an appropriate reaction time of HD
Map changes to the current situation. It is the time
duration from the lead vehicle starting to send map
deviations to the map server, where the corresponding
map tile is updated and a new download is triggered to
the following vehicle, until the following vehicle finishing
the download of the updated map tile.

]Dsuccess =1~

3) Anticipated Cooperative Collision Avoidance:

o KPI #3.1 - Application Level Latency: a) User Story 1:
Time when the Hazard Notification is received by Vehicle
A minus time when the event is detected by the stationary
Vehicle B. b) User Story 2 and 3: Time when the Hazard
Notification (stationary vehicle / traffic jam warning) is
received by Vehicle A minus time when the relevant
message (CAM, other DENM, CPM or whatever other
message is used to detect the event) is generated by the
stationary vehicle (User Story 2) or vehicles in the traffic
jam (User Story 3).

KPI #3.2 - Application Level Reliability: Number of
received Hazard Notifications by Vehicle A divided by
number of new or updated Hazard Reports generated by
stationary Vehicle B, provided the Hazard Notification is
received within 1s. A notification of an event which is
older than Is is considered as obsolete and discarded.
The values are post-processed based on measurements in
vehicle A and B. For more than one receiving vehicle

it is measured per receiving vehicle. For User Story 2
and 3 also the ratio of successfully received messages
(e.g. CAMs) used to detect the event in the backend is
evaluated.

o KPI #3.3 - Service Provisioning Time: The duration
required for setting up the end-to-end logical network ser-
vice and configuring the related network and computing
resources that are required for guaranteeing the proper op-
eration of the virtualized service. In particular, in a cross-
border scenario, the measured Service Provisioning Time
represents the overall time required for provisioning a
cross-border Network Slice and the corresponding logical
network services, then including: - The time consumed at
the centralized Service Orchestrator [3] for coordinating
the cross-border Network Slice provisioning. - The time
consumed at each vMNO’s domain for setting up the
Network Slice Subnet of its competence, configuring
the network/computing resources and running the Virtual
Network Functions composing the network service. - The
time consumed at the Service Orchestrator for checking
the Network Slice Subnets status and verifying the result
of the end-to-end provisioning procedure.

B. Methodology

For determining the confidence of the results a typically
applied method to assess result confidence is to calculate
Student-t confidence intervals from independent experiments
[7]. In this context of CCAM trials it would mean to repeat
the same experiment several times keeping parameters, which
are under control of the executing persons, identical every
time while the random influences will be different each time
but should follow the same statistics. The experiments and
results obtained would then be independent and identically
distributed (IID). For each experiment the KPI of interest
could be determined, e.g. the Application Level Latency or
Reliability, and the average value over all experiments can be
calculated together with its confidence.

Alternatively, a single experiment, that should be very long,
can be executed and then the results (e.g. Application Level
Latency for each received message) are separated into batches
where each batch is considered an independent experiment.
Then the KPI for each batch is calculated along with the
average over all batches together with the confidence interval.
This method is known as Batch-Means [8]

The methods above require the number of experiments
and/or batches to be increased and/or to increase the runtime
of the experiment(s) to improve result confidence. Within each
experiment, each received measurement sample (e.g. message
latency) contributes to improve the confidence. It is therefore
of interest to find a method to calculate result confidence
and its improvement based on each received measurement
sample. The question if a latency is above or below a certain
threshold is a Binomial Experiment where a set of samples
can have two possible outcomes, namely “below or equal”
or “above threshold”. In case of consecutive samples being
independent, the formula for Binomial Proportion Confidence

w with z = 1.96 for the

Intervals [9] can be used: ﬁfz



95% confidence interval, n is the total number of samples and
p the fraction of samples with desired outcome, e.g. “below
threshold”. The term behind the plus-minus corresponds to the
symmetric confidence interval size around p.

Independent consecutive measurements, especially when it
comes to latencies, are rarely encountered in reality. Latencies
are correlated as they e.g. originate from buffers that do not
suddenly change their fill level or from retransmissions during
bad network conditions that usually also last for a while and
do not (dis)appear from one message transfer to the other.
Still, the formula can be used for a worst-case estimation of
required samples m for a certain confidence.

The Limited Relative Error (LRE) Algorithm was designed
to overcome the limitation of requiring consecutive samples
to be independent [10]. The mathematical foundation of the
algorithm is described in [11] along with its practical imple-
mentation in [10].

The algorithm was particularly designed for network latency
measurement experiments. The origin of the term Limited
Error comes from the fact that in one step the “randomness”
of the system itself is assessed by estimating its standard
deviation. Traditional confidence intervals can be large for two
reasons: either the experiment was not repeated enough times,
or it contains a lot of “randomness”. By normalizing to the
estimated standard deviation, two experiments, that only differ
in their standard deviation, achieve same confidence interval
sizes with same number of repetitions. Figure 4 illustrates
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Fig. 4. Mean Value of 10000 Normally Distributed Random Samples with
Mean Value 2 and Standard Deviation 1 and 10; Confidence Interval for 10
Batches with 1000 Samples per Batch

the influence of the “randomness” on Student-t confidence
intervals. 10000 random samples were drawn with same mean
value 2 and standard deviation 1 and 10 for the left and
right result bar, respectively. The samples were split into 10
batches with 1000 samples in each batch, according to the
Batch-Means method, and the 95% confidence interval was
calculated. For the lower standard deviation, the confidence
interval is only around 1% from the estimated mean value, for
the higher standard deviation it is 10 %. In both cases the true
mean value 2 is within confidence but for standard deviation
10 also 2.2. is within 95% confidence. The LRE Algorithm
determines an error that is independent of the “randomness”
of the experiment.

The algorithm extends the model of a Binomial Experiment
to a two state Markov-Chain where besides the probability
of the outcome also the transition probability from one state

to the other, or to stay within the same state, is considered.
The algorithm therefore estimates state probabilities, which
e.g. correspond to probabilities of exceeding a latency limit
X, and transition probabilities, being the likelihood to exceed
the limit again or to obtain a measurement that is below the
threshold.
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Fig. 5. Mapping of Latency Result Samples to a Two-state Markov-Chain
Determining if the Result is Above or Equal to x = 0.75 ms or below.

Figure 5 illustrates the two-state Markov-Chain used for the
LRE Algorithm when set to determine the relative error of an
experiment that should determine the probability of a latency
to exceed 0.75 ms. While Binomial Proportion Confidence
Intervals would only consider the ratio of samples p encoun-
tered in a state and the total number of samples n, the LRE
Algorithm also considers the state transition probability and
this way also considers correlations of consecutive samples. It
is therefore important that results are fed into the algorithm in
the same order they were collected.
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Fig. 6. Actual LRE Algorithm Implementation with Several “Buckets”
between a Minimum (0) and a Maximum (dMax) Value

Figure 6 shows the actual implementation of the algorithm
that does not require to define a certain threshold but is set to
a maximum and minimum value and the interval (bucket) size
for each state. The algorithm collects the number of “visits” to
each state, which corresponds to the histogram. It furthermore
saves the “transitions” for each state. These are defined as
events of passing through the state. For example, if a value
between 1.5 ms and 2 ms is measured, corresponding to state
“1.5” and then one between 0 ms and 0.5 ms, corresponding to
state “0”, the transition counter for state “1.0”, “0.5”, and “0.0”
will be increased along with the visit counter for “0”. The
relative error for a state can only be calculated if a minimum
number of visits and transitions was recorded. As a rule of
thumb, it makes no sense to use the algorithm with less than



1000 samples. The following conditions must be fulfilled for
LRE to be able to calculate the relative error, with n the total
number of samples, v(i) the number of visits to state i and t(i)
the number of transitions for state i:

n > 1000

v(i) > 100, n—v(i) > 100 (collect min 100 samples left
and right of state I; not enforced for max. and min. state)

t(#) > 10 (require min. 10 transitions)

v(i)—t(i) > 10 (have at least 10 more visits than transitions
towards higher states)

(1-v(i))—c(i) > 10(same as before towards lower states)

So, a result is considered not confident either because
the relative error is exceeded, which is typically set to 5%,
corresponding to 95% common confidence interval value, or
because there were not enough visits and/or transitions to
the state to calculate the relative error. The interval (bucket)
size can influence the number of visits and transitions but
experience shows that adjusting it usually has minor influence
on the point where the LRE algorithm determines the 5% error
to be exceeded and the point from where on the relative error
cannot be calculated anymore.
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Fig. 7. CCDF (Left) of Queue Waiting Times from a Simple Network
Simulator and Relative Error (Right) Determined by the LRE Algorithm for
0.1 and 1 Million Seconds Simulation Time

The left side of Figure 7 shows the CCDF of the delay
distribution of the queueing delay in a generated with a simple
network simulator . The result can be mathematically calcu-
lated and is exponentially distributed and therefore linear in
the logarithmic representation used in the figure. For very large
delays the shape obviously diverges from being linear. On the
right the figure shows that the LRE Algorithm determines the
error to be above% already from 0.2 s for 0.1 million second
simulation time and 0.27 s for 1 million seconds. Looking at
the corresponding y-axis values, the 99.9-percentile and 99.99-
percentile were determined confidently this way. In this case
a tenfold increase of samples also allowed a tenfold increase
in determined percentile.

C. Tools

1) KPI Measurement Platform: Although each use case has
its own validation method and its own KPI list, a common
tool is used: we provide a performance workbench platform
for each component involved into a use case. The purpose of
this evaluation platform is firstly to monitor the health of the
overall system in real time, by verifying that the logs show
the expected performance.

On the one hand, we must ensure that the demonstration
respects a certain level of quality. On the other hand, it is
simpler to handle potential bugs and to monitor the complete
system by collecting the logs. For example, we’re able to
quantify the elapsed time into each component for each
message (in milliseconds). So, we can manage to handle both
of these requirements deploying a complete stack to search,
analyse and visualise data.

The monitoring platform collects measurements from each
component deployed into the SGCroCo project [5], ensuring
that the end-to-end system works properly in real time and
polling data to compute figures and to produce visualizations
for the final report.

The goal is to provide a complete solution, including the
server and the client parts. We choose the Elastic Stack solu-
tion, with Elasticsearch for storage and search, Logstash for
data ingestion and transformation and Kibana for visualization.
This allows us to compute indicators on the runtime with a
specific format defined into the document.

Each component sends logs (partially or fully) to centralize,
save, share and merge them with the others components. The
monitoring platform aggregates many aims at the same time.
* Collect from the Mobile edge computers and the public
internet server * Ensure a low effort on implementers ¢ Run
offline to avoid network interference * Run online and require
minimal remote supervision ¢ Be flexible enough to handle
different measurements As seen in Figure 8, each component
develops its own client to share data. Every component in
the MEC should send the required logs to a Logstash server
installed in the same MEC in order to avoid having one
Logstash instance handling all the MEC logs. If the component
is packaged as a Docker container, the Gelf log driver can
be used to automatically redirect the standard output device
(stdout) to a given Logstash. The same collection method can
be used for components in a public cloud with a dedicated
Logstash in every cloud. The logs are then stored in an
Elasticsearch instance hosted on a public cloud so that it
can be accessible to all Logstash instances and all project
partners from anywhere. Another solution may be to host an
Elasticsearch instance in every MEC and synchronize their
data with the cloud Elasticsearch: this would allow us to
batch the new data every few seconds and avoid continuous
connection but can be technically challenging.
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Fig. 8. Each Component Sends Its Message to the ELK System.



2) Arduino module for End-to-end Latency measurement:
This module is used to measure Age of Information of the ToD
application in the VCoC. The delay measurement principle,
proposed in [17], is illustrated in Figure 9. The tool measures
the period of time it takes for an event (blink of an LED)
happening in front of the camera sensor to be detected by a
photo transistor (PT) on the display.

Both, the light source and light sink, are connected to an
Arduino single-board micro controller, which performs the
delay measurements and suppresses noise. These end-to-end
latency measurements, including the delays of the camera, the
video encoding and decoding algorithms, the through a wired
connection and finally the display, can then be collected by a
PC via a USB connection.
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Fig. 9. Delay Measurement for End-to-End (Glass-to-Glass) Latency [17]
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3) Volvo KPI Measurement Platform: For the HD Mapping
use case also the KPI measurement platform is used to enable
a real-time dashboard for demonstrations. In addition to that
the HD Mapping use case reports measurements to another
KPI measurement system which is also based on Elastic Stack.
For the first round of test and trials this assured the required
flexibility with changes to the measurement system sometimes
even done between two trials after on-site analyses revealed
the need to adjust something, e.g. adding further context
information to measurements.

4) Orange HMI: The Orange HMI is a dedicated V2X
Android application developed in-house by Orange. It is used
in the ACCA use case for two different purposes: Real-time
Remote Monitoring HMI On-board HMI

STATIONARY VEHICLE
»> 20 m <<

Fig. 10. Orange HMI in Monitoring Mode

5) ERI Network Delay Measurement PC: The car PC is
hosting the backend side of the experiment. The network vir-
tualization technique “network namespaces” is used to prevent
data to be delivered locally through IP routing and instead
to be sent over the radio network. On the backend side an
MQTT Broker is deployed, such as done for the Geoservice. A
corresponding sending client (MQTT Publisher) and receiving
client (MQTT Subscriber) are also deployed allowing to obtain
latency results closely resembling what is expected for small-
and large-scale tests and trials, especially with regard to radio
network.
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Fig. 11. End-to-end and One-way Latency Measurement System

D. Result Samples

In this section, the results from different scenarios are
presented, captured with the tools described above.

1) Use Case 1 - ToD: The uplink latencies of signals
transmitted during trials at the German-Luxembourgish border
(D-L) are plotted over time in Figure 12. The latencies of two
different signals are shown. The packets were transmitted via
MQTT (TCP) from the vehicle to the VCoC. The connection
was established from the vehicle in Luxembourg, connected
to a 5G network, to the VCoC in Saarbruecken (Germany)
through a VPN tunnel, which added a few milliseconds.
However, it can be observed that the measured latencies are
consistent. The average latency measured over all messages
and signals was 17.9 milliseconds.
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Fig. 12. Uplink Latencies during D-L Trials

Another result is the measurement of the age of information,
using the measurement tool described in C paragraph 2. For
100 samples, the histogram in Figure 13 shows the frequency
(number of samples times) over the time in milliseconds it
took for the LED blink in front of the camera sensor to be
detected by the phototransistor in front of the VCoC display



(G2G Latency). This measurement does not include the mobile
network. Thus, only the latencies in the hardware and software
components of application are measured. The average G2G
latency measured as approximately 130 milliseconds.

Histogram of G2G Latency for 100 Samples
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Fig. 13. Age of Information Measurement

2) Use Case 2 - HD Mapping: Figure 14 illustrates the
influence of the different abovementioned effects on the in-
stantaneous TCP throughput. It is shown for 4G, 5G as well
as for public Internet and MEC. A tile transmission is finished
when the integral over the respective instantaneous throughput
equals the tile size in Byte. The difference between 4G and
5G is in the maximum throughput and the RTT making it
difficult to precisely determine which of them has which
effect on the overall result. Furthermore, different frequencies
used, with 5G always being higher than 4G, result in changes
of the maximum throughput due to changing radio channel
conditions differ between the two.
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Fig. 14. Illustration of Different Influences on TCP Throughput

Figure 15 shows the average over all mean tile download
throughputs for 5G and 4G with MEC and public Internet
hosted HD Map Server.

Mean values in Figure 16 and corresponding CDF in Figure
17 show that MEC hosting provides slightly higher throughput
than public Internet hosting. It is improved from 10.7 Mbit/s
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Fig. 15. Average over all Mean Tile Download Throughputs for 5G and 4G
with MEC and Public Internet Hosted HD Map Server

to 12.9 Mbit/s (+20.6 %) and from 38.6 Mbit/s to 44.9 Mbit/s
(+16.3 %) for 4G and 5G, respectively.
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3) Use Case 3 - ACCA: Figure 18 visualize the mean values
and 95 % ClIs for MEC and public Internet hosting. The PSA2-
5G (Peugeot S.A.vehicle with 5G equipment used in User
Story 2) result of 23.2 ms mean Application Level Latency
corresponds to the expectation. 13 ms RTT were measured
with 700 Byte large Ping packets meaning that approximately
10 ms originate from application processing delays in the
client and backend. For PSA1-5G (Peugeot S.A.vehicle with
5G equipment used in User Story 1) a similar result was
expected but the obtained 48.6 ms are much higher. As the
same backend was used, the origin must be in the application
client, the Car PC hosting it or the CCU. This will be further
investigated. The result for PSA-4G (Peugeot S.A.vehicle with
4G equipment) is 18 ms higher than for PSA2-5G (Peugeot



S.A.vehicle with 5G equipment) and corresponds to the ex-
pected latency difference between 4G and 5G. For RSA-5G
(Renault S.A.vehicle with 5G equipment) the achieved mean
Application Level Latency of 18 ms is slightly lower than
for PSA2-5G resulting from different application processing
delays on the client and the backend. Measurements for public
Internet hosted Geoservice were only conducted for PSA2-5G
and PSA-4G as they equally apply for all other vehicles.
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Fig. 18. Mean of ACCA Application Level Latency for MEC and Public
Internet Hosted Geoservice with 95 % Cls

The CCDF of the Application Level Latency in Figure 20
shows that 90 % of the measurements from the PSA2-5G and
RSA-5G vehicles are below 25 ms. This corresponds to the
Ping RTT being 19 ms for 90 % of the samples assuming
around 6 ms to 10 ms are added by application processing
delay in the client and backend application. The 90 % is
shifted by around 25 ms for the PSA-4G vehicle compared to
PSA2-5G. This corresponds to the delay difference between
the 4G and 5G system. For the other 10 % of the measurement
occasional spikes in the application processing delay in the
client and/or the backend must be assumed. They can be
caused by occasional high loads on the CPUs of the hosts
and Car PCs.

The CCDFs in Figure 20 show for at least 75 % of
the measurements the expected behaviour of similar latency
distribution with constant shifts between 4G and 5G of around
13 ms and 10 ms between MEC and public Internet hosted
Geoservice.

III. CONCLUSION

In this work, we provided a detailed analysis on the ap-
proach and methodology that was followed in one of the
pioneering EU 5G-PPP Phase 3 projects for Connected and
Automated Mobility, namely 5GCroCo. Three key use cases
have been thoroughly presented, namely Tele-operated Driv-
ing, High-definiton Mapping and Anticipated Cooperative Col-
lision Avoidance, along with their evaluation KPIs. The tools
that were deployed for acquiring the various measurements,
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Fig. 19. Mean of ACCA Application Level Latency for MEC and Public
Internet Hosted Geoservice with 95 % Cls
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Fig. 20. CCDF of Application Level Latency

towards analysis and validation have been also presented. Last
but not least, indicative results are presented towards providing
a deeper understanding on the analysis that was carried out.
This work overall connects a number of methodological and
theoretical approaches for 5G CAM trial validation, with real
world findings, which can provide valuable insights for the
numerous forthcoming 5G and beyond-based trials to follow.
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