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ABSTRACT
Traditional topic modeling approaches generally rely on document-
term co-occurrence statistics to find latent topics in a collection
of documents. However, relying only on such statistics can yield
incoherent or hard to interpret results for the end-users in many ap-
plications where the interest lies in interpreting the resulting topics
(e.g. labeling documents, comparing corpora, guiding content explo-
ration, etc.). In this work, we propose to leverage external common
sense knowledge, i.e. information from the real world beyond word
co-occurrence, to find topics that are more coherent and more easily
interpretable by humans. We introduce the Common Sense Topic
Model (CSTM), a novel and efficient approach that augments clus-
tering with knowledge extracted from the ConceptNet knowledge
graph.We evaluate this approach on several datasets alongside com-
monly used models using both automatic and human evaluation,
and we show how it shows superior affinity to human judgement.
The code for the experiments as well as the training data and human
evaluation are available at https://github.com/D2KLab/CSTM.
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1 INTRODUCTION
Topic modeling is a text mining task that is widely used for many
applications, both for other NLP downstream tasks (e.g. text simi-
larity, document retrieval, recommender systems), as well as a tool
to explore, visualize and interpret the content of large collections
of text. While the first application can be evaluated and improved
by quantitatively measuring the performance on the downstream
task, it is harder to capture the ability of a topic model to generate
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results that are understandable and useful for a human user. Sev-
eral previous research efforts [4, 6, 13, 18, 27] have highlighted the
discrepancy between most quantitative and automatic evaluation
metrics (widely used in the literature) and human judgement, as
these models tend to optimize for numerical objectives that rarely
align or correlate well with what humans consider “topics".

Most topic modeling approaches focus on word co-occurrences
statistics as the main signal to detect the latent semantic relations
among them – an idea that goes all the way back to the 50s (“You
shall know a word by the company it keeps"[8]). This makes them
inherently incapable of capturing relations between words that
are not explicitly present in the training data, which is bound to
happen in any text collection with a large-enough vocabulary. A
lot of work has been done to explore the possibility of injecting
external knowledge (usually domain-specific) into the task of topic
modeling (Section 2). Yet, to the best of our knowledge, no attempt
to incorporate human general knowledge (or common sense) into
the process of topic modeling has been proposed to bridge the gap
between statistics-based optimization and human judgement.

In this paper, we try to answer the following research question:
How to generate topics that humans can easily understand? To
do so, we propose a method that combines the knowledge from a
common sense knowledge graph [25] with a clustering algorithm to
produce topics that are more correlated with the human judgement
of coherence while scaling seamlessly to large datasets.

2 RELATEDWORK
Our work touches on two aspects of the task of topic modeling:
incorporating external knowledge into topic models, as well as the
qualitative evaluation of topic models beyond automatic metrics.

Incorporating knowledge into topicmodeling. Ourwork joins
a growing pool of approaches aiming to incorporate external knowl-
edge into the topic modeling training. [5] approached the problem
of importing external “General knowledge" into the task of topic
modeling by factoring lexical and semantic relations of words such
as synonymy into the training of the topic model (LDA). They also
proposed to leverage training (domain) data itself to correct some of
the wrong knowledge that may have been injected into the process.
[9] followed a similar approach, focusing mostly on synonymy to
create “concepts" that replace words in the topic assignment phase
of training LDA, and incorporate the external knowledge in the
pre-processing step as well. [17] also proposed a modified LDA
algorithm that uses synonyms sets from a Thesaurus in both word-
topic assignment and document-topic assignment, conditioned on
their co-occurrence. [24] leveraged a different source of external
knowledge, by extracting and linking entities from the text, then us-
ing the embedding similarity for entities linked from the document
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as a constraint for training LDA. [29] introduced an efficient model
based on a factor graph framework to integrate prior knowledge
such as word correlation and document labels, by expressing the
prior knowledge as sparse constraints on the hidden topic variables.
Finally, several works [1, 26] explored using external knowledge
for Topic Labeling, aiming to improve the overall interpretability
of the generated labels.

TopicModeling Interpretability andEvaluation. In [4], Chang
et al. highlighted several shortcomings in the the use of automatic
evaluation metrics such as Topic Coherence, as topic models can
score high without creating “semantically meaningful" latent topics.
They also proposed two human evaluation methods (word intrusion
and topic intrusion) to examine the performance of 3 topic models,
and found that the automatic coherence metric does not align well
with human quality judgement. [7] found that usingWord Embed-
ding Coherence, i.e. using (external, pre-trained) word embedding
similarity to score how coherent the top words of the generated
topics are, and showed that it aligns better with human judgement.
[6] reached a similar conclusion after presenting a thorough survey
of the literature on topic interpretability and proposing a definition
of it. They also proposed an experimental framework which tests
both topic words quality and topic assignment, and studied how
different models behave in it. [18] conducted an expert analysis
of topic modeling results (based on LDA), and reported several
results such as how word intrusion detection correlates well with
human judgement of topic quality. They also devised a method to
automatically identify some classes of bad topics.

common sense knowledge. This is a blossoming interest in
modeling and reasoning using common sense knowledge, as demon-
strated by the increasing numbers of common sense knowledge
graphs [15, 22, 25] and models that use them [12, 19]. In this work,
we only focus on ConceptNet [25], a widely used common sense
knowledge graph, which models words of different languages and
the lexical relations such as Synonym and DerivedFrom, but also
semantic ones such as LocatedAt and UsedFor.

3 APPROACH
Similarly to previous works [23], we approach the task of topic
modeling as a document clustering problem, i.e. we generate vector
representations for all documents in the studied corpus that we
call common sense enriched bag of words representation, and then
we run a clustering algorithm to find 𝑁 coherent clusters (𝑁 being
the number of topics) which represent our topics. We refer to this
combination henceforth as CSTM (Common-Sense Topic Model).

Common-sense Enriched Bag of Words (CS-BoW). Inspired
by methods from the query expansion literature [2, 14], we pro-
pose to enrich the oft-used Bag of Words document representation
with related terms from the ConceptNet Knowledge Graph. The
advantage of using ConceptNet is that it is mostly populated by
the common sense “Related To” relation, which implies a topical
relatedness between terms. Concretely, for each word in the docu-
ment, we query ConceptNet to retrieve all terms that are directly
linked to it (one hop away on the graph), and we add them to the
document, but only if they already appear in the corpus (to avoid
increasing the the vocabulary size). For instance, a document that
mentions the word “camera" would automatically be enriched with

the words “photo", “lens", etc. The document representation is then
constructed as the Bag of Words containing all the original words
of the document, in addition to all words that are related to them
in ConceptNet. We surmise that by appending all related terms to
its words, each document becomes more representative of its topic.

We also use ConceptNet Numberbatch – pretrained graph embed-
dings for ConceptNet – to measure similarity between each word
in the document and the words to be potentially added. We only
keep the words above an empirically-defined threshold to avoid
adding noisy terms to the document representation.

We note that because this process does not add any new vo-
cabulary words to the vector representation, the performance of
the clustering algorithm is constant, i.e. this operation comes at
no cost except the preprocessing, which is done once and can be
trivially parallelized. The filtering via embedding similarity can
also be precomputed and cached so that the creation of the CS-BoW
can be done with almost no extra overhead.

Clustering. There is a rich and diverse literature on the task
of clustering. For the sake of simplicity and scalability, we choose
K-Means, a commonly-used clustering algorithm that is fast and can
handle bigger datasets using the highly optimized FAISS1 implemen-
tation, and we run it on the CS-BoW representations of the corpus
documents. Exploration of more advanced clustering methods is
left for future work. To generate the topic top words, we consider
the centroid vectors generated by K-Means and pick the 𝑁 com-
ponents (corresponding to words on the CS-BoW representation)
with the largest coefficients to represent the topic.

4 EXPERIMENTS
In this section, we detail the experimental setup to test our model.
We run CSTM alongside three baselines on 4 news datasets, all
annotated with topical labels for each document. For each dataset,
we consider the number of topics to be exactly the number of
ground-truth labels, as we expect our topic models to be able to
find the same ones automatically. For CSTM, we set the filtering
threshold to 0, i.e. any term that has a negative cosine similaritywith
the original document term (through Numberbatch embeddings) is
not added to the CS-BoW.

We then perform two evaluations: a quantitative analysis of the
resulting topic assignment (computed by measuring the agreement
between the resulting topic distribution among the corpus docu-
ments and the ground truth labels, using the V-measure metric [20]),
and topic top words (via Coherence). We compute both the NPMI
coherence (which is heavily corpus dependant) and the Word Em-
beddings coherence as defined by Fang et al. [7]. This measure has
been shown to correlate better with human judgement because
it relies on word similarity beyond a specific corpus (through the
word embeddings). Both coherence metrics are computed over the
top 10 words of each topic. We then perform a human evaluation to
validate the claim that factoring common sense into topic models
yield topics that are more easily interpretable by humans.

4.1 Baselines
We compare our model to two frequently used topic modeling al-
gorithms: LDA [3] and NMF [28]. We also add K-Means on the
1https://github.com/facebookresearch/faiss/
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traditional BoW representation to see how the common sense en-
richment helps with the task. For LDA, we only slightly fine-tune
the hyper-parameters, and we observed empirically that the default
ones seem to provide the best results. We also note that the prepro-
cessing of the dataset to remove the most and least frequent words
is crucial to get decent results with LDA. Similarly with NMF, we
vary the preprocessing and the generation of the BoW. For each
model, we train using 5 different seeds and several hyperparameter
configurations, and we keep only the results from the instance
with the highest Word Embeddings coherence (which is positively
correlated with the V-measure as well).

4.2 Datasets
For evaluation, we selected 4 news datasets with different charac-
teristics in terms of number of documents, number of topical labels,
vocabulary size, and writing style (editorial vs user-submitted). The
topic labels are essential for evaluation as they give us an idea on
what to expect our model to be able to find.

• 20 Newsgroups [16]: a collection of 18000 user-generated
forum posts arranged into 20 groups seen as topics such as
“Baseball", “Space", “Cryptography", and “Middle East".

• AFP News [21]: a dataset containing 70K English news arti-
cles issued by the French News Agency (AFP). The articles
are tagged with one or more topics coming from IPTC News-
Code taxonomy2. We consider only documents with one
label, and only the first level of this taxonomy such as “Pol-
itics", “Art, Culture and Entertainment", “Environment". The
label distribution is highly unbalanced.

• AG News [11]: a news dataset containing 127600 news arti-
cles from various sources, fairly distributed among 4 cate-
gories: “World", “Sports", “Business" and “Sci/Tech".

• BBC News [10]: a news dataset from BBC containing 2225
English news articles classified in 5 categories: “Politics",
“Business", “Entertainment", “Sports" and “Tech".

5 RESULTS
5.1 Quantitative Analysis
We evaluate our model as well as the baselines on the 4 datasets
and we report on the quantitative results on 3 metrics in Table 1.
While our goal is to produce humanly understandable topics, we
consider the two tasks of topic assignment (putting documents in
clusters that are similar to what a human annotator would) and
top words coherence (producing top words that are all semantically
related) as proxies to such goal. We later explore the correlation
between these metrics and human judgement.

On the automatically computed metrics, we see that CSTM gen-
erally performs the best or on par with the best on the V-measure
and the Word Embedding coherence, suggesting that the addition
of common sense knowledge indeed drives the resulting topics to
be closer to human judgement. The low score on NPMI, which is
solely based on word co-occurrences in the corpus, is justified by
the fact that the top words generated by CSTM do not explicitly
co-occur a lot in the corpus, but are rather semantically related
through the external knowledge.

2http://cv.iptc.org/newscodes/subjectcode/

Dataset Model V-measure WE_coherence NPMI

BBC

CSTM 0.789 0.382 -0.139
K-Means 0.662 0.346 0.105
LDA 0.729 0.359 0.122
NMF 0.172 0.371 0.0225

AG

CSTM 0.2506 0.387 -0.0539
K-Means 0.171 0.225 0.027
LDA 0.542 0.214 0.001
NMF 0.095 0.306 -0.0017

20NG

CSTM 0.403 0.303 -0.055
K-Means 0.433 0.246 0.127
LDA 0.403 0.353 0.031
NMF 0.274 0.281 0.092

AFP

CSTM 0.431 0.296 -0.0459
K-Means 0.444 0.329 0.159
LDA 0.397 0.322 0.075
NMF 0.409 0.308 0.127

Table 1: Quantitative performance of CSTM and Baselines
on 4 datasets. Best result on each dataset-metric pair is high-
lighted in bold

We also notice that K-means by itself is quite a good baseline for
topic modeling, especially on topic assignment. Human evaluation,
however, reveals that the topics found by K-Means are not easily
interpretable by humans.

5.2 Human Evaluation
For human evaluation, we tasked 12 fluent English speakers (grad-
uate students with limited to no knowledge of the task) to perform
three assignments to evaluate the resulting topics. NMF, the worst
performing model on all automatic metrics, was dropped from the
comparison to make the experiment easier for the subjects.

(1) Word intrusion: we follow the procedure as defined in [4].
To make the task tractable, we randomly choose one topic
per dataset/model pair, resulting in 12 topic-words sets. Each
set contains the top 5 words from a topic, with one top
word from a different topic shuffled in the mix. We ask the
evaluator to identify the odd word. The more the test is able
to identify the odd word, the better we judge the model to
be able to create coherent and understandable topics.

(2) Topic Labeling: we give the evaluator a list of the ground-
truth labels from each dataset (e.g. “Politics", “Technology"..),
alongside the top words from one topic generated by each
model. We then ask the evaluator to assign one of the labels
to the topic, and give a score to how well they match (on a
scale from 0 to 5, 5 corresponding to “all top words perfectly
matching”). The more a model is able to generate topics that
strongly match with the ground-truth labels, the higher its
accumulative score will be.

(3) Topic Classification: we give the evaluator a snippet (first
50 words) of a document picked at random from each dataset,
as well as the top words from the topic that it was assigned
to it by each model. The evaluators are then asked to choose
which topic they prefer among them, and rate the matching.
Each evaluator is asked to do so for 4 documents, one from
each dataset.
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To measure agreement, we divide the group into 6 pairs and we
give identical questions to each pair. Given the randomized nature
of the question, we expect the high correlation between answers
from each pair to reflect a broader agreement over the compared
topic models.

Tasks
Models Intrusion Labeling Classification

CSTM 83.3% 84.6% 27.5%
K-Means 33.3% 81.7% 19.5%
LDA 29.2% 52.9% 13.3%

Table 2: Scores percentage (w.r.t the maximum obtainable)
across datasets for CSTM, K-Means and LDA

In Table 2, we provide the results of our human evaluation. On
all three tasks, CSTM outperforms the other two models, with a
significant margin on two. On word intrusion specifically, CTSM
seems to produce top topic words with clear semantic coherence:
83.3% of the word intrusions were correctly identified. On the task
of labeling as well, evaluators were mostly able to identify labels
in the original dataset that correspond to the topics created by the
model and with high confidence. Finally, users mostly preferred the
topic attribution from CSTM to the other topic models, showing
how it can be used for automatic classification as well. The results
of the human evaluation as well as the script used to generate the
evaluation forms can be found at https://github.com/D2KLab/CSTM.
It is worth noting that, although the sample size for the human
experiment is relatively small, there was a high agreement among
subjects (an average pair scores correlation of 0.78), suggesting
robust results.

6 CONCLUSION AND FUTUREWORK
We propose a simple yet effective approach to incorporating com-
mon sense knowledge into topic modeling to produce topics that
are more readily interpretable by human assessors. On automatic
and human evaluation, CSTM proves to be a promising method for
generating topics that are fit for user-facing tasks such as guided
corpus exploration or textual data analysis and visualization.

Based on this primary work, we can explore different directions
of potential improvement: using TF-IDF variants to generate a more
robust CS-enriched representations, experimenting with other clus-
tering techniques and common sense knowledge graphs, combining
the CS-enriched BoW with other topic modeling techniques, and
studying the impact of all the hyperparameters (e.g. number of
topics, filtering threshold) in improving the quality of the results.
We also envision extending this work to the task of Topic Labeling,
as human interpretability is a key requirement for good labels.
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