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Abstract—The promising gains provided by coded caching in
ideal settings were thought to vanish in more realistic scenarios.
This drawback was due to two main reasons: First, the limitation
on the maximum number of chunks in which a given file can be
split. Second, the so-called worst-user bottleneck, which refers
to the fact that the transmission is limited by the user with the
worst channel quality at each time, and which is exacerbated
at low SNR. Recent works have shown that the first problem
can be exploited to reduce the worst-user bottleneck through
the use of shared caches and by dropping the use of XOR-
based transmissions. This work analyzes for first time how this
promising result impacts the delivery time of coded caching at low
SNR. Motivated by the fact that the delivery time under Rayleigh
fading does not have an expectation, Nakagami-m fading is
assumed to model the physical-layer channel. We derive the
analytical expression of the delivery time at low SNR, and we
also consider the regime of large number of users in order to
draw some valuable insights. Finally, we validate the correctness
of the derived expressions by means of numerical evaluations.

Index Terms—Coded caching, low SNR, Nakagami fading, and
delivery time.

I. INTRODUCTION

CURRENT and future networks are witnessing an ever-
increasing demand of multimedia content, which poses

a significant challenge in terms of congestion and delay. One
of the most promising solutions is Coded Caching, which was
introduced in [1] by Maddah-Ali and Niesen. Coded caching
capitalizes a resource that had not been previously exploited to
its full potential: the local memory (or cache) available at the
receivers. The scheme presented in [1], hereinafter referred to
as the MN scheme, leverages the receiver-side cache to simul-
taneously deliver content to many users through a shared link.

Specifically, the seminal coded caching work [1] consid-
ers a shared error-free link scenario where a single-antenna
transmitter, which has access to a library of N equal-sized
files, serves K users. Each of these users has a local cache of
size equal to M files, such that each user can store a fraction
γ , M

N ∈ [0, 1] of the library. The authors of [1] showed that,
compared to uncoded caching transmission, the MN scheme
reduces the delivery time by a multiplicative factor of Kγ+1,
which we refer to as the theoretical coded caching gain.

Driven by such gains, a great variety of different research
directions have emerged from this result, mostly to character-
ize the extent of such an outcome in more practical settings,
e.g., by considering multi-antenna transmission and the impact
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of CSI availability [2]–[5], uneven link capacities [6], [7], or
files with different popularities [8].

Two main bottlenecks have emerged from this extensive
analysis [2]–[5]. First, the MN scheme and many subsequent
clique-based schemes are based on transmitting a common
symbol that is intended by a set of Kγ+1 users, which implies
that the delivery rate is limited by the user with the worst chan-
nel quality. This limitation is called the worst-user bottleneck
and is exacerbated at low SNR [2]. Indeed, the gain of the MN
scheme vanishes when the SNR is sufficiently small for quasi-
static Rayleigh fading channels [9], [10] and in the single-cell
scenario [11]. This is crucial because many practical systems
operate in the low-SNR regime, such as IoT networks [12] or
massive Machine-Type Communications [13].

The other bottleneck is referred to as the subpacketization
bottleneck, and arises as a result of the finite size of the
files. In particular, any known high-performance coded caching
scheme requires the file size to grow exponentially or near-
exponentially with K [14]. However, files have a finite size and
also the chucks (or subfiles) in which it can be divided have
a minimum size. This implies that there exists a maximum
number of subfiles (Smax) into which a file can be divided,
i.e., a subpacketization constraint. As a result, when K is large
enough, the subpacketization bottleneck lessens the coded
caching gain from Kγ + 1 to Λγ + 1, for Λ ≤ K [3]. We
refer to this Λγ + 1 gain as the nominal coded caching gain.

Recently, a novel coded caching scheme so-called Aggre-
gated Coded Caching (ACC) has been developed in [9], [10],
which exploits the fact that the subpacketization constraint
induces several users to cache the same content to alleviate
(and asymptotically remove) the worst-user effect. It turns out
that increasing K for a fixed Λ yields an effect equivalent to
time diversity. However, the works [9]–[11] did not consider
the delivery time as a metric, which is the common metric
considered in coded caching literature, because the delivery
time does not converge over quasi-static Rayleigh fading (the
channel model adopted in these works).

In order to analyze the impact of the novel ideas in [9], [10]
on the delivery time, we consider Nakagami-m fading and an-
alyze the delivery time of both the MN and the ACC schemes.
Nakagami-m fading is a broader model than Rayleigh fading
and fits practical wireless channels, such as land–mobile and
indoor–mobile multi-path propagation, as well as scintillating
ionospheric radio links [15, Ch. 2]. Moreover, when m is
a positive integer, the statistics of the received SNR over
Nakagami-m fading are the same as for the received SNR in an



m-antenna receiver over symmetric Rayleigh fading after ap-
plying maximal-ratio combining (MRC). We consider the low-
SNR regime, where the worst-user bottleneck is aggravated,
and we derive the analytical expressions of the delivery time
in this regime. We also consider an approximation based on
the large number of users regime that precisely characterizes
the performance at any SNR and for not-so-large number of
users. We show how the fading parameter m and the ratio
K
Λ impact in a similar manner the performance of coded
caching, since both offer an effect equivalent to time diversity.
In this respect, a setting with a given Λ and K single-antenna
receivers approximately achieves the same performance as a
setting with K K/Λ-antenna receivers that apply MRC.

II. SYSTEM MODEL AND PROBLEM DEFINITION

We consider a single-antenna transmitter that has full access
to a library L composed of N files, where each file consists
of F bits. The transmitter serves K single-antenna users, and
each user is endowed with a local memory (or cache) of MF
bits, i.e., of size equal to the size of M files. Therefore,
we define the normalized cache size γ ∈ [0, 1] as γ , M

N .
The files can be split in different chunks or sub-files, and we
consider that there exists a minimum size for these subfiles.
This assumption arises in practice because the file size (F ) is
finite and because communication protocols normally have a
minimum size for the transmitted packets [3]. Consequently,
there exists a maximum number of subfiles (Smax) into which
a file can be divided, i.e., a subpacketization constraint.

We consider that the physical-layer channel experiences
quasi-static fading, which is a suitable model for low-
mobility scenarios. In fact, low-mobility scenarios comprise
coded-caching-suited use cases, mainly pedestrians or static
users consuming video streaming. The quasi-static fading has
been also considered in some existing works that analyze
coded caching performance, such as [2], [10]. We consider
Nakagami-m fading [15, Ch. 2] (note that the delivery time
over Rayleigh fading does not have an expectation).

Coded Caching Schemes

In the coded caching framework, the transmission consists
of two separated phases. The first one is called placement
phase, and it happens during off-peak traffic hours and before
the users requests are known. In this phase, the users fill their
local caches with content from the library. The second phase
is called delivery phase. In this phase, each user requests a
different file from the library, and the transmitter serves the
users aiming at minimizing the total delivery time, i.e., the
time required to send one file to each user.

We consider two coded caching schemes. First, we con-
sider the seminal MN scheme [1] introduced by Maddah-Ali
and Niesen. We also consider the ACC scheme, which was
presented in [9] and was shown to overcome the worst-user
bottleneck by exploiting the fact that the subpacketization con-
straint motivates that different users cache the same content.

In the following, we briefly describe the ACC scheme. A
detailed description of this scheme can be found in [10]. Due

to space limitations, and because the MN scheme’s structure
can be inferred from the description of the ACC scheme, we
omit the exposition of the MN scheme. We introduce the
notation [n] , {1, 2, · · · , n} for a positive integer n, and | · |
to denote the cardinality operator of a set.

1) Placement phase: Let us denote the files in the library
L by Wn, n ∈ [N ]. First, each file Wn is equally partitioned
into

(
Λ

Λγ

)
subfiles, where Λ is defined as the maximum integer

that satisfies that
(

Λ
Λγ

)
≤ Smax. Hence, Λ is given by the

system parameters and it is considered fixed. Λ represents the
number of different cache states, where cache state refers to
the specific part of the library that users store in their cache.

The files are partitioned into
(

Λ
Λγ

)
subfiles such that: Wn →{

W Tn : T ⊆ [Λ], |T | = Λγ
}
, for n ∈ [N ]. Then, the different

cache states are created as follows: The g-th cache state, g ∈
[Λ], is composed of the following subfiles: Zg =

{
W Tn : T ⊆

[Λ], |T | = Λγ, T 3 g,∀n ∈ [N ]
}
. This placement procedure

is analogous to the standard clique-based placement in coded
caching, with the difference that normally there are K cache
states and each of the K user stores one of them. Due to
the subpacketization constraint, there are only Λ ≤ K cache
states.1 This implies that B = K

Λ users store the same cache
state (and thus the same content). The users that store the same
cache state are said to belong to a user group. We label these
user groups from 1 to Λ, and we use Ug,b to denote the b-th
user in the g-th user-group for g ∈ [Λ] and b ∈ [B].

2) Delivery phase: The delivery phase consists of
(

Λ
Λγ+1

)
transmission stages. In each transmission stage, the transmitter
serves a unique set of user groups G of |G| = Λγ + 1 groups
(comprising B(Λγ+ 1) users). For a specific G, Λγ+ 1 users
are simultaneously served, one from each group in G, and
the users within the same group are served in a round-robin
manner. During such transmission, each user can receive its
intended subfile at its single-link capacity. This is due to the
fact that the user groups are served in a way that the subfiles
delivered to the users of a given group are cached at all users
belonging to the other Λγ groups.

When one of the |G| users successfully decodes its subfile,
another user from the same group replaces it without impacting
the transmission to the other groups. This is possible because
users in the same group cache the same content and is the key
factor of the ACC scheme. We refer to [9], [10] for a detailed
description. Hence, the delivery time to a specific set G of user
groups depends on the worst (slowest) group, and not on the
specific worst user. Let us now present our metric of interest.

Delivery time: Consider the `-th group set G`, ` ∈[(
Λ

Λγ+1

)]
. From the previous description of the ACC scheme,

the delivery time for the set G` is given by (cf. [10])

T` =
F

Bw
(

Λ
Λγ

) max
g∈G`

{∑B

b=1

1

log2 (1 + SNRg,b)

}
= ρ−1 F ln 2

Bw
(

Λ
Λγ

) max
g∈G`

{∑B

b=1

1

|hg,b|2

}
+ o(1), (1)

1We consider that K is an integer multiple of Λ. The extension to arbitrary
integers follows directly and with small impact on the performance [9].



where limρ→0 o(1) = 0, hg,b denotes the channel coefficient
between the transmitter and user Ug,b, SNRg,b = ρ|hg,b|2
denotes the instantaneous SNR at user Ug,b, Bw refers to the
transmission bandwidth, and ρ denotes the normalized transmit
power. Since we assume Nakagami-m fading, |hg,b|2 follows
a Gamma distribution with shape parameter m and unitary
scale parameter, which we denote by |hg,b|2 ∼ Gamma(m, 1).
Since there are

(
Λ

Λγ+1

)
transmission stages, the total delay

averaged over the channel state is

E{TACC} = E
{∑( Λ

Λγ+1)

`=1
T`

}
=
∑( Λ

Λγ+1)

`=1
E{T`}

= ρ−1 Λ(1− γ)F ln 2

Bw(1 + Λγ)
E{TG}+ o(1), (2)

where TG , maxg∈G

{∑B
b=1

1
|hg,b|2

}
for a specific user-group

set G during the ACC delivery phase. In this paper, we focus on
the delivery time at low SNR, and thus we define the following
approximation by omitting the term o(1) in (2),

T̊ACC , ρ−1 Λ(1− γ)F ln 2

Bw(1 + Λγ)
E{TG}. (3)

To show the extent to which the delivery performance is en-
hanced at reasonable values of the SNR, we define the effective
coded caching gain. First, we will consider the performance
of simple Time-Division Multiplexing (TDM) transmission
without coded caching, such that the local memory at the users
is only useful to provide local caching gain, which refers to
the fact that γF bits of the requested file are already stored
at the user. This scheme allows us to characterize the net gain
generated by coded caching. Henceforth, we will refer to this
scheme as the uncoded TDM scheme.

Definition 1 (Effective coded caching gain). The effective
coded caching gain of a particular coded caching scheme is
the ratio of the average delivery time of the uncoded TDM
scheme over the average delivery time of the said particular
scheme (e.g., MN or ACC schemes), where the average is with
respect to the channel state over quasi-static fading.

III. DELIVERY TIME OF THE MN SCHEME AT LOW SNR
In this section, we analyze the average delivery time of

the MN scheme in order to present some insights about
its performance at practical SNR values and to provide a
benchmark for the ACC scheme.

In order to serve the K users by means of the MN scheme
in the scenario where the subpacketization constraint induces
a maximum Λ < K, we need to consider the MN transmission
only over Λ users (one from each group), and then repeat the
same process B = K/Λ times to serve all the K users [10].
This modification was first presented in [16, Section V-A].

The delivery time required to serve Λ users with the MN
scheme when the subpacketization is

(
Λ

Λγ

)
is equivalent to the

delivery time required by the ACC scheme with B = 1 [10].
Then, the approximation of the average delivery time of the
MN scheme at low SNR follows from (3) and writes as

T̊MN , ρ−1B
Λ(1− γ)F ln 2

Bw(1 + Λγ)
E{TG}, (4)

where TG , maxg∈G
{

1
|hg|2

}
, and hg denotes the channel

coefficient between the transmitter and user Ug (we omit the
subscript b because B = 1). In (4), the addition of the factor B
is due to the B = K/Λ times that we need to repeat the MN
scheme to serve all K users. In the next lemma, we provide
the analytical expression of T̊MN. We recall that |G| = 1+Λγ.

Lemma 1. The approximate average delivery time of the MN
scheme at low SNR over quasi-static Nakagami-m fading is
given by

T̊MN =
K(1− γ)F ln 2

ρBw|G|

∫ ∞
0

1−
(

Γ (m, 1/x)

Γ(m)

)|G|
dx, (5)

where Γ(·) and Γ(·, ·) denote the Gamma function and the
upper incomplete Gamma function [17], respectively.

Proof. Under the assumption of Nakagami-m fading, it fol-
lows that |hg|2 ∼ Gamma(m, 1). Then, we have that 1

|hg|2
follows an inverse Gamma distribution with shape parameter
m and scale parameter equal to 1. Therefore, the cumulative
distribution function (CDF) of 1

|hg|2 is (cf. [18])

F1/|hg|2(x) =
1

Γ(m)
Γ (m, 1/x) , x ≥ 0. (6)

Hence, the CDF of TG , maxg∈G
{

1
|hg|2

}
in (4) writes as

FTG (x)=
(
F1/|hg|2(x)

)|G|
=

(
1

Γ(m)
Γ (m, 1/x)

)|G|
. (7)

Since TG has a non-negative support, E{TG} can be obtained
by integrating 1−FG(x) from 0 to infinity. Substituting E{TG}
by this integral in (4) yields (5).

The integral in Lemma 1 does not have a closed-form
solution. Yet, we can obtain a closed-form expression for T̊MN

when m is a positive integer bigger than 1, as stated in the
following corollary.

Before presenting this result, let us introduce some useful
notations. Let k , [k1, k2, · · · , km] be a non-negative integer
vector and

(|G|−1
k

)
, (|G|−1)!

k1!k2!···km! be the multinomial coeffi-
cient. We also use ||k||1 to denote the norm-1 operator of any
vector k. We can present now the following result.

Corollary 1. For any positive integer m ≥ 2, the approximate
delivery time of the MN scheme becomes

T̊MN = ρ−1K(1− γ)F ln 2

Bw(m− 1)!

∑
||k||1=|G|−1

(
|G| − 1

k

)
× |G|

1−m−
∑m
j=1(j−1)kj∏m

j=1((j − 1)!)kj

(
m− 2 +

m∑
j=1

(j − 1)kj

)
!. (8)

Proof. We first obtain the probability density function (PDF)
of TG by differentiating the CDF of TG given in (7).

fTG (x) =
|G|e−1/x

(Γ(m))|G|xm+1
(Γ (m, 1/x))

|G|−1
. (9)

By applying [17, Eq. (8.352.2)], we can rewrite fTG (x) for any
positive integer m as (10), shown at the top of next page. Since
E{TG} =

∫∞
0
xfTG (x)dx, we obtain E{TG} by considering



fTG (x) =
|G|e−1/x

(Γ(m))|G|xm+1

(
Γ(m)e

−1/x
∑m−1

j=0

x−j

j!

)|G|−1

=
|G|e−|G|/x

Γ(m)

∑
||k||1=|G|−1

(
|G| − 1

k

)
x−m−1−

∑m
j=1(j−1)kj∏m

j=1((j − 1)!)kj
. (10)

the expression of fTG (x) in (10). Finally, substituting E{TG}
in (4) yields (8).

Next, we also consider the performance of simple TDM
transmission without coded caching.

Corollary 2. The approximate delivery time at low SNR of
the uncoded TDM scheme is

T̊TDM = ρ−1K(1− γ)F ln 2

Bw(m− 1)
∀m > 1. (11)

Proof. This result follows directly from Lemma 1 after fixing
the number of simultaneously served users to |G| = 1. Then, it
follows that E{TG} = E{ 1

|hi|2 } for i ∈ K, which yields (11)
after substituting E{TG} = 1/(m−1) in (4). The factor 1−γ
in (11) is due to the fact that every user has stored γF bits
of each file in L, and the server only needs to deliver the
remaining (1− γ)F bits of each requested file.

Remark 1. The expectation of the delivery time does not exist
for m ≤ 1, where m = 1 corresponds to Rayleigh fading. This
can also be inferred from Corollaries 1 and 2. Accordingly,
hereon we only consider m > 1 unless otherwise stated.

From the previous results, we can analyze the effective
coded caching gain of the MN scheme in the considered
scenario, which leads to the following lemma.

Lemma 2. The effective coded caching gain of the MN scheme
in the low-SNR limit, i.e., when ρ→ 0, is given by

GMN =
|G|

(m− 1)

(∫ ∞
0

1−
(

Γ (m, 1/x)

Γ(m)

)|G|
dx

)−1

.

Proof. This result is directly obtained by applying Definition 1
as the ratio of T̊TDM in (11) over T̊MN in (5).

When m is a positive integer, we can treat |hg|2 (Gamma
distributed) as the summation over m independently and iden-
tically distributed (i.i.d.) exponential random variables with
unit-mean. As m → ∞, the Strong Law of Large Numbers
implies that 1

m |hg|
2 a.s.−→ 1, where a.s.−→ stands for almost sure

convergence. Substituting 1
m |hg|

2 a.s.−→ 1 into (4) yields

T̊MN
a.s.−→ ρ−1B

Λ(1− γ)F ln 2

Bw(1 + Λγ)m
, as m→∞, (12)

and thus the effective gain at low SNR satisfies that

GMN
a.s.−→ |G| = Λγ + 1 as m→∞, (13)

i.e., the worst-user effect in the MN scheme can be effectively
mitigated (and asymptotically resolved) for m� 1.

IV. DELIVERY TIME OF THE ACC SCHEME AT LOW SNR

Next, we analyze the delivery time of the ACC scheme
in the low-SNR regime over quasi-static Nakagami-m fading.
First, we present the exact expression of T̊ACC, which is
obtained through the Characteristic Function (CF) method, and

results in a complex integral. To simplify the derived result and
obtain further insights, we will consider the regime of large
number of users to derive approximations that are also robust
for not-so-large number of users.

A. Low SNR Characterization

Before presenting our next result, let us introduce some use-
ful notation. In the following,  ,

√
−1 denotes the imaginary

unit, Im{·} refers to the imaginary part of a complex number,
and Kn(·) denotes the the modified Bessel function of the
second kind [17].

We present now the exact expression of the approximated
delivery time T̊ACC. We recall that T̊ACC is the delivery time
obtained after applying the low-SNR approximation ln(1 +
x) = x+ o(1) ≈ x when x→ 0.

Lemma 3. Under quasi-static Nakagami-m fading (and m >
1), the approximate delivery time at low SNR for the ACC
scheme is given by (14), shown at the top of next page.

Proof. The proof is relegated to the appendix.

Due to its double-integral form, the expression in (14)
provides little insight and its numerical computation is chal-
lenging. For this reason, we consider in the following the
regime of large number of users, i.e., the case in which Λ
remains fixed but B →∞, and thus K = BΛ→∞. Thanks
to this assumption, we will obtain simplified expressions
that accurately characterize the performance also for practical
values of B.

B. Large Number of Users at Low SNR

In this subsection, we consider that the number of users
per group grows unboundedly (i.e., that B → ∞) and the
number of different cache states (Λ = K

B ) remains fixed. A
fixed Λ implies that the high-SNR coded-caching gain (under
subpacketization constraint) 1 + Λγ also remains fixed.

Let us first introduce some useful notations. We use µ
and σ2 to denote the expectation and variance of 1/SNRg,b,
respectively. We also use H|G| to denote the expectation of the
maximum of |G| i.i.d. Gaussian random variables with zero-
mean and unit-variance.

Armed with the previous notations, we can present the
approximation of T̊ACC for the regime of large number of
users in the following lemma.

Lemma 4. For a sufficiently large number of users, the
expectation of the delivery time over quasi-static Nakagami-m
fading channels with m > 2 can be tightly approximated at
low SNR as

T̊ACC ≈
Λ(1− γ)F ln 2

Bw|G|

(
Bµ+H|G|

√
Bσ2

)
, (15)



T̊ACC = ρ−1 Λ (1− γ)F ln 2

|G|Bw

∫ ∞
0

1−
(

1

2
− 1

π

∫ ∞
0

Im

{
e−tz

t

(
2(−t)

m
2

Γ (m)
Km

(√
−4t

))B }
dt

)|G|
dz. (14)

where µ and σ2 are given respectively by

µ =
1

ρ(m− 1)
, σ2 =

1

ρ2(m− 1)2(m− 2)
. (16)

Proof. The proof is based on the Central Limit Theorem
(CLT), and the condition m > 2 guarantees that 1/SNRg,b

has finite variance, such that we can apply the CLT.
As 1/SNRg,b = ρ−1|hg,b|−2 is drawn from an inverse

Gamma distribution of mean and variance given respectively
by µ and σ2 in (16), we can apply the CLT to obtain that∑B

b=1

1

SNRg,b

d.−→ N
(
Bµ, Bσ2

)
, (17)

where d. denotes the convergence in distribution and
N denotes the normal distribution. Therefore, TG/ρ =
maxg∈G{

∑B
b=1 ρ

−1|hg,b|−2} converges in distribution to the
maximum of |G| i.i.d. normal random variables with mean
Bµ and variance Bσ2. Upon defining {Xg}g∈G as a set of
|G| i.i.d. variables distributed as N (0, 1), we can write that
TG/ρ

d.→ Bµ+
√
Bσmaxg∈G Xg . Since we have defined HG

as the expectation of maxg∈G Xg , we obtain (15) from the
definition of T̊ACC in (3).

Regarding H|G| in (15), the exact expression is known for
|G| ≤ 5 (cf. [10, Table I]). For general |G|, there is no simple
closed-form for |G| > 5, but H|G| can be expressed in an
integral form as (cf. [10, Lemma 6])

H|G| =
−|G|√

2π

∫ +∞

−∞
x
(
Q(x)

)|G|−1
e
−x2

2 dx

(a)
≈ −

√
2|G|√
π

∑V

v=1
ωvxv

(
Q(
√

2xv)
)|G|−1

, (18)

where Q(·) represents the complementary CDF (or tail distri-
bution) of the standard Gaussian distribution, and (a) follows
from the Gauss-Hermite quadrature (GHQ) [19]. In (18), V , xv
and ωv are the summation terms, sample points and weights of
GHQ, respectively. Summing up as less as 5 terms in the GHQ
method provides a very accurate approximation of H|G| [10].

Lemma 4 allows us to characterize the effective coded
caching gain of the ACC scheme.

Lemma 5. In the regime of large number of users, and for
m > 2, we can approximate the effective coded caching gain
of the ACC scheme at low SNR by

GACC ≈
|G|

1 +H|G|/
√
B(m− 2)

. (19)

Proof. The result follows by considering Definition 1 and the
expressions of T̊TDM in (11) and T̊ACC in (15).

It is direct to see that, when B → ∞ or m → ∞, GACC

converges to |G|, which is the optimal gain at high SNR. This
means that we recover the nominal gains of coded caching
even at low SNR provided that there are enough users or big
enough m (e.g., with a massive number of receiving antennas).

C. Extension — Large Number of Users at any SNR

In the previous subsection, we have considered the low-SNR
approximation ln(1 + SNR) ≈ SNR as SNR → 0. We can
remove this approximation and directly consider ln(1 + SNR)
to obtain an approximation that is valid for any SNR value in
the regime of large number of users.

In this case, (15) in Lemma 4 holds but with a different
value of µ and σ2. Specifically, µ and σ2 will respectively
denote the mean and variance of 1/ ln(1 + SNRg,b), instead
of 1/SNRg,b. From the PDF of SNRg,b over Nakagami-m
fading, we obtain the following integral forms for µ and σ2,

µ =
1

ρmΓ(m)

∫ ∞
0

xm−1e−
x
ρ

ln(1 + x)
dx, (20)

σ2 =
1

ρmΓ(m)

∫ ∞
0

(
1

ln(1 + x)
− µ

)2

xm−1e−
x
ρ dx. (21)

Unfortunately, there are not closed-form solutions for these
integrals. In view of the structure of these integrals, a valid
method is to adopt the Gauss-Laguerre quadrature (GLQ) [19],
from which the integrals are respectively approximated as

µ ≈ 1

Γ(m)

∑V

v=1
$v

ym−1
v

ln(1 + ρyv)
, (22)

σ2 ≈ 1

Γ(m)

∑V

v=1
$vy

m−1
v

(
1

ln(1 + ρyv)
− µ

)2

, (23)

where V , yv and $v are the summation terms, sample points
and weights of the GLQ, respectively. As for the GHQ, the
accuracy of the GLQ is typically reasonable after summing up
a few terms.

V. NUMERICAL RESULTS

In this section, we demonstrate the accuracy of the derived
expressions through Monte-Carlo simulations. Hereinafter, we
assume that the file size is F = 8×109 bits (i.e., 1 Gigabyte),
and that the bandwidth for each user is 20 MHz (as in 4G stan-
dard). In order to implement the Monte-Carlo simulations, 106

channel states are generated and averaged over Nakagami-m
fading channels.

In Fig. 1, we plot the delivery time of the MN and ACC
schemes versus ρ for different values of m. We can observe
that the delivery time decreases as m increases. This happens
because a bigger m is somehow equivalent to enjoying a
richer multi-path environment, thereby enhancing the spatial
diversity. Indeed, as it is known, if a m-antenna receiver
applies MRC over Rayleigh fading, the magnitude of the
equivalent channel coefficient after MRC follows a Nakagami-
m fading distribution.

Fig. 1 also shows the high accuracy of the derived approxi-
mations at low SNR. We observe that the SNR regime in which
we obtain high accuracy for the low-SNR approximations is
reduced as m increases. This is due to the fact that the bigger
m, the higher is the effective SNR received at the user for the
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Fig. 1: Average delivery time of MN (left) and ACC (right)
schemes versus ρ for K = 300, B = 5, γ = 5% and V = 7
in the GHQ and GLQ.

same ρ. However, it is worth noting that the approximation
based on the regime of large number of users without low-
SNR approximation (Subsection IV-C) tightly approximates
the delivery time even for very small values of B, such as
B = 5, for m > 2 and for any SNR.

We plot the effective coded caching gains of the ACC and
MN schemes in Fig. 2 with the same system settings of Fig. 1.
Besides validating the correctness of Lemmas 2 and 5, Fig. 2
also shows that the gains of both schemes arrive to a plateau
at very low SNR, but that the infimum for the ACC scheme
(which becomes bigger as B grows) is larger than the one for
the MN scheme. Moreover, the effective gains of both schemes
increase as m increases. Indeed, as stated before, both gains
GACC and GMN converge to |G| as m→∞.
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Fig. 2: Effective coded caching gains of ACC and MN schemes
for K = 300, B = 5, γ = 5%, and m = 3, 4.

Fig. 3 represents the delivery time improvement of the ACC
scheme over the MN scheme versus ρ for different values of
B. The delivery time of both schemes converge as ρ increases,
while the boost effect of the ACC scheme becomes significant
in the low SNR region. It is also obvious that the larger B is,
the better performance we can achieve.

We illustrate the effective coded caching gains of the MN
and ACC schemes for B = 10 and for different values of m
and |G| as ρ→ 0 in Fig. 4. It is clear how the effective gain
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Fig. 3: Delay Ratio of T̊MN over T̊ACC versus ρ for m = 3,
γ = 1

12 , and |G| = 6.
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Fig. 4: Effective coded caching gains of MN (left) and ACC
(right) schemes for B = 10 and γ = 10% as ρ→ 0.

is increased as m increases. This is due to the fact that both
MN and ACC schemes are limited by some kind of worst-
user effect, although this effect is strongly mitigated in the
ACC scheme as it becomes a "worst-group" effect. A larger
m implies more spatial diversity, which alleviates the worst-
user effect. As shown in [10], the parameter B plays a similar
role, as it provides the equivalent of spatial diversity when the
scenario does not provide it. Because of that, we can see how
the improvement of the ACC scheme over the MN scheme in
terms of effective gain is bigger for small m. We can observe
that the ACC scheme offers a considerable gain even for not-
so-large values of B, and especially when |G| is large.

To further show the impact of B on the effective gain, we
plot in Fig. 5 the effective gains of the MN (left) and ACC
(right) schemes versus m and B for |G| = 5 in the low-SNR
limit. The effective gain of the MN scheme is independent
of B. In contrast, the effective gain of the ACC scheme
increases as B increases, and the increasing trend becomes
more obvious in the small m region. Indeed, the symmetry of
the plot illustrates that the number of users per cache state (B)
and the fading parameter m are somehow equivalent. Thus,
a setting with K single-antenna receivers and B users per
cache group achieves approximately the same performance as
a setting with K m-antenna receivers that apply MRC.



VI. CONCLUSIONS

We have analyzed the performance of coded caching under
Nakagami-m fading with a focus on the low-SNR regime.
We have shown how the gains offered by coded caching are
preserved at low SNR, where the worst-user bottleneck was
thought to erase these gains. In order to keep the coded caching
gains, we exploit the inevitable subpacketization constraint and
the fact that several users sharing the same cache content can
alleviate the worst-user effect. We have derived approxima-
tions for the low-SNR regime and for the regime of large
number of users (valid for any SNR value). These results show
that coded caching gains on delivery time can be translated to
practical settings.

APPENDIX : PROOF OF LEMMA 3

In the following, we prove Lemma 3, i.e., we obtain the
exact expression of T̊ACC , ρ−1 Λ(1−γ)F ln 2

Bw(1+Λγ) E{TG}. For
that, we need to obtain E{TG}, and, since TG has non-
negative support, it follows that E {TG} =

∫∞
0

(1−FTG (z))dz.
Consequently, we have to obtain FTG (z).

Let us define τg ,
∑B
b=1 |hg,b|−2 for the sake of readability,

such that we can write TG as TG = maxg∈G{τg}. Then, the
CDF of TG can be obtained as

FTG (z) = Pr
{

max
g∈G
{τg} ≤ z

}
=
[
Fτg (y)

]|G|
. (24)

Since |hg,b|2 ∼ Gamma(m, 1), 1/|hg,b|2 follows an inverse
Gamma distribution, it follows that (cf. [18])

CF1/|hg,b|2 (t) =
2(−t)

m
2

Γ (m)
Km

(√
−4t

)
. (25)

From (25), the CF of τg can be expressed as

CFτg (t) = E
{

exp

(
t
∑B

b=1

1

|hg,b|2

)}
= E

{
B∏
b=1

exp

(
t

|hg,b|2

)}
=

(
2(−t)

m
2 Km

(√
−4t

)
Γ (m)

)B
.

We can apply the Gil-Pelaez Theorem [20] to obtain the CDF
of τg from its CF, which yields

Fτg (y) =
1

2
− 1

π

∫ ∞
0

Im
{

exp (−ty) CFτg (t)
}

t
dt

=
1

2
− 1

π

∞∫
0

Im

{
exp(−ty)

t

(
2(−t)

m
2 Km

(√
−4t

)
Γ (m)

)B}
dt.

By plugging this expression in (24), we obtain FTG (z). Next,
we apply the facts that E {TG} =

∫∞
0

(1−FTG (z))dz and that
T̊ACC , ρ−1 Λ(1−γ)F ln 2

Bw(1+Λγ) E{TG} to obtain (14).
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