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Abstract— We investigate the performance of multi-antenna
coded caching delivery algorithms operating under practical
constraints. Specifically, under the constraints of finite subpack-
etization and finite signal-to-noise ratio (SNR) we compare two
popular algorithms, one exhibiting low subpacketization while
the other transmits multicast messages, hence requiring fewer
symbols for communication and resulting in increased power per
transmitted symbol. Our work is motivated by the fact that, while
many multi-antenna coded caching algorithms exhibit the same
asymptotic performance, when factoring practical limitations
such as finite subpacketization and finite SNR, the real-world
performances differ significantly.

Index Terms—Coded Caching, finite subpacketization, finite
SNR, and multiple antennas.

I. INTRODUCTION

Coded caching is a novel caching method, introduced by
Maddah-Ali and Niesen [1], which uses the content stored
at the end users as side-information, in order to reduce the
interference. The main idea in coded caching is that users
store parts from some popular files, in such a manner that
allows for some partial overlap between the contents of any
two caches. Then, during the delivery phase, the transmitter
combines together parts of the desired files, by performing
XOR additions, and multicasts the resulting message hence,
serving multiple users simultaneously. Specifically, in the
model considered in [1] a server, who has access to the whole
library, is connected via an error-free shared-link to K users,
each of whom has the capacity to store fraction γ ∈ [0, 1]
of the total library content. In the end, the algorithm in [1]
manages to simultaneously serve Kγ + 1 users.
A. Multi-Antenna Coded Caching

Another way to boost communications has been the use
of multi-antenna arrays. Hence, many works have sought to
design algorithms that can exploit the benefits of both coded
caching and multiple antennas.

First such efforts created “separable” algorithms, i.e. al-
gorithms which generate multicast messages, as in [1], and
then find ways to efficiently communicate these messages to
the users via the multiple antennas. For example, the work
in [2] proposed multiple antenna algorithms using no or low
channel state information (CSI) at the transmitter which relied
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on the diversity offered from the multiple antennas in order to
increase the communication rate. On the other hand, the work
in [3], as well as the literature that was inspired by it, focused
on the design of beamforming vectors that maximize the
minimum (among the users served) rate of a single multicast
message.

A different direction, though, looked into combining the two
resources in order to increase the Degrees of Freedom (DoF)
performance of the system. The first such effort, proposed in
[4], merged cache-aided decoding with multi-antenna precod-
ing. In the end, for a system with K users, each having a cache
of normalized size γ and which are served via an L-antenna
transmitter, the DoF performance achieved by the algorithm
in [4] was shown to be

DL = Kγ + L. (1)

This hinted towards an additive relationship between the two
resources. Later, [5] showed that the performance in (1) is
exactly optimal under uncoded placement and one-shot linear
precoding.

Further, the multi-antenna algorithms proposed in [5]–[13]
have produced different improvements, such as lower CSI
requirements [5] or the ability to communicate to both cache-
aided and cache-less users without loss in performance [11],
to name a few.

Although it is shown that in the very high SNR region,
the performance of the aforementioned algorithms is the
same, this similarity vanishes in low-to-moderate values of the
SNR, where the majority of communication systems operate
[14]–[16]. Various works have sought to capture the finite
SNR performances of different multi-antenna coded caching
algorithms [17]–[20]
B. Subpacketization Bottleneck of Coded Caching

While, in theory, coded caching can achieve a DoF that
scales linearly with the number of users, to do so it requires
the size of each file to be scaling exponentially or near-
exponentially with the number of users [21]. Specifically, in
order for the full gain of Kγ+1 to be achieved, the algorithm
of [1] requires that the number of different subpackets, FMAN,
of a file need to be FMAN =

(
K
Kγ

)
≈ (1/γ)

Kγ
. This creates

a bottleneck, which has been termed the “subpacketization
constraint”, since even with a modest number of users K ≥ 50
and cache of normalized size γ ≤ 0.1 , the required size of a
file needs to be at least 2 GB, when considering the minimum
subpacket size to be in the order of 1KB in magnitude. The
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subpacketization constraint has sparked a research direction
which seeks to design algorithms that require small subpack-
etization, while exhibiting high multicasting gain [21]–[27].

A simpler algorithm compared to those in [22]–[27] has
been proposed in [21]. For a target subpacketization F , the
main idea in the algorithm in [21] is to encode among Λ < K
users, such that

Λ = arg max
K′≤K

{(
K ′

K ′γ

)
≤ F

}
(2)

with the corresponding DoF being Λγ + 1 which is also
referred to as the nominal coded caching gain [28].

The limiting gains of coded caching under finite subpack-
etization have been further constrained in the earlier multi-
antenna coded caching algorithms. As an example, works such
as [4], [6], [7] achieved the full caching gain as well as the
full multiplexing gain, but required the subpacketization to be
exponential in both K and L, as we can see from (3)

FMS =

(
K −Kγ − 1

L− 1

)(
K

Kγ

)
≈
(
K

L

)L(
1

γ

)Kγ
. (3)

A radical approach has been proposed in [29], where it
was shown that the DoF of Kγ + 1 can be achieved without
the “multi-antenna subpacketization" term in (3), and at the
same time the subpacketization of the “caching” term can be
reduced to approximately the L-th root of the subpacketization
of the single antenna case, i.e., FLS =

(
K/L
Kγ/L

)
≈ L

√(
K
Kγ

)
.

Alternatively, we can see that for some target subpacketization
F , one can achieve L times the DoF of the single antenna
case. This low-subpacketization scheme in [29] is henceforth
referred to as the LSP scheme.
C. Contributions

The objective of our work is to compare the performance
of two different multi-antenna coded caching schemes, each
exhibiting its own desirable characteristics, and which schemes
will operate under two practical constraints i) a finite subpack-
etization constraint, and ii) finite SNRs. As discussed above,
subpacketization is a limiting factor, and no known single-
antenna coded caching algorithm has been able to exhibit a
gain of more than 5, for reasonable values of the practical
parameters (e.g., the maximum file size and the minimum
packet size). Further, finite SNR analysis allows us to evaluate
the performance of the considered coded caching algorithms
in practical SNR regimes. While these two analysis have been
performed individually, i.e., finite SNR analysis with F →∞
and finite subpacketization analysis with SNR→∞, our work
here presents the first effort to understand the performance of
these algorithms under both constraints.

The first algorithm we will consider is the low-
subpacketization scheme — LSP in [29], and we will compare
it with the performance of a variation of the multi-server algo-
rithm in [11], which retains all the desirable properties of the
original multi-server algorithm while reducing complexity. We
will refer to the multi-server variant as the MSV scheme. The
first difference between the two schemes is the number of users
that they can simultaneously serve for some subpacketization

level F . Speifically, the maximum number of users served at
a time under the considered two schemes are respectively,

DoFLSP = L · (Λγ + 1), DoFMSV = Λγ + L, (4)

where Λ is determined by (2). That is, the LSP scheme
provides higher DoF than the MSV scheme.

A second difference is that the LSP scheme in [29] com-
municates one subfile per symbol, i.e., coded caching with
unicasting transmissions, while the MSV scheme in [11] sends
Λγ+L subfiles using L+Λγ

1+Λγ symbols, i.e. each symbol carries,
on average, Λγ+ 1 subfiles. In other words, the MSV scheme
in [11] utilizes multicasting multi-group transmissions, thereby
making each symbol more efficient.

We design two-layered linear precoders separately for the
physical-layer (PLY) transmissions in the considered LSP and
MSV schemes, where the outer-layer precoding is used for
interference cancellation, and beamforming is applied in the
inner-layer precoding. We evaluate the performance of each
algorithm through numerical simulations, while we use as a
benchmark the uncoded caching scenario.

Numerical results show that the LSP scheme always pro-
vides the largest overall throughput in finite SNRs. In contrast,
there exist cut-off points in the SNR region for which uncoded
caching can outperform MSV. Specifically, large-antenna ar-
rays and low SNR values enable the uncoded caching delivery
to achieve higher throughput compared to MSV.

Notation: We use C to denote the set of complex numbers.
0L ∈ CL×1 denotes the vector with all zero elements, and
IL ∈ CL×L represents the identity matrix. CN (0L, IL) de-
notes the multivariate Gaussian distribution with mean vector
0L and covariance matrix IL. For a positive integer n, we use
[n] to define the set [n] , {1, 2, · · · , n}, and use | · | to denote
the cardinality of a set or the magnitude of a complex number.
||·|| stands for the norm-2 operator of a vector. The suberscripts
T and H denote the non-conjugate and conjugate transpose of
a matrix, respectively. Tr{·} denotes the trace operator of a
matrix. The operator b·c denotes the nearest integer less than
or equal to the argument.

II. SYSTEM MODEL AND DELIVERY ALGORITHMS

We consider a system with a base station (BS) equipped
with L antennas, which has access to a library F of N
popular files, each of which is composed of F indivisible data
units, henceforth called subfiles. The BS serves K users, each
endowed with a cache able to store M · F data units, where
M < N or equivalently each user can store fraction γ , M

N
of the total library. In this paper, we separately consider the
LSP and the MSV coded caching schemes to boost the delivery
performance. Both of the two schemes consist of two dedicated
phases — the placement phase and the delivery phase. In the
following, we will elaborate those two schemes.

Placement Phase: The placement of content at the users
uses the algorithm of [21]. Specifically, one selects variable Λ
according to (2) and continues with the design of Λ different
caches, as in the algorithm of [1] and randomly assigns a
cache to every user. In other words, variable Λ signifies the
number of caches whose content partially overlaps and, hence,
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for every cache there will be approximately K
Λ users who will

receive that cache.
More formally, during the placement phase each file

is divided as Wn −→
{
W Tn , T ⊆ [Λ], |T | = Λγ

}
, and

each different cache g ∈ [Λ] is populated as Zg ={
W Tn : T ⊆ [Λ], |T | = Λγ, T 3 g,∀n ∈ [N ]

}
. By randomly

assigning one of the Λ caches to each user we have that
approximately K

Λ users have access to the exact same content.
Henceforth, we will refer to users who have the same cache
as belonging to the same (shared-cache) group.

Delivery phase: The delivery phase begins with every user
requesting simultaneously a file. For simplicity in the analysis
we assume that each user requests a different file. We use
dg,b ∈ [N ] to denote the file index intended by Ug,b — the
b-th user in group g for some b ∈ [KΛ ] and g ∈ [Λ].

1) The MSV Scheme [20]: The first delivery algorithm is
based on the Multi-Server work in [20]. The main idea is to
construct multicast messages, by performing XOR operations
on subfiles, as in the algorithm of [1], and transmitting each
multicast message by multiplying it with a precoder designed
to nullify the interference caused at the non-intended users.
Each multicast message can be “steered-away” from at most
L − 1 users, and since each multicast message can serve a
maximum of Λγ+1 users, it means that the maximum number
of simultaneously served users by the MSV scheme is Λγ+L.

For some subset of the groups Ψ ⊆ [Λ], |Ψ| = Λγ+ 1, and
some v ∈

[
K
Λ

]
signifying the v-th user of a group, a multicast

message takes the form

XΨ,v = χ
({
W

Ψ\{g}
dg,v

}
g∈Ψ

)
, (5)

where χ(·) denotes the adopted transmission scheme. Then,
by selecting a set of bL+Λγ

1+Λγ c multicast messages with non-
overlapping users one can communicate them using multi-
antenna precoding.

2) Delivery Phase of the LSP Scheme [29]: The second
delivery algorithm is based on the method introduced in [29]
and which can achieve multiplicative gains. For some J ≤
L, one can serve using the LSP scheme J · (Λγ + 1) users
simultaneously. We continue with a high level description of
the scheme, and we refer the interested reader to [29] for the
complete description.

At the beginning of a time-slot a set of Λγ + 1 groups
are selected and then a set of J users are selected from each
group. For each set of users belonging to the same group a
vector of length J is formed and multiplied by a precoder
designed to nullify the intra-group interference. Then, all the
Λγ + 1 vectors are added together and transmitted.

III. LINEAR PRECODING ANALYSIS

In this section, we focus separately on a specific transmis-
sion stage to serve a group-set Ψ in the MSV scheme and a
group-set Φ in the LSP scheme by considering linear precoders
during the delivery phase.

We consider Rayleigh fading to model the PLY wireless
channel. The channel gain vector from the BS to Ug,b is
hg,b = βg,bng,b ∈ CL×1 where βg,v accounts for the large-
scale fading and/or path-loss, and ng,b ∼ CN (0L, IL) is a

standard complex Gaussian random vector. To facilitate the
analysis, we assume that K approaches to infinity, while Λ
remains constant, which implies that B = K

Λ → ∞. This
assumption on B →∞ allows us to use the aggregated coded
caching (ACC) idea in [15] such that summing the rates in
each served user is the overall throughput without considering
the limitation from the user with the weakest signal link, i.e.,
removing the worst-user bottleneck [28].
A. Linear Precoding in MSV Scheme

As described in the delivery phase of the MSV scheme
in Section II, for the service to a specific group-set Ψ
with V active users for receiving signals in each group, let
sΨ = [s1, s2, · · · , sV ]T ∈ CV×1 be the data vector for the
V multicasting groups1, where sv is intended by the v-th
multicasting group. The transmitted signal is designed as

xΨ = MsΨ ∈ CL×1, (6)

where M ∈ CL×V denotes the linear precoding matrix
adopted at the BS and its v-th column is denoted by mv ∈
CL×1. We assume that Pt is the maximum transmit power at
the BS, and then We have that

E{||xΨ||2} = Tr
{
MMH

}
≤ Pt. (7)

The received signal at Ug,v is

yg,v = hTg,vxΨ + zg,v = hTg,vMsΨ + zg,v

= hTg,vmvsv +
∑V

`=1, 6̀=v
hTg,vm`s` + zg,v, (8)

where zg,v is the Additive White Gaussian Noise (AWGN)
with power N0. The corresponding signal-to-interference plus
noise ratio (SINR) is

SINRg,v =
|hTg,vmv|2

N0 +
∑V
`=1, 6̀=v |hTg,vm`|2

. (9)

By employing the ACC idea [15], the BS can achieve multi-
rate transmissions to different users within a multicasting
group. When a user obtains its intended subfile, another user
having the same cached content replaces it without delay,
which keeps the multi-rate transmissions. Thus, the sum-rate
to the (Λγ + 1)V users served in a time can be written as

RMSV
sum =

∑
g∈Ψ,v∈[V ]

log2

(
1+

|hTg,vmv|2

N0+
∑

`∈[V ],`6=v
|hTg,vm`|2

)
. (10)

B. Linear Precoding in LSP Scheme

According to the description for the delivery phase in
the LSP scheme in Section II, for a specific group-set Φ
with J users selected for service in each group, let sΦ ,
{sq,j}q∈Φ,j∈[J] ∈ C(Λγ+1)J×1 be the unicasting data vec-
tor, where sq,j is the transmitted data symbol to Uq,j . Let
rq,j ∈ CL×1 be the precoding vector to Uq,j . The transmitted
signal after linear precoding is

xΦ = RsΦ ∈ CL×1, (11)

where R , {rq,j}q∈Φ,j∈[J] ∈ CL×(Λγ+1)J is the linear
precoding matrix, which satisfies that Tr

{
RRH

}
≤ Pt.

1The multicasting group should not be confused by the shared-cache group.
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The received signal at Uq,j is given by

yq,j =hTq,jrq,jsq,j +
∑J

j′=1,j′ 6=j
hTq,jrq,j′sq,j′︸ ︷︷ ︸

intra-group interference

+
∑

q′∈Ψ,q′ 6=q

∑J

j′=1
hTq,jrq′,j′sq′,j′︸ ︷︷ ︸

inter-group interference

+zq,j . (12)

After removing the inter-group interference, the corresponding
SINR for information decoding at Uq,j is

SINRq,j =

∣∣hTq,jrq,j∣∣2
N0 +

∑J
j′=1,j′ 6=j

∣∣hTq,jrq,j′ ∣∣2 (13)

By applying the ACC idea [15] in the LSP scheme, when the
transmission to a user is finished, another user from the same
shared-cache group replaces it for service without delay. This
allows us to keep the multi-rate transmission and get out the
worst-group constraint. The sum-rate over the simultaneously
served (Λγ + 1)J users is written as

RLSP
sum =

∑
q∈Φ,j∈[J]

log2

(
1+

∣∣hTq,jrq,j∣∣2
N0 +

∑
j′∈[J],j′ 6=j

∣∣hTq,jrq,j′ ∣∣2
)
. (14)

IV. LINEAR PRECODING OPTIMIZATION

In this section, we describe the linear precoder design
seperately for the MSV and the LSP schemes. We consider
the max-min fairness (MMF) to optimize the precoder, where
the minimum SINR among the simultaneously served users is
maximized. By referring to (9) and (13), the MMF optimiza-
tion problems in the MSV and the LSP schemes are formulated
respectively as

M∗ = arg max
M∈CL×V

min
g∈Ψ,v∈[V ]

|hTg,vmv|2

N0 +
∑V
`=1, 6̀=v |hTg,vm`|2

s.t. Tr
{
MMH

}
≤ Pt, (15)

R∗ = arg max
R∈CL×(Λγ+1)J

min
q∈Φ,j∈[J]

|hTq,jrq,j |2

N0 +
∑J
j′=1,j′ 6=j |hTq,jrq,j′ |2

s.t. Tr
{
RRH

}
≤ Pt, (16)

which are NP-hard [30]–[32]. To simplify the design, we
employ sub-optimal designs which have been proposed in the
MIMO and multi-group multicasting literature [31]. The main
idea behind the design is a two-layered precoding algorithm,
where the interference is cancelled in the outer-layer, and
beamforming is used in the inner-layer.

A. Outer-Layer: Interference Cancellation

1) Outer-Layer in MSV Scheme: Define m , L − (Λγ +
1)(V − 1) and define HΨ,−v ∈ CΛγV×L after removing the
rows from (v − 1)(Λγ + 1) + 1 to v(Λγ + 1) of HΨ, where
HΨ ∈ C(Λγ+1)V×L is the channel matrix from the BS to the
selected users in the group-set Ψ. Note that HΨ,−v is actually
the channel matrix from the BS to all the simultaneously
served users in Ψ except the v-th multicasting group. Using
QR-based decomposition approach, we can easily obtain an

orthogonal basis of the null space of HH
Ψ,−v , which consti-

tutes the matrix Qnull
Ψ,−v ∈ CL×m. Therefore, we have that

HΨ,−vQ
null
Ψ,−v = 0 ∈ C(|G|−1)V×m and (Qnull

Ψ,−v)
HQnull

Ψ,−v =

Im. We use Qnull
Ψ,−v as the outer-layer precoding matrix for

interference cancellation in (9). We can write the precoding
vector mv for the v-th multicasting group as

mv = Qnull
Ψ,−vcv, for v ∈ [V ], (17)

where cv ∈ Cm×1 is the inner-layer beamforming vector for
the v-th multicasting group. Note that V should be less than
or equal to bΛγ+L

Λγ+1 c to guarantee non-empty null space of
HH

Ψ,−v . It is easy to check that

||mv||2 = cHv (Qnull
Ψ,−v)

HQnull
Ψ,−vcv = ||cv||2. (18)

2) Outer-Layer in LSP Scheme: Similarly, define η =
L − (J − 1), and we use HΦ,q,−j ∈ C(J−1)×L to denote
HΦ,q , [hq,1, · · · ,hq,J ]T with the j-th row removed. In
the following, we will omit the subscript Φ for notational
simplification. Using QR-decomposition, we can obtain the
matrix Θnull

q,−j ∈ CL×η whose columns form an orthogo-
nal basis of the null space of HH

q,−j , and we have that
Hq,−jΘ

null
q,−j = 0 ∈ C(J−1)×η and (Θnull

q,−j)
HΘnull

q,−j = Iη .
As we only need to cancel the interference from other users
with the same cached content as Uq,j , we normally have
more freedom (dimensions) to find a beamforming vector that
maximizes SINRq,j in (13). The precoding vector to Uq,j can
be written as

rq,j = Θnull
q,−juq,j , for q ∈ Φ, j ∈ [J ], (19)

where uq,j ∈ Cη×1 denotes the inner-layer beamforming
vector to Uq,j . We also have that ||rq,j ||2 = ||uq,j ||2. Note
that J should be less than or equal to L to guarantee non-
empty null-space of HH

q,−j .

B. Inner-Layer: Beamforming

We now proceed to find optimal beamforming vectors of
cv in (17) and uq,j in (19) respectively. By considering the
analysis in Section IV-A, it is easy to derive the following
optimization problems

c∗=arg max
c∈CmV

min
g∈Φ,v∈[V ]

∣∣hTg,vQnull
−v cv

∣∣2, s.t. ||c||2≤Pt, (20)

u∗= arg max
u∈CηJ(Λγ+1)

min
q∈Φ,j∈[J]

∣∣hTq,jΘnull
q,−juq,j

∣∣2, s.t. ||u||2≤Pt,

(21)

where c , {cv}Vv=1 and u , {uq,j}q∈Φ,j∈[J]. The optimiza-
tion problems in (20) and (21) can be easily solved using
some software packages, such as in MATLAB and its built-in
function "fminimax".

V. NUMERICAL RESULTS

From (4), we know that the theoretical multiplicative per-
formance boost of the LSP compared to the MSV should be
L(Λγ+1)

Λγ+L achieved in the high-SNR limit, while we expect
this to be smaller for lower values of the SNR due to the
more efficient use of the power. To explore the behavior of
the gap at finite SNR values we proceed with the presentation
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Fig. 1: Sum-rate comparisons for Pt = 0, 10, 20 dB, where L = 12 and Λγ + 1 = 4
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Fig. 2: Sum-rate comparisons for Pt = 0, 10, 20 dB, where L = 16 and Λγ + 1 = 4
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Fig. 3: Sum-rate comparisons for Pt = 0, 10, 20 dB, where L = 16 and Λγ + 1 = 5

of our numerical results, while using uncoded caching as the
benchmark. We use L′ (L′ ≤ L) to denote the number of
simultaneously served users in uncoded caching. We present
some numerical results for the sum-rate comparisons among
the MSV scheme, the LSP scheme and the uncoded caching
with unicasting transmissions in Figs. 1–3. For simplicity, we
assume that the factors {βg,b}g∈Λ,b∈[B], accounting for the
large-scale fading, are deterministic and equal to 1, which
means that the users are statistically symmetric. Moreover,
the AWGN power in each received signal is normalized to
1, i.e., N0 = 1. As done in [17], choosing parameter L′ in
uncoded caching (similarly J in LSP and V in MSV) allows
the flexibility to optimize the corresponding sum-rate. This
is because simultaneously serving more users will decrease
the freedom to design the beamforming vector, resulting in a
smaller rate to each served user. There normally exist some
cutoff points between the number of served users and the
single-link rate. We use the notation ∆LSP (or ∆MSV) to
denote the sum-rate boost of the LSP scheme (or the MSV)
over uncoded caching, where J (or V ) and L′ are separately
selected for maximizing the corresponding sum-rates.

We begin the presentation of the results by considering the
case L = 12 and Λγ + 1 = 4 for different values of Pt, and

where the theoretical boost, i.e. in the very high SNR, would
have been ∆LSP = (Λγ+1) = 4 = 400% and ∆MSV = (Λγ+
L)/L = 16/12 = 133%. As shown in Fig. 1, by comparing the
maximum sum-rates in those three cases, we can see that the
LSP scheme provides a sum-rate boost ∆LSP of 140% over
the uncoded caching case, while the MSV scheme achieves
90% of the uncoded caching sum-rate for Pt = 0 dB. One
interesting outcome is that unicasting outperforms multicasting
(MSV) in the low-SNR regime. As Pt increases, both ∆LSP

and ∆MSV grow. Specifically, ∆LSP are 190% for Pt = 10 dB
and 250% for Pt = 20 dB, respectively. In contrast, the boost
provided by the MSV scheme is smaller (i.e., ∆MSV = 110%
for Pt = 10 dB and ∆MSV = 120% for Pt = 20 dB).

We continue our analysis by increasing the number of
antennas to 16 while retaining the same value as before for
the multicasting gain. These results are depicted in Fig. 2. It
is interesting to note that, while the sum-rate has increased,
the rate boost of the LSP scheme (∆LSP) remains almost
unchanged. On one hand, the fact that the boost remains the
same comes in agreement with the DoF analysis, where this
multiplicative boost is only a function of the multicasting gain
and not the number of antennas. On the other hand, the fact
that the multiplicative boost has remained the same shows
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that the impact of the larger antenna array is similar to both
the uncoded caching delivery scheme and the LSP scheme.
However, the boost of the MSV scheme becomes much worse
over uncoded caching, although the corresponding sum-rate
grows due to the increase of L. This implies that the increase
in the number of transmit antennas is more beneficial for the
uncoded caching with unicasting transmissions.

Finally, we increase the coded caching gain Λγ + 1 to 5 in
Fig. 3. Compared to the sum-rate boosts in Fig. 2. we can see
from Fig. 3 that both of the sum-rate boosts of the LSP and the
MSV increases. This is because a larger coded caching gain
enables the BS to simultaneously serve more users in coded
caching, thereby enhancing the sum-rate, while the increase
in the coded caching gain does not impact the sum-rate of
uncoded caching.

VI. CONCLUSION AND FUTURE WORK

We have investigated two popular multi-antenna coded
caching schemes, i.e., the LSP and the MSV, and designed
the corresponding linear precoders for them. Specifically, the
linear precoder considered here consists of two layers, where
the outer-layer is for interference cancellation and the inner-
layer is for beamforming. Further, we have formulated the
optimization model for the inner-layer beamforming vector.
In the end, we presented some numerical results that pro-
vide useful insights into the performance of these algorithms
under finite SNR and finite subpacketization. The numerical
comparisons have shown that the MSV scheme is not always
better than uncoded caching. Specifically, uncoded caching
outperforms the MSV scheme at low SNR and in large-
scale antennas, while the MSV scheme is better in the large
coded caching gain regime and/or in the high-SNR regime. In
contrast, the LSP scheme always provides the best delivery
performance than uncoded caching and the MSV scheme.

Due to the high complexity in the inner-layer beamforming
vector optimization, in the future work, we will consider
more simplified linear precoders (e.g., matched-filtering) and
practical impacts (e.g., channel estimation errors) to analyze
the delivery performance of the LSP and the MSV.
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