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Abstract — Wireless channels are highly affected by unpre- Basically, there are two main error recovery mechanisms:
dictable factors such as cochannel interference, adjacent chAntomatic Repeat Request (ARQ) and Forward Error Correc-
nel interference, propagation path loss, shadowing and multien (FEC). ARQ tries to retransmit the lost packets while FEC
path fading. The unreliability of media degrades the transmisransmits some redundant data with the original ones. FEC is
sion quality seriously. Automatic Repeat reQuest (ARQ) anftequently used in wireless environments but it can not assure
Forward Error Correction (FEC) schemes are frequently usédl reliability unless coupled with ARQ. In this paper, we study
in wireless environments to reduce the high bit error rate of thtae use of different error control protocols as a function of the
channel. In this paper, we propose an adaptive error cont@bS requirements of receivers as well as the wireless channel
scheme for wireless networks based on dynamic variation obnditions.
error control strategy as a function of the channel bit error rate, ) L )
desired QoS and number of receivers. Reed-Solomon erasurd/e take a multicast communication mode. If we consider
codes are used throughout this study because of their appropdlticast communication as a general communication mode
ate characteristics in terms of powerful coding and implemer{there the traffic is sent to a set of receivers, unicast and broad-
tation simplicity. Simulation results show that our adaptive er@St communications can be viewed as special cases where the
ror control protocol decreases the waste of bandwidth due f&ffic is only sent to one receiver or to all receivers respec-

retransmissions or extra coding overheads while satisfying tiéely: Having a framework for QoS provisioning in the case of
QoS requirements of the receivers. multicast communications means that the same general rule can

keywords: QoS, adaptive error control, ARQ, FEC, MarkovPe gpplied to any communicatiop mode. Note that we suppose

model, wireless networks. a single QoS per multicast session. It means that all members
of a given group are supposed to have the same QoS require-
ments. Other approaches like layered multicast [1] may be used
in the case of receivers with different QoS needs but this is not

1 Introduction the subject of this study.

[2] showed that the use of hybrid ARQ/FEC protocol im-
Recently, the emergence of new multimedia applications h oves the performance of error control schemes for wireless
i ; ; ks in most cases. However, the choice of the coding scheme
reated a strong need for the supportQiality of Service ' ' ; :
erea 9 pportifality gtepends on several parameters. A high degradation of the chan-

(Qo0S). In response, the Internet is moving from a best effo . . o
model to a system, capable of supportinga range of traffic ché}?l bit error rate may cause a high retransmission rate. On the

acteristics and service requirements. The main obstacle in 8}_her har!d, even in good channel concﬁhons, the retransmis-
der to enable users to have access to Internet and multimediy rate; increases enormously if thgre Isa high number of re-
applications in wireless environments is the high error rate gfEIvers in a session. Hence, c'hoosmg a fixed coding schelme
the wireless channels. In fact, wireless channels are highly Jpay cause the vyaste of bandwidth QUr|ng th.e ngrmal behgwor
fected by unpredictable factors such as cochannel interferen the channel since the redundant information is not required
adjacent channel interference, propagation path loss, shad ° to the low bit error rate of the channel. On the other hand,
ing and multipath fading. As a result, most of the wireless sy luring the temporary degradation of the network, the amount

tems are equipped with a complementary error control protoc; ‘ redundan.cy.may not be sufﬂc[ent for receivers to recover
at the link layer. rom transmission errors. Even with good channel conditions,



if there is a high number of receivers, the redundancy level eses FEC for error control, the sender and the receiver use a
a code may not be sufficient. Therefore, the use of adaptiweutually agreed code to protect the data. If a coded block can
coding schemes for wireless channels is an issue that has tddeedivided into the data part and the redundancy part, then the
studied thoroughly. code is said to be systematic code. A systematic code gener-

) ) ) ates a coded block consisting of an unaltered copy of the data
An adaptive algorithm needs to estimate the channel cofyck followed by theh = n — k redundant symbols. The ad-

ditions of all receivers listening to the same session in 0rdefhiage of a systematic code is that in case a receiver receives
to adjust its parameters dynamically based on an optimizatiQf, qata block correctly, no decoding is necessary.
criteria. Adaptive schemes have already been proposed in dif- '

ferent contexts. It has been proposed for real-time applicationsA Reed-Solomon erasure code is a Reed-Solomon code with
in order to cope with retransmission delays in Internet [3] [4bymbols defined over th@alois Field GF(2™), designed to

[5] as well as in wireless networks [6] [7] [8] [9]. It has alsorecover from erasures. It is representedisF (n, k) and it
been proposed for multicast communications [10] [11]. Wéas a symbol size of: bits. A Reed-Solomon erasure code has
observe that all the adaptive coding schemes designed for mikle capacity to recover from erasures with only: redundant
ticast communications are based on a fixed environment. Tegmbols. This characteristic makes this kind of code partic-
other works have considered a wireless network but their adaglarly powerful to cope with transmission packet losses. The
tation scheme is designed for a point-to-point communicatioparameters of such a code are:

mode. Our proposed approach is different from other adap-
tive algorithms since it is capable to adapt itself not only to the
channel conditions but also to the number of receivers. It is
based on a predictive mechanism in the sense that it forwards a
certain number of redundant packets in the network before their
necessity. It attempts to decrease the used bandwidth as much the sender side, the RSE encoder takdata packets and

as possible while maintaining the desired QoS parameters. 9enerates redundant packets to form a coded blocknot=
k + h packets. All the packets have a sizerofbits. If the

We take a finite state Markov chain in order to model theeceiver gets at leagdt packets out of theé: + A transmitted
radio channel. The advantage of such a model lies on its fpackets correctly, it can reconstruct the original data. Note that
cility to capture the burstiness of the error process as well @se loss unitis a packet and a packet payload is considered as a
to predict the future states of the channel based on its preseginbol.
state. Prediction is useful due to the memory that exists in the
physical channel. Our proposed scheme tries to take advantage
of the channel memory in order to obtain better performanc@. 1 |mp|ementation Issues
We useReed-Solomon Erasure (RSE) codes because of their

appropriat.e chgrac.te.ristics in terms of powerful coding and in”K?IcAuIey proposed a hardware architecture for RSE codes in
plementation simplicity. [12] using a symbol size: = 8 andm = 32. Rizzo proposed
The paper is organized as follows. We start by some bacg_sof"rware implementation of RSE codes in [13] with a symbol
ground information about coding and Reed-Solomon Erasufi#€ in the range af = 4, ..., 16. RSE coders with large sym-
codes. We explain the QoS metrics that we have taken in (prol size are difficult to implement. Normally, Fhe packgt size
der to analyze the effect of our adaptive scheme. Then, W& the order of.hundreds or thousands of bl'[S.. In this case,
present the finite state Markov model used in this paper. OW€ need to consider a packet asymbols ofrn bits and the
proposed prediction method as well as our adaptation poliGPding can be implemented usingarallel RSE coders, each
are presented afterwards. Finally, we illustrate some simulgPeratingona symbol size of bits.
tion results comparing the performance of our adaptive error Since the number of elements of g
control protocol with other protocols.

Number of symbols in a coded block:n = 2™ — 1,
Number of redundant symbols: h=n—k,

(2™ with a symbol
size ofm is limited to 2™, it is important to choose an RSE
code withn < 2™, If we takem = &, we will have a maximum
block lengthn = 255 which is sufficient in our case.

2 Coding Aspects In the following, we use the software RSE coder developed
by Rizzo in the systematic form with a symbol size = 8.

) . , . ) . The encoding and decoding speeds of this software coder have
Coding consists of adding redundant information to data in Oeen tested in various platforms from high speed workstations

der to allow the receiver to recover the original data even inthg gmal portable systems [13] [14] and have been shown to be
presence of transmission errors. Basically, a code transforms,ane order of Mega Bytes per second.

data block of k¥ symbolsd = (dy_1,di—_2, ..., dy) into acoded
block of n symbolsC' = (¢p—1,¢n-2,...,c0). INa systemthat  Inorder to have variable error correcting capabilities, we are



interested to modify the coding parametérandh of an RSE 4 Finite State Markov Model

code. This is feasible by usirshortening andpuncturingtech-

nigues [15]. Shortening consists of adding a certain number of

information symbols equal to zero to the original informatiorfVarkov chains have been extensively used in the literature to
in the encoding phase. Let's consider a Reed Solomon eras@Pture the bursty nature of the error sequences generated by a
code of RSE(n, k). We can generate a set of shortened codireless channel. Previous studies [16], [17] show that a first
RSE(n—b,k—b)with1 < b < k— 1 and an error correcting order Markov chain provides a good approximation of the error
capability, 2/, equal toh. These shortened codes have tieir Process in fading channels. Furthermore, the parameters of the
high order information symbols equal to zero. Code puncturingiodel can be easily mapped to real physical quantities in case
involves not transmitting (deleting) certain redundant symbol&®f & Rayleigh fading channel. We take a finite state Markov
Puncturing allows a coder to change its number of redundaftodel as in [18]. This model is depicted in Figure 1. As it can
packetsh while shortening allows it to change its number ofbe seen, the channel states associated with consecutive sym-

data packets. The shortened and punctured codes can use thgls are assumed to be neighboring states. This assumption is

compared to the symbol interval
We consider aroriginal code RSE(Nmaz, Kmaz) With
Huimae = Nmae — Kmaz. Using the shortening technique, we

t t
can derive &asic code RSFE (N, K) with the same number of = t,, (13
redundant packetd = H,,,, = N —K. From this basic code, '
we can create a large set of RSE co@&t(n, k) with k < K &D
andh < H using the shortening and puncturing techniques. o

The software coder proposed by Rizzo can be easily extended

to support multiple block sizes and multiple redundant packets

as in [14]. The only implication of such a coder is that it needs Figure 1: Finite state Markov model
to support the maximum data block sizg, ., which is nor-
mally bigger than the actual data block sizeHowever, taking
the maximum data block size allows us to use a single gener-"et 0 =X < AL <Ay << As = pe the th.resh-
ator matrix that can support up 16, data packets which is olds of the received SNR. The channel is said to be in state

important if we need to vary our coding parameters. wheres € {0,1,2, ..., § -~ L} if t.he received SNR is i.n the |n
terval[A;, A\;+1). Associated with each state, there is a Binary

Symmetric Channel (BSC) with the error probability

. Assuming that the channel fades slowly with respect to the
3 QOS Metrics symbol interval, ", the Markov transition probabilities can be
approximated using the level crossing rate and the SNR den-
sity function. Recall that Rayleigh fading results in an expo-

We takeefficiency and packet loss rate as our QoS metrics. : o . . .
<y P Q r@ntlally distributed distortion of the signal [19].

The first metric considers the effect of our adaptive scheme 8
bandwidth and gives us an evaluation of how much overhead
our scheme adds compared to other schemes. It is defined as
the inverse of the average number of transmissions required by
all receivers to receive a packet correctly.

The second metric evaluates the loss probability before and ls 541 R iea@p(—/\sjrl VfaT'y/ M (D)
after our adaptive scheme. It is defined as the probability that Ts A A
at least one receiver can not receive a packet correctly after the . " iex (- ﬁ VfuT 27[/\5 @)
first transmission. This metric allows us to observe the decrease R Pmxd A
of loss rate due to the utilization of the adaptive protocol. It tss=1—tgs 1 —tss11 (3)
gives us a precise measure of the effectiveness of our protocol too=1—101 )

in reducing the loss rate.
tg_1,5-1=1—1s_15-2 (5)

Throughoutthis paper, we suppose that the loss events at dif-
ferent receivers are independent. We assume that all bit errors
in a received packet are detected thanks to its CRC field andin the above expressiong, is the average SNR anfj is
no control messages are lost. In case of multicast, the traffictiee maximum doppler frequency given liy = % with v the
transmitted to all receivers using the broadcast mechanismahicle speedf. the carrier frequency andthe speed of light
the radio rather than sending a separate copy for each recei@rx 108m/s). The steady state probabilities,, are:



not received the packet correctly. The sender sénpackets
Neti I\ I\ at a time before waiting for a feedback. Generally the sender is
— / F)dA = exp(—2) — exp(;“) not aware of a packet loss unless itreceives a negative feedback
A A A (6) from one of the receivers. In this case, it can only retransmit
the lost packet after the retransmission delay. We assume that

The error probabilities of each statgcan be related to the the channel remains at thg same state during the time spanning
he end of the transmission of a block and the beginning of

;?/Z?évrﬁd SNR according to the modulation scheme used in t Y& transmission of the next block. It is clear that if this time

interval is longer than the correlation time of the channel, the
assumption that the channel stays at the same state is not cor-
rect. We definel, as the number of times that a packet gets
lost by a receiver. We assume that the state transitions occur

As+1 As
_ fxs JA)em (A)dA _ i/ i F(\)em (A)dA at the beginning of a time slot of unit length and then a packet
f?s“ FA)dA Ts Ja, 7) is transmitted. The probability that a receiver loses a packet

exactlyl times is:

wheree,, (1) is the modulation function relating bit error prob-

ability to received SNR. Simplified expression far is pro- ot
vided in [18] for a BPSK scheme. The average error rate of th N - _
model can be found as= $77, 7e,. P(L,=1= > P(L, =1),

(9)

s=0

k-1

5 Prediction Method Z[Ps(i k= 1)ty o(1 = po)
i=0
We take two different error control protocols. In the first proto- Ptk = Dt 5(1 = ps)
col, P1, we use an ARQ mechanism. The second protocol, P2, P (i k= Dtegr (1 — ps)] =0
uses an ARQ/FEC scheme with RSE codes. In order to have]ﬁé(Lr =)= ’
fair comparison of P1 and P2, we consider that both protocols Al Plik— 1)t
sendk data packets before waiting for a feedback. Z s (4, k= Dt s
i=0
We consider a finite state Markov model as described in the +Ps-1(i, k = 1)ts—1,5ps
previous section. In order to investigate the effect of packet P (i k= 1)sqrsp =1
level FEC, we are interested to model the process of success- st sl o

ful or unsuccessful packet transmission. [20] showed that a
Markov approximation for a packet loss process is a good

model for a broad range of parameters. In fact for typical da}@Ps(L’“ = 1) is the probability that a receiver loses a packet

imes with the channel ending in state P, (i, k — 1) rep-

. . resents the probability to havepacket losses ik — 1 packet
considered (e.g. carrier frequency of about 1-2 GHZ and typ- nsmissior?s with th)e/,- channqgl ending in state21] F::alcu-

ical pedestrian and vehicular speeds), we can assume thatlgﬁle

channel is constant during a packet interyal With this as- .Ed the probablllty tp havé errors In,j transmissions in a
) i Gilbert-Elliotmodel using recursion. Using the same approach,
sumption, the packet loss probability of each state,can be

calculated as in a BSC model with the error probabdity For we can c'alculate the prqbgbi!ity to.hf%'/packet losses among
a packet of lengli bits, we have: J transml'Fted packetsl?(z,j.)., ina fInIFe state Markov chain.

Let P(4, j) be the probability to have packet losses among
J transmitted packets with the channel ending in staté\s
before, we assume that state transitions occur at the beginning
of a time slot of unit length and then a packet is transmitted.
Extending the equation from a Gilbert-Elliot model to a finite
state Markov model, the probability to haw@acket losses in
Jj packet transmissions is:

rates (e.g. more than 64 Kb/s) and for environments commonl|

ps =1 (1—e)" (8)

5.1 Efficiency

Let us first consider the scenario P1 where a sender multicasts s_1
data toR receivers using an ARQ scheme. The sender retrans- P(i,j) = Z Py(i, j) (10)

mits the original packet if there is at least one receiver that has =



Pi(i,7) =P, (i,j — D)t (1 — ps) can recover from loss if it receives correctlypackets out of
Py (i — Dte_14(1 = py) then :fk +Ih traf:smli(ttefd packtets. If.thg receiver can not
. recover from loss, it asks for a retransmission.
+ Ps+1(la.7 - 1)ts+1,s(1 _ps)

+ Po(i— 1,5 — 1)ts sps We defineQ)(L, = !) as the probability that a receiver loses
Py (i— 1,5 — 1)te_1 ,ps a packet exactlytimes in the case of FEQ(L, =) is again
’ the sum ofQ; (L, = ), the probability of a receiver to lose

a packet exactly times with the channel ending in stateIn
the presence of FEC, a packet is retransmitted if it is lost by
the FEC receiver and if more th@n— 1 out of the othern — 1

In order for our adaptive algorithm to change its strategy dypackets of the coded block are lost. In the same way, a packet
namically, it must be able to predict the performance of eadh considered to be correctly received if it has not been lost or
of the available error control schemes for the next block befoikit has been lost but there are at least 1 packets out of the
actually transmitting it. We assume that the adaptive algorith@thern — 1 packets of the coded block that have been correctly
is informed about the channel state of all the receivers at tiieceived. Once again, we assume that the channel does not
beginning of the transmission of each block. Once the chaghange its state during the interial-¢ wheret corresponds to
nel state of all receivers at instants known, the algorithm the time between the end of the transmission of the last packet
can predict the evolution of channel conditions of the receive®f a coded block and the beginning of the transmission of the
for the next block taking advantage of the fact that the futurirst packet of the next coded block.
states of the Markov chain depends only on its present state.
Assuming that a receiver is in stateat the beginning of the

+ Ps+1(i — 1,_] - 1)ts-|—1,s

fori=0,1,2,...,sandj = 1,2,3...

transmission, the initial conditions fd?; (¢, j) in equation (9) 5-1
are: QUL =1) =) Qu(Lr =1, (12)
s=0
h—1
1 |f SIS/ 120,1 Z[Ps(ian_l)ts,sps
Ps(0,0) =10 otherwise [=0,1 flg (i Dy
P(L,=1—-1) [=2,.. -1(im = Dte-,ops
—|—Ps+1(i, n— 1)ts+1,sps:| +
Using the above initial conditions, we ggtdifferent values nod ]

for P(i,j) and P(L, = l) depending on the state where the Z [Ps(l’ n = 1)ts,s(1 = ps)

receiver was at the beginning of the transmission. We repr Ly =1) = =0 .

sent these probabilities b§(L, = {|s') and P(i, j|s') where HPi1(in = Dts1s(1 = p)

s' is the state of a receiver at the bgglnn!ng of the transmission. + Py (iyn — )ty (1 — ps)] =0

We represent the number of receivers in each of the states of )

the Markov cha|n.b>{r0, r1,..,rs—1} and gh_el total number of Z Poli,n —1)1s ops

receivers asi. It is clear that we havg ) _, ., = R. The P ’

algorithm estimates the efficiency of P1 f@receivers as fol- "|'_Ps—1(i n—1)ts_1.sps

lows: ’ ’
—|—Ps+1(i,n—1)t5+1ysps] l: 1,

1 . -
Eff = m (12) In order to estimate the efficiency of protocol P2, the adap-

tive algorithm needs to estimat@(L, = !) first. Assuming

= o 1 that a receiver is in staté at the beginning of a transmission,
> - , the initial conditions forP; (¢, j) in equation (12) are:
> (1= TTa- Pl =m—1j)) (4 inequation (12)
m=1 s'=0
Now, we consider protocol P2 where the sender uses an RSE 1 if s=¢ 1=0,1

code with a coded block size afpackets containing original
packets and redundant packets. In this case, the sender sends
k original packets followed by redundant ones. Each receiver Qs(Ly =1-1)

P;(0,0) =<0 otherwise [=0,1
=2, ..



Note that once again, we have differép¢Z, = !) proba- control protocol with an RSE code {ti or a pure ARQ proto-
bilities depending on the channel state at the beginning of tlel. According to the variations of SNR, the receiver channel
transmission. We represent these probabilitieQb¥,. = {|s’)  may be in one of the states of the Markov model at each instant
wheres’ is the channel state of a receiver at the beginning of the We assume that the sender knows the state of the Markov
transmission. The algorithm predicts the efficiency of protocahain at the transmission time for all receivers. Let's define
P2 as follows: the transmission status at time¢ as the set of all tuple&, )

wheres € {0,1,...,.5 — 1} is the channel state in the Markov
model andr; is the number of wireless receivers in statat
1 timet.

Eff = ——— (13)

Before transmitting, the adaptive algorithm in the sender
- T must estimate the efficiency and .packet Iqss rate of the
Z (1 _ H (1= Q(L, =m— 1|5,))rs,) ARQ/FEC protocol using all the avallgble coding schemesf as

i " well as the ARQ protocol as a function of the transmission
B status. It then tries to find the protocol satisfying the desired
packet loss rate. If there are several protocols satisfying this
criteria, the algorithm must choose the one with the highest ef-
ficiency in order to minimize the use of bandwidth. Note that
our adaptive approach is predictive rather than reactive since
the sender tries to predict the channel conditions as well as the
evolution of QoS metrics for all receivers before actually send-

o o ing a block. The sender then chooses a protocol according to
The next QoS metric is the packet loss rate which is the probgs predictions.

bility to have at least one receiver that has not received a packet

correctly after the first transmission. Considering protocol P1, The time is divided into transmission rounds. Each transmis-
the probability to receive a packet correctly after the first transion round corresponds to the transmission packets in case
mission isP (L, = 0). Once again, we defing as the number of FEC andk packets in case of ARQ. A transmission round
of receivers in state. P(L, = 0[s) is the probability of a ends when the sender is informed about the reception states of
receiver to receive a packet correctly after the first transmigHl receivers. The adaptive algorithm is repeated at the end of
sion with the receiver being in staté at the beginning of the each transmission round. Basically, the algorithm goes through
transmission. The packet loss rate of protocol P1 is estimat#ie following steps:

Note that in all the above formulas we have; ; = 0 for
s=0andt; ;41 =0fors=.5—1.

5.2 Packet Loss Rate

as follows:
1. At the beginning of the algorithm, the sender determines
o1 . the desired packet loss rate of the session. It also deter-
PLR=1— H [P(Lr _ 0|8/)] ’ (14) mines the transmission status.
s'=0 2. The sender estimates the packet loss rate of the ARQ pro-

tocol as well as the ARQ/FEC protocol using all the avail-
able coding schemes, based on the transmission status. If
it finds several protocols satisfying the QoS metrics of the

In case of protocol P2, the probability that a receiver gets
a packet correctly after the first transmissiorjéL, = 0).
We represent this probability with the receiver being in state session, it chooses the one with the highest efficiency. It

s’ at the begin'ning of Fhe transmission B} L, = I|s'). The then adjusts its parameters and starts the transmission of
adaptive algorithm estimates the packet loss rate of protocol P2 the block.

as below:

3. At the end of a transmission round, the sender again de-

termines the transmission status. It then repeats the step
S—1

PLR=1-]] [Q(LT = 0|5’)]TSI (15)

s'=0

_ _ 7 Simulation Results
6 Adaptation Policy

We have carried out several simulations in OPNET which is an
Let C' = {co,c1,...,ci} be the set of RSE codes available aevent-driven simulation tool. We take28 Mb/s data rate for
the sender. The sender can either choose the ARQ/FEC emar wireless network. The carrier frequencyi® GHz. The



data and control packets hawé and9 bytes respectively. We
use a BPSK modulation scheme. The average SNR dB
corresponding to an average bit error probabilitg of *. All

the receivers are located within a distance®fmeters from
their base station. The wireless channel is modeled ® state
Markov model in the OPNET environment. The stajef the
Markov model corresponds to a Bad state with~ 1, the
states; corresponds to an intermediate state with a non-zel
error probabilitye; ~ 2 x 10~° and the state, corresponds to

a Good state with a zero error probability ~ 0. In order to
have an error probability af, ~ 1, A; must be equal tedB in
BPSK. For a zero error probability =~ 0 in states., we also
need to fix\, at34dB in BPSK. Knowing the threshold values
of the Markov model, all the other parameters can be easi.
found as in Section 4. For our adaptive scheme, we take i
original codeRS (255, 235) and a basic cod&SFE(70, 50).
Using this basic code, we can vary the coding parameters su
that for any used cod&SF (n, k), we havek < 50 andh <

20.

iciency

Effi

For each scenario, we have carried out ten different sin
ulations, each with a different seed. Figure 2 compares tt
efficiency and the packet loss rate of our proposed ada
tive scheme with a pure ARQ protocol, an ARQ/FEC pro-
tocol using RSFE(60,50) and another hybrid protocol using
RSE(70,50). The number of receivers is fixed #00. We
have chosen @LR = 50% in order to reduce the retrans-
mission rate by a half in case of adaptive scheme. From th
figure, we can observe that the adaptive scheme provides 1
best efficiency. It also has AL R less tharb0% as it was ex-
pected. Although other fixed hybrid protocols provide bette:
packet loss rates, they have a lower efficiency compared to ¢
adaptive scheme.

Packet loss rate

8 Conclusion

In this paper, we proposed an adaptive algorithm capable
switch between an ARQ and a set of ARQ/FEC error contrc
protocols. The coding scheme used in the ARQ/FEC protoco
is based on RSE codes. The adaptive algorithm chooses |
best error control mechanism as a function of the channel t

error rate, the channel state of the receivers and the desired

QoS metric of the receivers while maximizing efficiency. We

used a finite state Markov chain as our wireless channel model.

This model allowed us to predict the future states of the channel

for each receiver based on its current channel state. Simulation
results showed that the use of adaptive mechanism is useful

in order to save bandwidth while maintaining the QoS metrics
below their thresholds.

We considered efficiency and packet loss rate for our analy-
sis. The effect of our adaptive protocol on other QoS metrics
such as delay, jitter, dropping rate and power consumption of

0.65

0.569 —
1]

T T
=8~ No FEC

-8~ RSE(60, 50)
-& RSE(70, 50)
-©- Adaptive schem
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0.6

0.55 ——

051

=o— No FEC

-8~ RSE(60, 50)
-&- RSE(70, 50)
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(b) Packet loss rate

Figure 2: Simulation results faP LR = 50%



mobile terminals is an interesting direction for our future work[11] Dan Rubenstein, Jim Kurose, and Don Towsley, “Real-
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