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Abstract—Access to technologies like mobile phones con-
tributes to the significant increase in the volume of digital visual
data (images and videos). In addition, photo editing software is
becoming increasingly powerful and easy to use. In some cases,
these tools can be utilized to produce forgeries with the objective
to change the semantic meaning of a photo or a video (e.g. fake
news). Digital image forensics (DIF) includes two main objectives:
the detection (and localization) of forgery and the identification of
the origin of the acquisition (i.e. sensor identification). Since 2005,
many classical methods for DIF have been designed, implemented
and tested on several databases. Meantime, innovative approaches
based on deep learning have emerged in other fields and have
surpassed traditional techniques. In the context of DIF, deep
learning methods mainly use convolutional neural networks
(CNN) associated with significant preprocessing modules. This is
an active domain and two possible ways to operate preprocessing
have been studied: prior to the network or incorporated into it.
None of the various studies on the digital image forensics provide
a comprehensive overview of the preprocessing techniques used
with deep learning methods. Therefore, the core objective of this
article is to review the preprocessing modules associated with
CNN models.

I. INTRODUCTION

Today, images and videos play a key role in digital commu-
nication and whether they are of personal (social network), le-
gal (trial) or security (surveillance, police investigation) origin,
they can be employed as evidence. Therefore, the confirmation
of their origin and authenticity is a crucial aspect to avoid
any malicious use. However, since editing software is easy to
access and use, forged content is becoming more common and
increasingly difficult for humans to distinguish. Digital Image
Forensics (DIF [40]) provides tools for blindly analysing
images and gives information about their authenticity, whether
is to detect forgeries or to identify the camera model. This is
achieved through the analysis of the artifacts that remain in
the digital image during the creation process, which consists
of three stages: acquisition, post-processing and storage.

These traces are caused either by the camera that captured
the photo or by modifications performed on the picture.
They can be grouped into four various classes. Camera-based
techniques, which exploit the artifacts introduced during the
acquisition stages: the camera lens [1], [2], the sensor [3], [4]
or the colour filter array (CFA) [5], [6]. Each of the elements in
this pipeline plays a key role in digital image acquisition. The

camera lens transmits the light from the scene to the sensor at
a unique point and transforms it into pixels. The CFA assigns
a specific colour to each pixel, in the first place through a
colour mosaic and then through an RGB representation by
interpolation. This thorough process produces some artifacts
due to imperfections in the camera model that captures the
image. Therefore, these techniques are principally exploited to
identify the camera model as in [2], [3], [4]. They can also
detect falsifications applied to the content of an image as in
[1], [5], [6], [7]. Pixel-based techniques, which detect changes
in the picture at the pixel level. The main manipulations
studied are: splicing, which merges part of an image A into
an image B; cloning also named copy-move [8], [9], which
copies part of a picture on itself; resampling [10], which
is frequently used to match (resize, rotate, etc.) a tampered
region to an image. These falsifications provide artifacts that
can be used to detect altered images. However, these artifacts
can be hidden by applying specific techniques, either to
mask the forgeries or to enhance the image. Therefore, some
detection methods are focused on manipulations like in [11]
where noise inconsistencies are exploited. Techniques based
on geometry and physics, which capture the inconsistencies
that could be created in a forgery. When an image is altered,
by adding or removing an element, real-life characteristics are
rarely maintained. Indeed, light (2-D, 3-D, environmental) or
geometric parameters are generally neglected in falsifications,
and this can be exploited to detect them: [12], [13]. In addition,
lighting inconsistencies can help to detect forged images as in
[14]. Format-based techniques, which use information from
a specific compression. For example, during the quantization
step, blocks of pixels are converted in frequency space by the
discrete cosine transform (DCT). Anomalies can be introduced
in the DCT coefficients [15] and also in the JPEG block [16],
[17]. After a forgery, the image can be recompressed and
some inconsistencies may appear (e.g., in the JPEG block or
quantization matrix) [18], [19], [20].

In recent years, many image processing tasks have made
use of deep learning methods, including CNN models. Notably,
the performance achieved for classification challenge like
ILSVRC [41] has proved the efficiency of such approaches.
Therefore, some domains of image processing like face recog-
nition [42] or steganalysis [43] have adopted deep learning
methods. However, there are differences between both exam-
ples. Notably, for face recognition, digital images are directly
transmitted to the network that learns the pixel features. In
the case of steganalysis, a preprocessing step based on the
SRM filters is applied [43]. Digital image forensics is closer



to this domain than face recognition. In a preliminary study,
Chen et al. attempted to directly authenticate raw pictures with
a deep learning method [22]. However, CNN models do not
learn the key statistical properties relevant to image forensics.
This means that the localization of forgeries or any other
type of image forensics analysis cannot be carried out with
traditional deep learning techniques. In fact, classical methods
(i.e. without deep learning) are always based on relevant
artifacts to detect tampering. Consequently, the equivalent
process for CNN models is the extraction of the traces left by
alterations. This preprocessing step is crucial because without
it, the network only learns features from the image content.
This process leads to disappointing performance in forgery
detection. To correctly authenticate images, it must learn about
hidden artifacts, i.e. those that are overshadowed by the image
content. Preprocessing is therefore a required step in deep
learning methods. According to existing surveys on DIF, only
one deals with deep learning methods. However, it is restricted
to copy-move operation and only one single subsection. This
paper is the first review on preprocessing applied to deep
learning-based methods for authenticating camera or detecting
falsifications. The following sections will present two ways to
apply this crucial step.

II. HANDCRAFTED TECHNIQUES

Handcrafted preprocessing is used prior to the CNN,
without self-learned features extraction. In fact, this process
is close to classical algorithms (i.e. without deep learning)
that use handcrafted features to detect some forgeries. Various
techniques are employed in the main state-of-art publications
as residuals (noise or median filtering) or DCT coefficients
histograms.

Noise residuals are one of the main artifacts extracted dur-
ing the preprocessing phase. Each image has a specific noise
due to the camera that captured it and the operations applied
to the content. Indeed, an alteration frequently produces noise,
whether for hiding a previous operation or modifying the
image. These residuals can therefore be used as an element
for any process (e.g. forgery detection, camera identification).
However, these traces are often overshadowed by the image
content. Regardless the type of denoising filter, the method
to obtain noise residuals is similar. It consists in subtracting
the denoised image F (I) from the original image I to get the
desired artifact Ĩ (Eq. 1).

Ĩn = In − F (In) (1)

Chen et al. implemented the first preprocessing approach for
DIF with deep learning [22]. This technique is also based
on filtering (median filtering residuals). It aims to remove
interference from irrelevant information, which are the edges
and textures of the image. The process is almost the same as
for the application of a denoising filter. The residuals d(i, j)
are the results of the difference between the output y(i, j),
obtained by applying a w×w median filtering window on the
image x(i, j), and the image (Eq. 2).

d(i, j) = medw(x(i, j))− x(i, j) = y(i, j)− x(i, j) (2)

Applying a high-pass filter (HPF) [31] represents a dual way
to isolate the noise from the image. Different HPF have been
used in the state-of-art articles. Pengpeng et al. [32] applied

a Laplacian filter (3 × 3), usually used for edge detection,
on small size patches (64 × 64) to detect recaptured images.
Indeed, the Laplacian filter is dedicated to the identification
of regions with rapid changes in intensity. Therefore, this
technique is sensitive to noise as it causes a wave effect on the
image. The steganalysis rich model (SRM) [33] is based on 30
basic high-pass filters, with non-linear operations, from seven
groups (1st, 2nd, 3rd orders, EDGE and SQUARE 3 × 3 and
5×5). They are employed in the calculation of residual maps,
and their results can be considered as a local noise descriptor.
In [25], Kim et al. exploit one of them (SQUARE 5 × 5, eq.
3) as the input was on a single channel. In comparison, Zhou
et al. use three of them [23] as their input was in RGB (2nd
order, SQUARE 3× 3 and 5× 5). In both cases, they used as
few filters as possible to reduce the computing time. The same
HPF (SQUARE 5×5, eq. 3) is compared, in [29], to a wavelet-
based filter [34]. Tuama et al. proved through their experiments
that the SRM filter performs better than the wavelet one.

Fsqrt5 =
1
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∗
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 (3)

In the article [27], the method of Wang et al. is based on
histograms of DCT coefficients, mainly used to detect recom-
pressed images. In fact, after a forgery, the tampered image
is usually stored again by applying another compression with
a different quality factor. This affects the distribution of DCT
coefficient histograms. The histograms follow approximately
a generalized Gaussian distribution (regardless of the qual-
ity factor). This phenomenon occurs for single compression
whereas the histograms reveal some inconsistencies for double
compression. These anomalies depend on the quality factors
used for the two steps: if QF1 (1st compression quality
factor) is greater than QF2 (2nd compression quality factor)
there will be peaks and valleys in the histogram and missing
values for the opposite (i.e. QF2 greater than QF1). These
differences illustrate the application of a recompression and
the consequence of a potential alteration. In the article, Wang
et al. detail the different steps of this process and explain
the advantages of their method. In fact, they specify a fixed
interval that solves the problem of the variable size of the DCT
histograms and reduces the calculation with a negligible loss of
information. This technique is also exploited in [30], but with
a different interval size (vectors of size 909×1 and 9×11 for
[27]). Barni et al. detail a ”CNN Embedding DCT Histograms”
[36] that includes a first step devoted to preprocessing and
also based on DCT coefficients histograms. The network is
fed with small raw patches (64× 64) that are then handled in
a preprocessing phase. This preprocessing step extracts self-
learned artifacts without accessing to pixel values. Even if the
network can be considered as end-to-end, the preprocessing
is somewhat equivalent to handcrafted technique as it is not
impacted by the training phase. It is therefore an intermediate
step between the techniques carried out prior to the network
and those incorporated into it.

III. NETWORK INCORPORATED TECHNIQUES

The second type of techniques is implemented in the net-
work and is subject to the training phase. Unlike the previous



ones, these methods automatically extract features within the
model. The extraction is applied in the first convolutional
layer by modifying its weights. Therefore, the first layer is
considered as a preprocessing layer. In fact, the network is
forced to learn particular artifacts that cause the difference
with standard models.

In [39], Cozzolino et al. explain how to recast a residual-
based local descriptor into a CNN. Foremost, the processing
chain of a residual-based local descriptor consists of several
steps. Only the first, dedicated to the extraction of noise
residuals, is interesting for preprocessing. This phase is usually
performed with a high-pass filter to spotlight the relevant
artifacts. The conversion of this model into a CNN was in
two phases: from local features to a Bag-of-Features paradigm
and then to a CNN. However, only the extraction of artifacts
is related to preprocessing. In fact, the noise residuals R
are obtained by a group of shifted filters. It corresponds to
a bank of N filters in the case of the Bag-of-Features and
then to a convolutional layer in the case of the CNN. The
N filters corresponds to zero windows with non-zero weights
([ 1 −3 3 −1 ]) on the n-row. Finally, they replaced
these filters by a convolutional layer that calculate the residuals
with the same filter coefficients.

Rao et al. described in [38] another technique, influenced
by steganalysis [33], using the weights of the first convolu-
tional layer of the network. The filters used in the calculation
of the residual maps were also applied in the handcrafted pre-
processing method [23]. Instead of only three, this technique
exploits 30 basic high-pass filters, from seven classes ci, to
initialise the weight of the convolutional layer. The output of
this first layer is a set of 30 feature maps. In the case of an
RGB input (three color channels), the outputs are obtained with
three filters (from SRM). Rao et al. explain that for optimal
results, the three filters used for the feature maps must be of
the same class but not identical. Therefore, the initialization
strategy consists in associating a set of three filters to each
feature map. The application of SRM filters, even for weight
initialization, spotlights sharp edges that are introduced by
tampering operations like splicing. In addition, Rao et al.
stated that this initialization accelerates the convergence of the
network.

Finally, the last preprocessing technique introduced in the
litterature is also a modification of the first convolutional
layer. Bayar et al. proposed an innovative approach [37], the
constrained convolutional layer. The CNN is forced to learn
features for detection of manipulations through the first layer
that has been modified. The key of this process is still the same
as presented previously with other preprocessing techniques:
isolating the artifacts that are overshadowed by the image
content. Therefore, the task of this constrained convolutional
layer is to remove irrelevant information, which is achieved
by updating the weights. The precise artifacts retained by this
preprocessing layer are prediction error filters that provides the
value of the central pixel of the filter window. The weights w
of each filter K are forced as follows: the center value is fixed
to -1 while the sum of the remaining pixels is set to 1 (Eq 4).{

wk(0, 0) = −1∑
l,m6=0 wk(l,m) = 1 (4)

This constraint is applied during the training part of the

network with a particular sequence. The weights of each filter
are initialized randomly as it is usually the case. Then, a
two-step iterative process is started with the back-propagation
until the value of the loss function is reached: the weights
are first forced by the constraint and then updated according
to the stochastic gradient descent (SGD). Bayar et al. have
published a series of articles, based on this new layer, improv-
ing continuously their model. One of them [35] represents an
innovation of the preprocessing layer. It exploits a dual-flow
filtering layer to capture prediction error filters, as before, but
also non-linear artifacts. The input image, of size 256×256×2
is handled separately by each pre-processing step. It passes
through the constrained convolutional layer and is processed
in parallel first with a residual median filter and then with an
identity convolutional layer. Both outputs are then merged with
a concatenated layer. Therefore, this preprocessing technique
provides more artifacts and so a more accurate extraction of
features.

IV. CONCLUSION

Contrary to other domains as face recognition for example,
DIF is at the early stages of the adoption of deep learning
methods. Some preprocessing techniques are inspired by ste-
ganalysis like the use of the SRM filters. In fact, the goal is to
put forward the artifacts dedicated to digital image forensics as
it is done with classical methods. Therefore, the typical prepro-
cessing techniques are based on noise residuals or compression
traces. This review proves that preprocessing represents an
essential step for authenticating cameras or detecting forged
images, whatever applied prior to the network or embedded
in it. However, techniques used inside the network benefit
from the computing power of GPU that are used with deep
learning methods. In addition, they are utilized in state-of-art
articles, and it could be interesting to observe the impact of
each preprocessing on the global performance of the models.
The results could provide a comparison between deep learning
and classical methods but also between several preprocessing
techniques. Therefore, an upcoming work could consist in
examining results of deep learning models for DIF to develop
a comprehensive overview.
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