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Abstract—In this paper we describe the simulation modeling of
the OpenAirInterface (OAI) C-RAN testbed deployed at Eurecom
and present the performance evaluation of a fast calibration
(FC) scheme based on antenna grouping. We generate an indoor
LOS radio wave propagation model using ray tracing technique
and perform distributed channel reciprocity calibration which is
required to exploit uplink (UL) channel estimates to infer the
precoder performed on the downlink (DL) channel. We consider
a channel based on the geometry of the area where the RRUs
are distributed and compare the different choices to form the
RRU groups. We validate that the simulation results match the
experimental results from our previous work [1].

Index Terms—channel reciprocity calibration, distributed an-
tenna system, TDD, Massive MIMO, C-RAN

I. INTRODUCTION

Massive multiple input multiple output (MIMO), is an
extension of multi-user MIMO, which uses an order of
magnitude more antennas than classical MIMO systems and
improves the end user experience by significantly increasing
network capacity and coverage while also reducing interfer-
ence. The “massive” number of antennas helps focus energy,
bringing huge improvements in throughput and radiated energy
efficiency. Massive MIMO is a key enabler of 5G’s extremely
fast data rates and relies on uplink pilots to obtain channel
state information (CSI), exploiting channel reciprocity and
time division duplexing (TDD) operation.

Distributed antenna systems (DAS) have been introduced
as a key technology for next generation communications for
expanding indoor coverage and increasing sum rates [2], [3],
[4]. In DAS we may treat the remote radio units (RRUs)
which are spatially separated throughout a cell as a distributed
antenna array. Therefore, the average distance between user
and transmitter along with the multi-user interference and
transmit power can be reduced, resulting in improved overall
performance and more uniform coverage [5], [6], [7]. The
radio access system of spatially separate RRUs is connected
to a central server via a wired backhaul network.

Distributed massive MIMO obtains the best of both worlds:
multi-user interference suppression through spatial precoding,
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Fig. 1: Example of three different choices to form the RRU
groups for M=6 RRUs.

and dense coverage by reducing the average distance between
transmitters and receivers. This is achieved by coordinating a
large number of RRUs, distributed over a certain coverage
region, through a wired backhaul network connected to a
central server, forming a cloud radio access network (C-RAN).

A key factor for enabling reciprocity-based distributed mas-
sive MIMO is to compensate for the hardware non-symmetry
at the transceiver radio frequency (RF) chains. Various calibra-
tion solutions to address this problem at the base station (BS)
side exist (e.g. Argos [8], Rogalin et al. [9], Avalanche [10]).
The authors in [11] presented a fast calibration (FC) scheme
based on antenna grouping which outperforms the existing
relative calibration algorithms.

In [1], we adapted this to our OAI C-RAN testbed in order
to confirm its efficiency, in real environment. We examined
the performance results from three different grouping schemes
(Interleaved, Neighbours, Random) according to Fig. 1. We
illustrated that the interleaved grouping of the RRUs results in
performance gains. Furthermore, we played around with the
size of the largest group and simultaneously formed groups
by selecting RRUs in an interleaving way like in Fig. 2. This
proved that the overall estimation performance of the group-
based FC algorithm improves when we try to minimize the size
of the largest RRU group. These conclusions we made based
on the variance of the time-domain calibration elements.

The scope of the present paper is to provide a ground



Fig. 2: Example of two different grouping sizes in an inter-
leaving way for M=6 RRUs.

Fig. 3: OpenAirInterface 5G testbed

truth for the evaluation of the group-based OTA calibration
framework through channel measurements on our simulated
distributed antenna system.

The rest of this paper is organized as follows. Section II
describes the system architecture of our testbed. In Section
III, we present the TDD reciprocity system model and the fast
calibration (FC) scheme based on antenna grouping. Section
IV explains the estimation of propagation metrics. In Section
V, we evaluate the performance of the group-based FC method
using the mean square error (MSE) as a metric. Conclusions
are drawn in Section VI.

II. SYSTEM ARCHITECTURE

Eurecom deployed a cloud radio access network (C-RAN)
network using OpenAirInterface (OAI) software and inexpen-
sive commodity hardware, Fig. 3 [12]. The testbed consists
of the following 3 main entities: (i) The remote radio unit
(RRU) which is a radio transceiver and contains the RF
processing circuitry. (ii) The radio aggregation unit (RAU)
which connects multiple RRUs to a baseband unit (BBU)
and serves as a data processing unit. (iii) The radio cloud
center (RCC) which is responsible for the centralized baseband
processing and controls multiple RAUs.

A set of 20 RRUs is deployed on the ceilings of the corridors
on levels -3 and -4 of the Eurecom building. The RRUs on
each floor are connected by Gbit Ethernet to a switch which
are in turn connected to a central server over optical 20 Gbit
Ethernet. A frequency reference unit outputs ten high-precision
40 MHz frequency reference outputs on each floor. The RRUs
consist of an UP board from Intel, a B200 mini from Ettus
Research, a RF frontend designed by Eurecom and Power over
Ethernet (PoE) technology.

Fig. 4: Reciprocity Model

III. RELATIVE CALIBRATION SCHEME

TDD reciprocity calibration is one of the key factors to
enable distributed multi-user MIMO. In this section we review
the relative calibration scheme from [11].

We consider a TDD communication system involving a
BS A and a UE B with MA antennas and MB anten-
nas respectively, illustrated in Fig. 4. The channel seen by
transceivers in the digital domain (the composite channel), is
comprised of the physical channel C, assumed reciprocal in
both UL and DL, and filters modeling the imperfections of
the transmit RF hardware (e.g., power amplifiers (PA)), (TA
and TB), and the receive RF hardware (e.g, low-noise ampli-
fiers (LNA)), (RA and RB). The diagonal elements represent
the gains on each transmit chain whereas the off-diagonal
elements correspond to the RF chain on-chip crosstalk and
the antenna mutual coupling. We consider the ideal case,
where the transmit/receive RF hardware are all diagonal filters
(no crosstalk/mutual coupling) and carrier frequency at both
sides is identical. Also, the filters modeling the amplifiers are
assumed to remain constant over the observed quite long time
horizon. The measured UL and DL channels between nodes A
and B, represented by HA→B and HB→A, are thus modeled
as:

HA→B = RBCA→BTA

HB→A = RACB→ATB
(1)

Since we operate within the channel coherence time we can
eliminate the physical channel C from (1) and we obtain:

HA→B = F−TB HT
B→AFA (2)

where FA = R−TA TA and FB = R−TB TB include the
hardware properties and are called the calibration matrices.

OTA calibration relies on signal processing techniques to
calibrate at RF chain level and compensate the hardware non-
symmetry. Thus, we estimate FA and FB which along with
the UL channel estimates HB→A give us the CSIT HA→B ,
(2), based on which advanced beamforming techniques can
be implemented. In [13] it is shown that the RF mismatches
at the BS, and not at the UE side, are the major factor
for degrading the system’s performance. Hence, we perform
partial calibration which is part of the relative or over-the-
air (OTA) calibration methods. In partial calibration only the
RF mismatches at the BS are calibrated. This has no impact at
the beamforming performance as any unknown complex scalar



factor is compensated by the channel estimation at the UE. We
thus, in the sequel, focus on the estimation of FA, although
the framework discussed in the following is not limited to this
case.

Let as describe how the calibration matrix FA is estimated
based on the fast calibration scheme proposed in [11]. We
consider a set of M RRUs partitioned into G groups denoted
by A1, A2, . . . , AG, as in Fig. 5. Group Ai contains Mi RRUs
such that

∑G
i=1Mi =M . Each group Ai transmits a sequence

of Li pilot symbols, defined by matrix Pi ∈ CMi×Li where
the rows correspond to antennas and the columns to successive
channel uses. A channel use is considered as a calibration
symbol or a frame. When an antenna group i transmits, all
other groups are considered in receiving mode. After all G
groups have transmitted, the received signal for each resource
block of bidirectional transmission between antenna groups i
and j is given by

Yi→j = RjCi→jTiPi +Ni→j

Yj→i = RiCj→iTjPj +Nj→i
(3)

where Yi→j ∈ CMj×Li and Yj→i ∈ CMi×Lj are received
signal matrices at antenna groups j and i respectively. Ni→j
and Nj→i represent the corresponding received noise matrix.
Ti, Ri ∈ CMi×Mi and Tj , Rj ∈ CMj×Mj represent the
effect of the transmit and receive RF front-ends of antenna
elements in groups i and j respectively.

The reciprocity property induces that Ci→j = CT
j→i, thus

for two different groups 1 ≤ i 6= j ≤ G in (3), by eliminating
Ci→j we have

PTi F
T
i Yj→i −YT

i→jFjPj = Ñij (4)

The calibration matrix F is diagonal and thus we can
consider Fi = diag{fi} and F = diag{f}. This allows us
to vectorize (4) into

(YT
j→i ∗PTi )fi − (PTj ∗YT

i→j)fj = ñij (5)

where ∗ denotes the Khatri–Rao product, where we have
used the equality vec(A diag(x)B) = (BT ∗A)x. Stacking
equations (5) for all 1 ≤ i < j ≤ G yields

Y(P)f = ñ (6)

with Y(P) defined as
(YT

2→1 ∗PT1 ) −(PT2 ∗YT
1→2) 0 . . .

(YT
3→1 ∗PT1 ) 0 −(PT3 ∗YT

1→3) . . .
0 (YT

3→2 ∗PT2 ) −(PT3 ∗YT
2→3) . . .

...
...

...
. . .


︸ ︷︷ ︸

(
∑G

j=2

∑j−1
i=1 LiLj)×M

(7)
The estimation of the calibration coefficients f consists in
solving a LS problem assuming a unit norm constraint such
as

f̂ = arg min
f :‖f‖=1

‖Y(P) f‖2 = Vmin(Y(P)HY(P)) (8)

where Vmin(X) denotes the eigenvector of matrix X corre-
sponding to its eigenvalue with the smallest magnitude.

Fig. 5: Bi-directional transmission between antenna groups.

IV. SIMULATED PERFORMANCE ANALYSIS

In order to find the optimal grouping policy for our testbed
we carry out simulations. To conduct performance compar-
isons for different grouping calibration schemes, we use the
MSE of calibrated channel matrices as our metric.

MSE =
E
[
‖f̂ − f‖2

]
M − 1

(9)

We fix the noise variance to the thermal noise of one subcarrier
(15kHz) at N0=−132dBm. Thus, the performance of different
grouping methods is only driven by the different values at the
transmit power per RRU.

A. Channel Model

In the case of indoor radio wave propagation along the
corridor of a building, the free space path, ground and side wall
reflective path are taken into consideration. The RRU positions
are represented in the 3-dimensional space by means of three
coordinates (i.e. inter-RRU distance, side wall distance, ceiling
height). The inter-RRU distance is set to 5.5m, the distance
of each RRU to the side wall is measured at 1.25m, while the
ceiling height is 3m. We consider the 2-ray model with LOS
and one dominant reflection from the ground.

The path loss depends on whether we are in LOS or NLOS
conditions. In the NLOS case we take into account only
the reflected ray and we assume a reflection coefficient of
−1. Whereas, in LOS conditions we have to compute the
phase difference between the direct ray and the reflected ray,
since the received signal may suffer constructive or destructive
interference.

The channel (amplitude and phase) between RRU m and n
is
• NLOS case

c′m,n = − λ

4πdrefl
e−jkdrefl (10)

• LOS case

c′m,n =
λ

4πddir

(
1− e−jk(drefl−ddir)

)
(11)

where λ is the wave length and k = 2π
λ is the wave number.

In addition to the direct and reflected ray, we also account
for diffuse components by adding a random phase gm,n drawn



from a Rayleigh distribution CN (0, 1) and scaled by a Ricean
K-factor K.

cm,n =
√
Kc′m,n +

√
1−Kgm,n. (12)

In our simulations we assume a Rician K-factor for indoor
channels of 4dB.

B. Hardware properties model

The reciprocal values TA and RA are modeled as i.i.d.
random variables, with independent magnitude uniformly dis-
tributed on [1− ε, 1 + ε], with ε chosen such that the standard
deviation of the squared-magnitudes is 0.1, and uniformly
distributed phase between [−π π], [14]. We fix the first
reciprocal coefficients to 1 (f1 = 1). The transmitted pilots
are generated by the same set of base sequences used for
physical uplink shared channel demodulation reference signal
(PUSCH DMRS) [15]. The modulation type used is Zadoff-
Chu, causing the constellation for pilots to look like irregularly
spaced points on a circle with unit power. The Zadoff-Chu
sequence values are modulated directly onto the subcarriers
using OFDM.

C. Simulation Results

We assess numerically the performance of the proposed
group-based fast calibration method from Section III at 2.58
GHz. We use the MSE of the calibrated channel normalized by
the total number of active RRUs. Some important parameters
that impact the MSE of the calibration coefficient estimates
are evaluated.

Fig. 6a illustrates the performance results from the three
different grouping schemes. The MSE curve with the “Inter-
leaved” grouping method shows that the interleaving of the
RRUs ensures that the channel from a group to the rest of
the RRUs is as well conditioned as possible. Through our
simulations we noticed how crucial is the geometry of the
environment to the effective calibration coefficients estimation.
For this experiment we consider 6 RRUs in row and a double
door blocking the first two RRUs from the rest like in Fig. 1.
Changing the inter-RRU distance di,j by only 1cm may result
in destructive interference among almost all the possible pairs
of RRUs based on our 2-ray interference channel model. Thus,
the benefits of our proposed “Interleaved” grouping scheme no
longer hold, Fig. 6b.

Furthermore, in Fig. 7, we verify the fact that the per-
formance improves when the group sizes are allocated more
equitably to the minimum group size as in grouping scheme
2-2-2-2-2-2. This can be verified by looking at the condition
number of Y(P) in (7). The condition number of matrices
plays an important role in solving systems of linear equa-
tions such as the linear least squares method. It measures
the sensitivity of the solution of a problem to data quality.
It provides an approximate upper bound on the error in a
computed solution. In 6-6 scheme, the matrix can be poorly
conditioned for inversion so it is more sensitive to machine’s
relative round-off errors made during the LS solution process,
Fig. 8. Also, we can clearly see from the curves representing
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(a) Constructive interference (di,j=5.4m)
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(b) Destructive interference (di,j=5.5m)

Fig. 6: MSE of estimated calibration matrix over transmit
power per RRU (M=6 RRUs).
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Fig. 7: MSE of estimated calibration matrix over transmit
power per RRU (interleaving M=12 RRUs - LOS case).

4-4-4 and 2-4-6 that even if we split the RRUs into the same
number of groups, grouping them equitably is favorable.

The results presented at Fig. 9 show how strongly a condi-
tion number depends on the size of the matrix. Increasing the
number of RRUs results in larger linear system of equations
and consequently a more accurate approximation of the LS
solution. The curves show that the matrices representing the
largest possible grouping, the condition number of which is
very high, are ill-conditioned, so the LS estimation process
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Fig. 8: Condition number of 5 different grouping schemes over
transmit power per RRU (interleaving M=12 RRUs - LOS
case).
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Fig. 9: Condition number of the largest grouping over the total
number of distributed RRUs (LOS case).

can generate solutions with a large error, resulting in a
calibration matrix with poor accuracy. On the contrary, the
matrices formed by the minimum-size grouping scheme, have
smaller condition numbers, which means that they are well-
conditioned matrices for which the LS estimation process, after
a few iterations, gives the estimate with a minor error.

V. CONCLUSIONS

In this work we presented an OTA group-based fast calibra-
tion framework and through simulation measurements on our
modeled DAS testbed, we performed distributed channel reci-
procity calibration. Our results illustrated that the group-based
FC with interleaved groups of RRUs results in performance
gains. Fig. 6a verifies our assumption that the interleaving of
the RRUs ensures a well-conditioned channel from a group to
the rest of the RRUs made in [1]. However, the performance of
each grouping scheme is highly sensitive to the geometrical
characteristics of the area where the RRUs are distributed.
Moreover, we proved, through MSE and condition number
metrics, that the overall estimation performance of our group-
based FC algorithm improves when we try to minimize the size
of the largest RRU group with equally partitioned groups. In

Fig. 7 we establish the correctness of the corresponding real-
time evaluation made in [1] using variance as a metric.
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