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ABSTRACT

Artificial bandwidth extension (ABE) algorithms have been devel-
oped to estimate missing highband frequency components (4-8kHz)
to improve quality of narrowband (0-4kHz) telephone calls. Most
ABE solutions employ deep neural networks (DNNs) due to their
well-known ability to model highly complex, non-linear relation-
ship between narrowband and highband features. Generative mod-
els such as conditional variational auto-encoders (CVAEs) are capa-
ble of modelling complex data distributions via latent representation
learning. This paper reports their application to ABE. CVAEs, form
of directed, graphical models, are exploited to model the probabil-
ity distribution of highband features conditioned on narrowband fea-
tures. While CVAEs are trained with the standard mean square crite-
rion (MSE), their combination with adversarial learning give further
improvements. When compared to results obtained with the base-
line approach, the wideband PESQ is improved significantly by 0.21
points. The performance is also compared on an automatic speech
recognition (ASR) task on the TIMIT dataset where word error rate
(WER) is decreased by an absolute value of 0.3%.

Index Terms— variational auto-encoder, generative adversarial
network, latent variable, artificial bandwidth extension, speech qual-

ity

1. INTRODUCTION

Legacy narrowband (NB) networks and devices typically support
bandwidths of 0-4kHz. Today’s wideband (WB) networks support
bandwidths of 50Hz-8kHz and thus provide improved speech qual-
ity. While the transition from NB to WB networks will require
significant investments and time [1], artificial bandwidth extension
(ABE) algorithms have been developed to improve speech qual-
ity when WB devices are used with NB devices or infrastructure.
ABE methods estimate missing highband (HB) frequency compo-
nents above 4kHz from available NB components, typically using a
regression model learned from WB training data.

ABE algorithms use either a classical source-filter model [2,
3] or operate directly on complex short-term spectral estimates [4,
5]. Estimation is usually performed via a regression approach using
conventional Gaussian mixture [2, 6, 7] and hidden Markov mod-
els [8,9]. Several other approaches exploit superiority of deep neu-
ral networks (DNNs) to model non-linear relationship between NB
and HB components using Gaussian Bernoulli restricted boltzmann
machines (GBRBMs), deep recurrent-neural networks (RNNs) with
Long short-term memory (LSTM) cells [10, 11], recurrent temporal
restricted Boltzmann machines (RTRBMs) [12]. Some approaches
perform ABE via direct modelling and generation of time-domain
waveforms [13, 14].

Probabilistic deep generative models such as variational auto-
encoders (VAEs) and their conditional variant (CVAEs) are capable
of modeling complex data distributions. In contrast to bottleneck
features learned by stacked auto-encoders (SAEs), the latent rep-
resentation is probabilistic and can be used to generate new data.
Inspired by their successful use in image processing [15, 16], they
have become increasingly popular in numerous fields of speech pro-
cessing (e.g., speech modelling and transformation [17], voice con-
version [18]) and neural machine translation (NMT) [19, 20]. The
performance of CVAEs can further be improved by their combina-
tion with generative adversarial networks (GANSs) [21]. Despite their
capability of modelling data distributions, CVAEs have not been in-
vestigated in regression tasks such as ABE.

Inspired by the approaches presented in [21,22] for image gener-
ation task, the work reported in this paper aims to explore the use of
generative modelling techniques to further improve performance of
a baseline DNN. In particular, we exploit CVAEs to model distribu-
tion of HB features where the conditioning variable of the CVAE is
derived from NB features via an auxillary neural network. The per-
formance of the proposed CVAE architecture is further improved via
its combination with a GAN. The novel contributions of this work
are; (i) the application of CVAEs to ABE for estimation of miss-
ing HB features from available NB features; (ii) the combination of
CVAE with a probabilistic encoder in the form of an auxillary neu-
ral network and their joint optimisation; (iii) adversarial training of
the proposed CVAE architecture to further improve the ABE perfor-
mance.

The remainder of this paper is organised as follows. Section 2
describes a baseline ABE algorithm. Section 3 explains the proposed
CVAE scheme and its combination with GAN for ABE. Experimen-
tal setup and results are described in Section 4 and conclusions are
presented in Section 5.

2. BASELINE ABE ALGORITHM

Fig. 1 illustrates the baseline ABE system. It is identical to the
source-filter model based approach presented in [23]. The algorithm
is described in brief in two blocks: estimation and resynthesis.
During estimation, a NB speech frame s™® of 30 ms duration
with a sampling rate of 16kHz is processed using a 512-point FFT in
order to extract 128-dimensional NB log power spectrum (LPSng)
coefficients x°. Mean and variance normalisation (mvny) is then
applied to obtain xNB  After concatenation with the coefficients ob-
tained from 2 neighbouring frames, the resulting 640-dimensional
concatenated vector Xob. 5 is then fed to a DNN to estimate 10-
dimensional normalised HB features 15 consisting of first 10 linear
prediction cepstral coefficients (LPCCs). Inverse mean and variance
normalisation (mvny 1) is then applied, giving HB features ™=, The
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Fig. 1. A block diagram of the baseline ABE system. Diagram
adapted from [23].

HB LP coefficients g™, A" are then calculated from the estimated
HB LPCCs (y"™®) via recursion.

Resynthesis is performed in three steps. First (box in Fig. 1),
LP parameters a™°, ¢g"® are obtained from speech frame s™° via
selective linear prediction (SLPng) to get the NB power spectrum
PSns. This is then concatenated with the HB power spectrum PSyg
(obtained from estimated HB LP parameters ™, 4"8), giving the
WB power spectrum PSwg, and hence estimated WB LP parameters
G“B,a"B. Second (box 2), the HB excitation i"'® is estimated from
the spectral translation of the NB excitation u™® with fy = 8 kHz
(which corresponds to spectral folding around 4kHz). NB and HB
excitation components are then combined to obtain the extended WB
excitation @"®. Finally (box 3), 1V? is filtered using a synthesis
filter defined by §™® and &"® in order to resynthesise speech frame
§"B. A conventional overlap and add (OLA) technique is used to
produce extended WB speech.

3. APPLICATION OF CVAE AND GAN FOR ABE

In this section we describe how CVAEs can be used for estimation
of HB features from input NB features in an ABE task. The CVAEs
are trained in an adversarial fashion to deliver improvements in ABE
performance.

3.1. Conditional variational auto-encoders

A conditional variational auto-encoder (CVAE) is a conditional, gen-
erative model of the form po(y,z|x) = po(z)pe(y|x,z). For a
given input observation x, a latent variable z is drawn from a prior
distribution pg(x) from which the posterior distribution pg (y|x, z)
generates the output y [15,16].

CVAE maximises the conditional likelihood pg (y|x, z) via the
use of recognition/inference model q4(z|y)' (also referred to as
probabilistic encoder) which estimates the parameters ¢ of the pos-
terior distribution over all possible values of the latent variables z
that may have generated the given datapoint y. The probabilistic
decoder po(y|x,z) then produces a distribution with parameters
0 over all possible values of y for given z and x. For simplicity,
it is assumed that the approximate (gy(z|y)) and true posteriors
(po(z|y)) are diagonal multivariate Gaussian distributions whose
respective parameters ¢ and 6 are computed using two different
DNNS.

'In our formulation, we assume that the latent variable z is dependent
only on the output variable y i.e., ¢4 (z|x,y) = ¢4 (2z|y)

The variational lower bound on the conditional likelihood
po(y|x) is then given by:

lngG(y|x) 2 E(av¢a X, y)
= —Dx[gs(2|y)||pe(2)] + Eq, (zly)[log o (y]x, 2)] (1)

where D1 (+) acts as a regulariser which can be computed analyti-
cally. In practice, the prior p(z) is assumed to be a centred isotropic
multivariate Gaussian N (z; 0, I) with no free parameters. The sec-
ond term is approximated via sampling by + Zle log po(y|x,z™")
using L samples drawn from the recognition network g, (z|y). Sam-
pling is performed using a differentiable deterministic mapping such
that 2 = g4(y,eV) = s 4+ €V © o, where ¢ ~ N(0,1).
pz = p(y;¢) and o, = o(y;$) are outputs of the recognition
network ¢, (2z|y). This is called the reparameterization trick.

The output distribution py (y|x, z) in Eq. 1 is chosen to be Gaus-
sian with mean g1 and covariance matrix o2 * I, i.e., po(y|x, z) =
N (ptx, 02 % T) where pix is output of the decoder DNN p(x, z; 6).
Therefore second term in Eq. 1 can be re-written as:

(x,2";0)||
[0

L
1 _
Eqy (aly) [log pe(y|x,2)] = C — 7 § : lly — u -
=1

where C' is a constant that can be ignored during optimisation. The
scalar @ = 202 can be seen as a weighting factor between the KL-
divergence and the reconstruction term. In practice, L = 1 samples
are used per datapoint [24]. The lower bound £L(-) forms the objec-
tive function which can be optimized with respect to parameters 6
and ¢ using a stochastic gradient descent algorithm.

3.2. Generative adversarial networks

In regression framework, a GAN consists of two adversarial net-
works, a generator G and a discriminator D. Generator maps an
input sample x to an output sample y. D takes form of a binary
classifier which predicts the probability D(x) that a given sample x
belongs to the training distribution and not the distribution modelled
by G. D is thus trained to maximise the probability of assigning
a correct label to both training samples and samples from G [25].
This adversarial learning process is formulated as a minimax game
between GG and D given according to the following objective func-
tion:

minmax V(G, D) = Ey[log(D(x))] + Ex[log(1 — D(G(x)))

(3)
During training, G tries to fool D by generating samples close to the
training data so that D classifies G’’s output as real. D then updates
its parameters in order to classify samples generated by G as fake.
Both G and D are trained iteratively until the GAN converges to a
good estimator of the true data distribution [25].

3.3. Application to ABE

This section describes the proposed scheme for optimisation of
CVAEs specifically tailored to ABE. The scheme is illustrated in
Fig. 2(a). Parallel training data consisting of NB and WB utterances
is processed in frames of 30ms duration with 15ms overlap. Input
data x = x)B. , consists of NB LPS coefficients with memory (as
described in Section 2). The output data y = yH5 consists of first
10 LPCC:s extracted from parallel HB data via SLP.

The CVAE is then trained to model the distribution of the out-

put y conditioned on the input x as follows. The HB data y is fed
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Fig. 2. (a) The proposed CVAE-DNN scheme during training (or
reconstruction) phase and (b) testing (or prediction) phase.

to the encoder g4, (zy|y) (top-left network in Fig. 2(a)) in order
to predict the mean g5, and log-variance log(oﬁy) of the approxi-
mate posterior distribution gy, (zy|y). The predicted parameters are
then used to obtain the latent representation zy ~ g, (zy|y) of the
output variable y via the reparameterization trick (see Section 3.1).
The encoder gq, (zx|x) (bottom of Fig. 2(a)) is fed with input data
x in order to predict the mean ., and log-variance log(azx) that
represent the posterior distribution gy, (zx|x). The latent variable
Zyx ~ (¢, (2Zx|x) is then used as the CVAE conditioning variable.

After concatenation, zx and zy are fed to the decoder po,, (y|zx, Zy )

(top-right network) in order to predict the mean py = p(zx, zy; 6)
of the output variable y. Finally, the entire network is trained to
learn parameters ¢x, ¢y and 6y jointly. From Egs. 1 and 2, the
equivalent variational lower bound under optimisation is given by:

Ingey (y|Zx) 2 E(QY7¢Y7¢X;ZX7)’) =

L
1 — u(zx,z <l);9 2
(Dl (o 3o, (o)) 7 5 1= 2 2 001
=1

@

It is expected that, during optimisation of Eq. 4, parameters ¢, ¢y
and 6y are jointly updated so that the framework learns to recon-
struct HB data y from the input data x.

Finally after training (i.e. reconstruction phase), the encoder
Q5 (2x|x) and the decoder pa,, (¥ |2x, zy ) (signified by the red com-
ponents in Fig. 2(a)) networks are used to form a DNN (denoted
as CVAE-DNN) with two stochastic layers zx and zy. The pro-
posed CVAE-DNN scheme is illustrated in Fig. 2(b). It can be used

y real
X

Fig. 3. An illustration of an adversarial training where G network is
formed using CVAE architecture shown in Fig. 2(a).

for estimation of y where z, is sampled from the prior distribution
peo, (zy) = N(0,I) during testing (or estimation phase). It can
be noted that there exists a discrepancy during reconstruction and
estimation phases of CVAEs since y is not available during estima-
tion [20].

3.4. Combining CVAE with GAN

In ABE framework, the reconstruction error term in the objective
function given in Eq. 4 can be replaced by GAN based objective
loss function (described in Section 3.2) [1,26]. In this work, this
is achieved by forming a generator network GG using the proposed
CVAE scheme (which is described in Section 3.3 and shown in
Fig. 2(a)). As shown in Fig. 3, G then trained to reconstruct ¥ from
the inputs x and y. D is then optimised to classify the generated (¥)
and real (y) samples correctly. Both G and D are trained simulta-
neously. The objective function of the CVAE-GAN scheme is thus
given according to:

L(Oy, by, dx;2x,¥) = —DrL[asy (2y|y)||poy (2y)]
— [ménmng(G,D) +AL1(G)] (5

The error term £1(G) = Ey |ly — ¥||1 is added in order to minimise
the distance between generated (§) and real (y) samples, the trick
that helps to stabilise GAN training [27]. After adversarial train-
ing of the CVAE, a DNN (denoted as CVAE-GAN) is formed from
G network in a similar fashion as described in 3.3 and shown in
Fig. 2(b)).

4. EXPERIMENTAL SETUP AND RESULTS

This section describes the databases used for ABE experiments,
baseline algorithm, configuration details of CVAE and GAN ar-
chitectures, and results. Experiments are designed to compare the
performance of ABE systems that use CVAE-DNN and CVAE-GAN
with that uses a DNN trained with conventional MSE criterion.

4.1. Database

The dataset by Valentini et al. [28] was used for training and vali-
dation. The training set consists of 11572 sentences spoken by 28
English speakers at a sampling rate of 48kHz. Parallel NB and WB
speech signals were created by downsampling the original files to
8 and 16kHz respectively. While 80% of feature vectors extracted
from the training set were used for training DNN models, remaining
20% samples were used for validation. The acoustically-different
TIMIT core test subset [29] was used for testing.

4.2. CVAE configuration and training

The CVAE architecture® is implemented using the Keras toolkit [30].
Encoders g4, (zx|x) and g¢, (zy|y) consist of one hidden layer with

’Implementation  is  available at https://github.com/
bachhavpramod/bandwidth_extension



Table 1. Objective assessment results. Lower values of RMS-LSD
(in dB) reflect better performance whereas higher values of segSNR
(in dB) and MOS-LQO;; values indicate better performance.

’ Regression method H RMS-LSD segSNR ‘ WB-PESQ ‘

DNN 8.90 17.09 3.35
CVAE-DNN 9.11 17.54 3.41
CVAE-GAN 10.21 17.81 3.56

128 units, and 640 and 10 units for input layers respectively. Their
outputs are Gaussian-distributed latent variable layers zx and zy
consisting of 64 units for the means pi4, , pz, and log-variances
Oz Oz,. The decoder po,, (y|2x,zy) consist of one hidden layer
with 128 units and an output layer with 10 units respectively. All
hidden layers have tanh activation units whereas Gaussian parameter
layers have linear activation units. The modelling of log-variances
avoids the estimation of negative variances.

Training is performed in order to minimise the negative con-
ditional log-likelihood in Eq. 4 using the Adam stochastic optimi-
sation technique [31] with an initial learning rate of 1072 and hy-
perparameters 31 = 0.9, 82 = 0.999 and ¢ = 107%. The hy-
perparameter « (in Eq. 4) is set to 10 (i.e., dimension of HB fea-
ture vectors y) according to our previous investigations reported
in [32]. Networks are initialised according to the approach described
in [33] so as to improve the rate of convergence. To discourage over-
fitting, batch-normalisation [34] is applied before every activation
layer. The learning rate is reduced by half when the validation loss
increases between 5 consecutive epochs. The CVAE is trained for a
50 epochs using input x and output y data with a batch size of 512.
The model giving the lowest validation loss is used for subsequent
processing.

During adversarial training, the generator G' network comprises
the same CVAE architecture described above. The discriminator D
is a binary classifier with sigmoid activation unit and it consists of
three hidden layers with 512 tanh activation units. The hyperparam-
eter A (in Eq. 5) is set to 1. The GAN is trained for 30000 iter-
ations with a batch size of 512 using same optimization technique
and learning rate.

The performance of the proposed schemes is compared with a
baseline DNN of same architecture that is trained using a MSE cri-
terion. All networks have a common structure of (128,128,128) hid-
den units in order to maintain low complexity given that ABE is a
real-time application.

4.3. Objective assessment

Objective assessment metrics include root mean square log-spectral
distortion (RMS-LSD) (calculated for a frequency range of 4-8kHz),
segmental signal-to-noise ratio (segSNR) and a WB extension to the
perceptual evaluation of speech quality algorithm (WB-PESQ) [35].
The latter gives objective estimates of mean opinion scores.

Results are presented in Table 1. The proposed approaches
(CVAE-DNN and CVAE-GAN) outperform baseline DNN in terms
segSNR and WB-PESQ. Surprisingly, the baseline DNN achieves
better (lower) RMS-LSD value than the proposed schemes.

4.4. Word error rate (WER) assessments on ASR task

Objective metrics may not provide accurate estimates, subjective lis-
tening tests are thus necessary in order to assess ABE performance.

Table 2. ASR WER performance in % on the TIMIT core test subset.

Rf;lgéfﬁzi(;m mono tril tri2 tri3

[ uwpNB [ 394 | 357 31.9 27.2
DNN 35.4 29.3 26.2 24.4
CVAE-DNN 35.1 29.2 25.9 243
CVAE-GAN 34.5 28.8 26.1 24.1
WB | 32 255 237 213

However, obtaining reliable quality estimates via subjective tests is
time-consuming and expensive. Thus, we evaluated merit of the pro-
posed methods in terms of WER performance for an ASR task.

Four GMM-HMM based ASR systems were trained (using the
Kaldi toolkit [36]) on WB speech signals obtained from the TIMIT
training set using monophone (mono) and triphone (tril, tri2 and
tri3) modelling schemes. Note that the aim of this experimental setup
is to investigate performance of different ABE algorithms using sim-
ple ASR systems. The performance of the ASR systems was tested
using the core TIMIT test subset. First, all WB test signals were pro-
cessed to produce upsampled NB (up-NB) signals at a sampling rate
of 16kHz. The up-NB signals were then bandwidth-extended using
DNN, CVAE-DNN and CVAE-GAN based ABE systems. ASR was
then performed for these test signals using a model that was trained
on original WB signals.

The WER results are shown in Table 2. Highest WER (indi-
cates lower performance) is obtained for up-NB signals when tested
with the ASR model trained on WB data, this is obvious because
HB frequency content is missing in up-NB signals. While all ABE
approaches achieve lower WERs than up-NB signals, the proposed
CVAE based approaches consistently improve ASR performance
over the DNN based baseline method. The CVAE-DNN outper-
forms DNN by WER improvement of 0.3% for tri2 ASR system.
CVAE-GAN achieves lower WER by 0.9% (mono), 0.5% (tril) and
0.3% for remaining ASR systems. The WER assessment thus indi-
cates that the proposed ABE systems produce bandwidth-extended
signals closer to original WB signals. Few speech samples are
available at http://audio.eurecom. fr/content /media.

5. CONCLUSIONS

Conditional variational auto-encoders (CVAEs) are directed graph-
ical models that are used for generative modelling. This paper re-
ports their application to ABE for modelling distribution of high-
band features. The conditioning variable of the CVAE is derived
from narrowband features via an auxillary neural network. CVAEs
are also combined with GAN framework via adversarial training in
order to seek further improvements. The proposed approaches pro-
duce of speech of substantially better quality which is confirmed
via improvements in WB-PESQ, segSNR estimates. The merit of
the proposed approach is further assessed via improvements in ASR
performance. Crucially the improvements are achieved without aug-
menting complexity of the baseline regression model. Future work
should investigate why spectral distance measure did not show cor-
relation with the other performance metrics. Better CVAE training
strategies in order to reduce the discrepancy during reconstruction
and estimation phases should bring further improvements to ABE
performance.
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