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are I-sLM Figure: Entropy distribution while testing on MNIST and NOT-MNIST (higher average

entropy on NOT-MNIST means better uncertainty estimation).
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