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1.1 Introduction

The last few decades have seen the performance and ubiquity of wireless networking
increase by leaps and bounds. This has had a great impact on day-to-day life, with
people becoming dependent on mobile devices for all sorts of activities ranging from
entertainment, to health and wellness, to work, etc. This dependence in turn is fueling a
need for yet better wireless network performance: the circle of increased performance
generating increased usage that creates the need for yet more performance has led to an
accelarating progression of wireless architecture generations, with 4G being the current
state-of-the-art, and 5G just around the corner.

Higher base station density and bandwidth, as well as improved communication
technology (e.g., MIMO, coding, etc.) arguably hold the lion’s share among the fac-
tors responsible for the experienced performance improvement. Nevertheless, this has
created rather complex, heterogeneous, hard to manage, and most importantly expen-
sive cellular networks. Developments in the context of Software Defined Networks
(SDN) [1] and Network Sharing through Network Function Virtualization (NFV) [2]
promise to alleviate the complexity of configuring and managing such networks. Nev-
ertheless, we might be reaching the limits of what traditional network upgrades alone
can do to further push the performance envelope. Base station densification and higher
bandwidth technologies lead to larger, costlier, and energy-hungrier networks, at the
same time that operators see their profit margins decreasing.

Another important concern is that, while operators are advertizing higher and higher
peak rates, these peak rates or are available in fewer and fewer locations [3]. 4G cov-
erage can be very limited even in European countries, with patchy coverage only in
major cities, and advertized peak rates experienced in even fewer locations and only
at off-peak hours. Turning our attention to the developing world, things are yet worse
(sometimes radically so), with network upgrades beyond 2G-3G being too expensive
and even power supply not to be taken for granted. Hence, while cellular network
progress in the last decade is propelling a leap in user experience and mobile data
traffic for some, it is also widening the digital divide for many.

Both types of concerns have raised an important question: “can we improve wire-
less network performance and user experience, without much or any expensive in-
frastucture and technology upgrades?”. While similar questions have fueled research
efforts along a number of directions, the following have been among the most popular
ones:

• Offloading traffic from expensive resources (e.g., macro-cell radio bandwidth)
to cheaper ones (e.g., WiFi access points, femto-cells, local storage points, user
devices).

• Load Balancing or Traffic Steering to ensure all available resources are well uti-
lized, and reducing the need for “peak traffic design” and overprovisioning.

• Mobile Edge Caching to reduce the distance of content from the user, as well as
to avoid duplicate transmissions over the transport and core networs.
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1.1.1 Wireless Data Offloading

Data offloading has been explored in a variety of formats. Perhaps the most popular
one nowadays is the use of WiFi instead of the cellular connection for data-itensive ap-
plications (streaming of long videos, file backup services, etc.), as almost every modern
mobile device supports both. A user can configure to allow some applications to only
access the Internet through WiFi, and some operators may even enforce WiFi connec-
tivity when it is available. It is reported that 60% percent of total mobile data traffic was
offloaded onto the fixed network through Wi-Fi or femtocells in 2016. In total, 10.7
exabytes of mobile data traffic were offloaded onto the fixed network each month [4].

Data traffic can also be offloaded within the same Radio Access Technology (RAT),
by redirecting traffic from macro-cells to small(er) cells like micro-, pico-, and femto-
cells. The higher power of macro-cells can be translated to higher nominal capacity
per user, during off-peak hours. Nevertheless, this also leads to much higher coverage
and too many users being connected concurrently during peak-hours or in “hotspot”
locations. As user experience is not just affected by SINR but often more so by BS
load, it is beneficial to “offload” as much of the macro-cell traffic to smaller BSs,
serving fewer users, even if they offer lower SINRs [5]. In addition to relieving macro-
cell load, small BSs (e.g., femto-nodes) might also have local break-out points to the
Internet, thus also relieving the transport and core networks of an operator.

Taking the above idea a step further, it has been argued that data traffic should be
offloaded to user devices themselves, when possible. For example, if a user device
requesting some content X is near another device already storing that content X, the
two devices can establish a local communication link (either by themselves, or with
the help of the cellular network), to satisfy this request without involving any BSs.
This is often referred to as Device-to-Device communication or D2D-survey. The fact
that the majority of mobile data traffic is content-related, with many users being inter-
ested in the same popular content (e.g., latest episode of a popular series, or trending
YouTube clips) increases the potential of such D2D approaches. An domain where
D2D is promising is when users are interested in location-related content.

1.1.2 Load Balancing and Traffic Steering

The main goal of load-balancing is to move traffic away from congested resources of
the system (e.g., BSs, links, cloud servers) towards underutilized ones. No resources
should be oversubcribed and underperforming due to congestion, while other equiv-
alent resources remain underutilized or idle. On the one hand, such load balancing
improves performance: delay is usually a convex function of load, so having one link
underutilized and another congested leads to much higher delays than those same links
splitting the total load. One the other hand, intelligent traffic steering also avoids the
need for peak traffic provisioning, which is common but rather costly when loads fluc-
tuate. Unfortunately, such load fluctuation in both space and time is to be expected
when cell sizes grow smaller. The reason is that the laws of large numbers that is
able to smooth out loads of macro-cells covering many user do not hold for smaller
cells covering just a few users. To avoid costly peak traffic design to hedge for large
fluctuations, traffic steering is performed using intelligent algorithms that attemp to
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treat distributed and often heterogeneous resources as a “pooled” set of resources to be
shared among all, thus offering statistical multiplexing gains. These resources might
be base stations, carriers, RATs, antennas and even storage and processing capacity.

User association is one example problem, where careful load-balancing is needed.
The traditional coverage with carefully positioned macro-cells, combined with the fact
that voice was the dominant application, made user-association in 2G or even 3G net-
works simply a matter of which BS offers the strongest signal. The situation looks
quite more complex now. The same coverage area might have overlapping layers of
BSs (e.g., macro-cell with a number of small cells in its range). What is more, small
cells themselves might have also partially overlapping coverage areas, especially in the
context of envisioned UDNs (Ultra Dense Networks) [6]. Finally, each BS might also
have multiple carriers, multiple antennas, different frequency reuse areas (to avoid in-
terference at the edge). All this make user association in future wireless networks a
hard case of lod-balancing optimization problem.

1.1.3 Mobile Edge Caching
Caching can be seen both as a way to offload data away from (congested) parts of the
network, as well as a way to balance the load among links and nodes along the content
request path (i.e., from the user asking for a content, to the content provide central
server(s)). For example, Information-Centric Networking (ICN) [7] suggest to cache
content anywhere along that route, in order to both minimize access latency as well as
localize traffic and micro-manage congestion along any part of the network. However,
the necessity of complex hierarchical caching arising in ICN has been challenged [8].

Mobile edge caching has also been recently proposed, namely to store data directly
at small cells. The latter, increase the radio access capacity (due to their shorter distance
to the user) but are often equipped with low cost backhaul links (e.g., DSL, T1, or
wireless), making this backhaul the new “bottleneck”. Caching popular content at the
BS itself though can keep most traffic local to it, not burderning the underprovisioned
backhaul link(s).

The goal of this thesis has been to explore all these three often inter-connected
directions, using an arsenal of:

(i) Modeling tools including markov processes, fluid approximations, queueing the-
ory, and others, in order to derive analytically an appropriate performance ob-
jective for these problems, and to quantify the impact of key variables on this
objective.

(ii) Optimization tools, such as convex, discrete, and distributed optimization, markov
chain monte carlo (MCMC) theory, and others, to identify optimal or at least ef-
ficient algorithms for each of these problems.

While the various contributions in these areas could probably be grouped in different
ways, we have chosen to present the various contributions in two main parts, the first
more closely related to device-based traffic offloading and the second related to BS-
based offloading and mobile edge caching. This serves both as a more coherent story,
as well as better (albeit not always) capturing the timeline of work, since the author
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of this thesis has started exploring these topics from the device side, in relatively chal-
lenged networking environments, and has gradually moved to the infrastructure side in
wireless networks.

The remainder of this chapter will briefly introduce each of the remaining chap-
ters, providing some historic and related work context for each problem tackled, and
summarizing and positioning the various contributions.

1.2 Thesis Contributions

1.2.1 Resource Management and QoS Provision in Delay Tolerant
Networks (Chapter 2)

Delay Tolerant Networks (DTNs) can be broadly described as networks where message
delivery delays well over the range we are familiar with, e.g., from a few minutes to
hours, can or must be tolerated. Research in this area was motivated initially by ex-
treme environements such as deep space communication, sparse networks, tactical and
unmanned (airborne or underwater) vehicles, etc. However, it was soon recognized
that introducing some delay tolerance to device-to-device or device-to-infrastructure
communication can facilitate data offloading. Applications such as bulk syncroniza-
tion traffic, software updates, asyncronous communication such as email, etc., could
tolerate delays without the user noticing or at least with appropriate incentives [9].
Furthermore, it was observed that delay-tolerant and opportunistic data exchange be-
tween mobile devices could also greatly simiplify the heavy-duty network routing and
topology maintenance algorithms needed in ad-hoc networking, a popular research area
at the time time. Opportunistic message exchange between mobile devices whenever
they are in range, and without explicit knowledge about the global network topology,
could still achieve eventual (i.e., delay-tolerant) delivery of end-to-end messages or
retrieval of requested content even in denser networks found in urban environments.

In the context of end-to-end message delivery in such networks, a number of routing
(or, more correctly, forwarding) schemes had been proposed. The main goal of such
schemes is to decide if a node currently carrying a message for destination D, should
hand over the message or a replica of it, to another encountered node. The proposed
schemes would range from making this decision randomly [10], epidemically [11],
based on some replica budget [12], or using predictive metrics (“utilities”) regarding
the probability of delivery of each node (for destination D). The implicit objective of
most of these heuristics was to ensure each message is delivered with a high probability
to its destination, usually with some desired deadline (TTL). At the same time, it is was
important to efficiently utilize the limited resources of these networks: the node buffer
capacity, the communication bandwidth during a “contact” between two nodes, and
often the node battery.

Nevertheless, the majority of these proposal didn’t really tackle the resource man-
agement problem at all. It was common to either assume infinite buffer capacity and/or
contact bandwidth, or to heuristically try to maintain a reasonable overhead as a side
objective. For example, some proposals considered “ACK” type of messages to clean
up valuable buffer space occupied by flooded messages that had already been deliv-
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ered [13]. In contrast, our popular early protocol Spray and Wait [12] limited before-
hand the number of replicas per message to a relatively small number, in order to cap
the number of relay nodes (or “custodians”) that have to carry each message, as well
as the number of transmissions (and related bandwidth) each new message consumes.
At the name suggests, the first L − 1 nodes encountered would immediately receive a
copy of the message, and then each of the would “wait” until it encounters the destina-
tion. If L is the replication limit for a message of size S bits, then each message would
consume at most L · S total bits of buffer and transmission capacity. This choice was
partly motivated by the seminal works of [14, 15], as well as by the (intuitive at the
time) observation, that the added value of each extra replica was diminishing. As a re-
sult, choosing L > 1 but L≪ N (the total number of nodes) would often result in good
delivery ratios, without the congestion collapse associated with earlier epidemic-type
protocols [11].

Nevertheless, this parameter L had to be chosen beforehand empirically, or using
some foreknowledge about network characteristics. If this value was too conservative
(e.g., network traffic was low at the moment), valuable resources could stay underuti-
lized. If the value was too high, congestion would occur as in epidemic schemes. While
a number of follow up works attempted to rise to this challenge, introducing some in-
telligence in the spray phase or in the wait phase [16, 17, 18], these still constituted a
heuristic manner of resource management. The seminal work of [19] for the first time
introduced the allocation of buffer and bandwidth resources as a formal optimization
problem. The key observations were the following:

(i) It is usually suboptimal to leave any buffer space or contact bandwidth unuti-
lized; any such available resource could potentially improve the delivery proba-
bility/delay of some live message, without hurting the performance of others;

(ii) Intelligent forwarding mechanisms need to kick in only when necessary (e.g., if
the buffer of one of the involved nodes is full); otherwise, epidemic forwarding
is optimal;

(iii) The key role of these mechanism(s) should be to prioritize each message, ac-
cording to the added value of an extra copy for that message.

In other words, the key insight of this approach is that you don’t need to decide in
advance how many resources a message will consume. One can let messages occupy all
available resources, and need only select between two messages if a node’s resources
are exhausted. For example, if a new message arrives but the buffer is full, then that
node will have to intelligently choose whether to drop an existing message (copy) or
reject the newly arrived one. Similarly, if a node knows that the contact bandwidth
during an encounter might not suffice to copy all messages, it then has to choose to
prioritize some of them.

The key challenge in this context is then how to evaluate the added value or marginal
utility of each message (copy). Making some simplifying assumptions about node mo-
bility, the authors of [19] showed that this boils down to knowing the number of already
existing replicas of that message. This number was assumed to be known through some
low-bandwidth side channel (e.g., cellular network), which allowed each node to make
independent, distributed decisions.
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Chapter Contributions

It is at this point that our first contributions of this chapter, come into the picture. These
comprise the following papers [20, 21].

• A. Krifa, C. Barakat, T. Spyropoulos, “Optimal Buffer Management Policies for
Delay Tolerant Networks”, in Proc. of IEEE SECON 2008. (best paper award)

• A. Krifa, C. Barakat, T. Spyropoulos, “Message Drop and Scheduling in DTNs:
Theory and Practice”, IEEE Transactions on Mobile Computing. 11(9): 1470-
1483, 2012.

Contribution 2.1 We improved the proposed utility function of [19] to properly ac-
count for the probability that the message has already been delivered, based on the
number of nodes encountered so far by the message source (which might differ from
the nodes currently holding a replica).
Contribution 2.2 We generalized the framework of [19] and showed how to derive per
message utilities for different performance metrics, with delivery delay and delivery
probability as two specific examples.
Contribution 2.3 A side channel or centralized mechanism to keep track of number
of replicas per message might not always be present. In that case, estimating the num-
ber of copies per message in a distributed manner is an intrinsically hard task in this
context, given the disconnected, delay-ridden nature of these networks. To this end,
we proposed an efficient history-based mechanism to achieve this with the following
desirable features: (i) the utility estimates derived are unbiased statistics; (ii) the data
collection mechanism to derive these statistics is in-band and low overhead in terms
of message storage and propagation; (iii) the estimates do not require any knowledge
about the current message (which is hard to obtain), but rather on past knowledge about
similar messages. Simulations suggest that this distributed, online version of the algo-
rithm performs close to the oracle one in a number of scenarios.

These contributions seemed relatively conclusive about the buffer and bandwidth
management problem, at the time, at least in the context of simple epidemic schemes.
A number of issues remained though, one of which being how to provide some sort
of Quality of Service (QoS) and differentiate between different classes of messages.
Somewhat surprisingly, this question was only addressed much later. One might ar-
gue that this was perhaps due to DTNs being inherently unreliable and delay-tolerant,
which makes QoS a contradicting concept in this context. Nevertheless, a number of
DTN setups, such as tactical or space networks still gave rise to a need for traffic dif-
ferentiation in DTNs as well. For example, some messages might be tolerant to larger
than usual delays, but might still have to be delivered with high probability before a
deadline, otherwise they are useless. On the other side of the fence, some messages
might be more time-critical than others, but losing some of them is OK.

To this end, we have extended our resource management framework in this direc-
tion in the following papers [22, 23].

• P. Matzakos, T. Spyropoulos, and C. Bonnet, “Buffer Management Policies for
DTN Applications with Different QoS Requirements,” in Proc. of IEEE GLOBE-
COM 2015.
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• P. Matzakos, T. Spyropoulos, and C. Bonnet, “Joint Scheduling and Buffer Man-
agement Policies for DTN Applications of Different Traffic Classes,” in IEEE
Transactions on Mobile Computing, 2018.

Contribution 2.4 In addition to “best effort” type of messages (the only class of mes-
sages in previous work), we have introduced classes of messages with QoS guarantees.
E.g., a class (“VIP”) might require a given minimum delivery probability for each
message. The objective in this case is to first ensure that all QoS classes achieve their
minimum required performance, and then to allocate remaining resources (if any) to
maximize mean performance for all messages.
Contribution 2.5 We have (re-)formulated the problem of optimal resource allocation
(buffer and bandwidth) among classes with different QoS requirements as a constrained
optimization problem. We showed that this problem is convex, and extended the dis-
tributed protocol based on per message utilities of [21] in a manner that can be shown
to solve the aforementioned QoS-aware problem.
Contribution 2.6 We have also generalized the mobility assumptions under which the
proposed framework can be applied, including: (i) heterogeneous (but still exponential)
inter-contact times, (ii) heavy-tailed inter-contact times (Pareto), which are common in
some DTN networks.
Contribution 2.7 Using extensive sets of simulation, based on synthetic and real traces,
we have demonstrated that the proposed framework achieves the desired objectives, as
outlined by (d), and outperforms previous related work that attempted to heuristically
introduce QoS.

1.2.2 Performance Modeling for Heterogeneous Mobility and Traf-
fic Patterns (Chapter 3)

The previous discussion revolves around one of the key directions in the early DTN
(and Opportunistic Networking) research, namely that of forwarding algorithm design.
The second important direction has been that of analytical performance modeling. The
former attempts to find a good message forwarding algorithm under a given network
setup. The latter is given the algorithm and network setup, and atempts to derive an an-
alytical, ideally closed form prediction of this algorithm’s performance. Nevertheless,
the existence of multiple nodes (message sources, destinations, relays) interacting in a
stochastic manner, and the additional dependence on protocol details, makes this task
daunting, even in relatively simple network setups.

To this end, the majority of early DTN works that attempted to characterize differ-
ent routing algorithms almost exclusively made the following simplifying assumptions:

(i) The inter-contact time between different nodes is independent and follows an
exponential distribution; this assumptions allows the message evolution to be
modelled by a Markov chain.

(ii) Pair-wise inter-contact times, in addition to independent, are also identically dis-
tributed. In other words, the average meeting time between any pair of nodes is
the same; this assumption is key to make the Markov chain analysis tractable.
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These two assumptions enabled to derive closed form expressions for popular (albeit
often quite primitive) forwarding such as epidemic forwarding, 2-hop routing, random
forwarding, and spray and wait schemes

While additional simplifying assumptions had to often be made (we will consider
some subsequently), these two have been the main “bottleneck” of DTN performance
analysis for a while. As device-to-device opportunistic networking became a popular
research topic in the mid-2000s, a number of experimental studies emerged that actu-
ally tested these two hypotheses. These studies generally studied the contact charac-
teristics of mobile (or nomadic) nodes in different setups including conferences, cam-
puses, public transportation, etc. Initial findings suggested that both assumptions are
quite far off from observations. Inter-contact time distributions where shown to follow
a power law distribution instead of being exponential, as assumed in theory, and to also
have largely heterogeneous behaviors [24]. These findings seemed to invalidate the
various analytical findings [24] as well as the relative performance among well-known
schemes [25].

Although the debate about the exponentiality of inter-contact times stayed hot for a
couple of years (and is still not fully settled), subsequent measurement and theoretical
analyses emerged that provided some support for the exponential assumption. This
support came from a number of directions:

(i) When looking at the intercontact times of specific node pairs, rather than ag-
gregating all inter-contacts of all pairs in one histogram (as was done in [24]),
a number of pairs do show such an exponential behavior (while some others a
heavier-tail one) [26];

(ii) Aggregating inter-contact times of different pairs which are exponential, but with
different means, can give rise to a heavy tail aggregate inter-contact distribution,
like the ones observed in measured traces [27].

(iii) Inter-contact times can be modeled as stopping times of specific random walks
(a lot of mobility models can be modelled as a generalized random walk), whose
probability distribution has a power law body but an exponential tail [28].

These findings suggested that, while inter-contact times are clearly neither always
nor exactly exponential, this can be a reasonable approximation in a number of cases,
resulting in reliable performance predicton. Nevertheless, the second problematic as-
sumption remained. Measurement studies (and common sense) suggest that not all
node pairs meet each other equally frequently. In fact, some node pairs never meet
each other [24]. Other nodes, due to their higher mobility (e.g., vehicle vs. pedes-
trian, smartphone vs. laptop) might meet more nodes during the same amount of time
than others. The question thus remained: Does the entire analysis break down if node
meetings are heterogeneous? Could this analysis be generalized?

While we already mentioned some cases of such generalizations in the previous
subsection, these applied to specific forwarding primitives only, and not the general
case of epidemic schemes.
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Chapter Contributions

Our contributions, detailed in Chapter 3, start at this point. The following paper makes
three contributions in this direction [29].

• P. Sermpezis, and T. Spyropoulos, “Delay analysis of epidemic schemes in sparse
and dense heterogeneous contact environments”, IEEE Transactions on Mobile
Computing, 16(9): 2464-2477, 2017.

Contribution 2.1 We have kept the assumption of exponentiality but generalized the
inter-contact process between nodes using a 2-layer model: the first layer is a random
graph capturing which nodes communicate (at all) with each other; for each existing
link {i, j} on the graph, we draw a random weight λij from a common distribution
F (λ) which corresponds to the meeting rate for that pair. In other words, the inter-
contact times between nodes i and j are distributed as ˜expλij . By changing the under-
lying random graph model or the function F (·), a large number of mobility models can
be captured.
Contribution 2.2 We showed that, for an underlying Poisson contact graph, and F (·)
with finite variance, the delay of each epidemic step asymptotically converges to a
closed form expression (asymptotically in the size of the network). The same holds for
the delivery delay of epidemic forwarding, which is the sum of such steps (as well as
other schemes that can be expressed as a simple combination of epidemic steps).
Contribution 2.3 We derived approximations for finite networks, as wells as for gener-
alized underlying contact graphs, captured by the well known Configuration model [30].

The above model manages to capture both pairs of nodes that don’t meet (i.e.,
sparse networks) as well as heterogeneous intercontact times. While quite generic, this
model requires some structure: pairwise meeting rates, while different, are drawn IID
from the same probability distribution F (λ). The above model does not capture arbi-
trary meeting rate combinations. Most importantly, it doesn’t well capture community
structure, which is ubiquitous in real mobility traces. In realitly, there exist some tran-
sitivity between meeting rates: if node i tends to meet often node j and node k, then
j and k probably meet often. This is also referred to as clustering [30], and cannot be
captured by the model in [29]. To this end, in the following work [31], we extended
our analytical results in this direction.

• A. Picu, T. Spyropoulos and T. Hossmann, “An Analysis of the Information
Spreading Delay in Heterogeneous Mobility DTNs,” in Proc. of IEEE WoW-
MoM 2012. (best paper award)

Contribution 2.4 We formalized the weighted graph model for inter-contact rates be-
tween pairs as a generic matrix, and showed how epidemic step delay can be captured
by properties of this matrix.
Contribution 2.5 Based on this model, we derived upper bounds for both the mean
delay and the delay distribution of epidemic routing that apply to generic mobility
scenarios, including community-based ones, and are validated against real traces.

As a final set of contributions in this chapter, we took a step beyond heterogeneity
in terms of who contacts whom, and considered for the first time the equally important
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question of traffic heterogeneity, namely who wants to send a message to whom. In
fact, the majority of related work, both analytical and simulation-based, did not only
assume IID mobility, an aspect that has been extensively revisited as explained above,
but also assumed uniform traffic demand. Somewhat surprisingly, this latter assump-
tion had received to that day almost no attention. We made the following contributions
to amend this, elaborated at the end of Chapter 3. The material is based on three arti-
cles [32, 33, 34]:

• P. Sermpezis, and T. Spyropoulos, “Not all content is created equal: effect
of popularity and availability for content-centric opportunistic networking,” in
Proc. of ACM MobiHoc 2014.

• P. Sermpezis, and T. Spyropoulos, “Modelling and analysis of communication
traffic heterogeneity in opportunistic networks”, in IEEE Transactions on Mobile
Computing,” 14(11): 2316-2331, 2015.

• P. Sermpezis, and T. Spyropoulos, “Effects of content popularity in the per-
formance of content-centric opportunistic networking: An analytical approach
and applications,” IEEE/ACM Transactions on Networking, 24(6): 3354-3368,
2016.

Contribution 2.6 We showed both analytically and using simulations that traffic het-
erogeneity impacts performance only if its correlated with mobility heterogeneity. In
other words, if who sends more messages to whom is independent from who encoun-
ters whom more frequently, then traffic heterogeneity does not impact performance
beyond the aggregate mean traffic demand.
Contribution 2.7 We proposed a class of traffic-mobility correlation models and ex-
tended our analytical framework accordingly. We used this framework to derive closed
form performance results for a number of simple but well-known opportunistic network
routing schemes, under both mobility and traffic heterogeneity. Using both theory and
trace-based simulations we showed how configuring well known protocols (e.g., spray
and wait) needs to be modified in light of such heterogeneity.
Contribution 2.8 We extended our analysis beyond end-to-end communication to
content-centric applications, making some links with device-side caching and D2D.
(the topic of caching is more extensively considered in a later chapter).

1.2.3 Complex Network Analysis for Opportunistic Device-to-Device
Networking (Chapter 4)

The previous two research threads led to new insights, models, and algorithms, in terms
of both resource allocation in DTNs, as well as more accurate analytical models that
where inline with recent mobility trace insights. Nevertheless, the majority of these
works were still mostly based on simple “random” forwarding protocols like epidemic
routing, spray and wait, 2-hop routing, and variants. These protocols, which could be
arguably referred to as “1st generation” DTN routing, where based on simple forward-
ing decisions: when a node with a message copy encounters another node without a
copy, it can: (i) create a new copy (epidemic), (ii) create one with some probability
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(probabilistic routing), (iii) create one only if the copy budget is not depleted (spray
and wait), and other variabts. In other words, the decision to give a copy to a newly
encountered node did not really depend on properties of the relay or the destination
(e.g., whether the two might meet soon). This justifies the term “random”, used earlier.

The natural progress in this direction was to amend these protocols to make “smarter”
decisions that can assess the usefulness or utility of a given relay node. For example,

(i) the utility might capture the ability of that node to delivery messages to a given
destination (e.g., if the two nodes rely in the same “community” or location area
and tend to meet often)

(ii) a node might also have high utility for any destination (e.g., a node that tends to
explore larger areas of the network compared to average nodes).

Utility-based routing protocols for DTNs had already been explored early on. Prophet
was a popular early variant of epidemic forwarding. There, a node A encountering
another node B would give the latter a copy of a message for destination X , only if
the utility of B (related to X) was higher than that of A. This utility in turn was based
on a mechanism that considered the recency of encounter between the two nodes. It
could also consider some transitivity in utilities, e.g., B could have a high utility for
X , not because it saw X recently, but because it sees other nodes that see X recently.
Similarly, the early “single-copy” study of [10] considered such simple utility metrics
but assuming a message is not copied, but rather forwarded. Single-copy DTN for-
warding had the advantage of significantly limiting the overhead per message, but did
not benefit from the path diversity that multiple-copy schemes exploit [25].

Finally, utility metrics were used to improve specific aspects of existing protocols.
For example, Spray and Focus [12] did not create any new copies after there was a total
of L in the network, in order to limit the amount of overhead per message (just as in
Spray and Wait), but did allow each such copy to be handed over to a relay with higher
utility for the destination, if one was encountered. Similarly, smart spraying methods
were proposed to not randomly handover the L copies, but to do so according to some
meeting-related utility metric [16, 17, 18].

Nevertheless, the majority of these utility-based methods were simple heuristics,
that sometimes improved protocol performance but not always. More importantly, util-
ities were pairwise metrics, based on the meetings characteristics between the relay in
question and the destination. A breakthrough came by the seminar works of [35, 36].
Motivated by the intricate structure between node contacts, revealed in the recently
studied mobility traces, the authors suggested that contacts between mobile devices are
subject to the same social relations that the users carrying these devices are subject to.
Hence, it is only reasonable to utilize the new science of Complex Networks or Social
Network Analysis to answer questions related to which node might be a better relay for
another (these terms, including the term Network Science are often used interchange-
ably, to mean the same thing).

This gave rise to Social Network based opportunistic networking protocols. The
main idea behind these first schemes was simple:

• First, collect knowledge about past contacts into a graph structure called a social
or contact graph; a link in this graph could mean, for example, that the two
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endpoints of the link have met recently, or have been observed to meet frequently
enough in the past.

• Then, use appropriate social network tools or metrics to make forwarding deci-
sions.

For example, BubbleRap [36] uses Community Detection algorithms to split the
network into communities. Then, epidemic routing was modified using communities
and degree centrality [30]. The node with the highest degree centrality would be the
node that has met, for example, the largest number of other nodes within some time
interval. If the message has not yet reached the destination community, a message
copy in BubbleRap is given to an encountered node only if the latter has higher degree
centrality. When the message has reached a relay in the destination community, then
local degree centrality would be used instead (i.e., a node would become a new relay
only if it was better connected in that community).

SimBet [35] uses instead node betweeness (a different measure of node centrality)
to traverse the network. It then “locks” to the destination using node similarity. Node
similarity captures the percentage of neighbors in common with the destination. Due
to the high clustering coefficient of social networks, if two nodes share many neighbors
then they belong to the same community with high probability. Hence, trying to find a
node with high similarity with the destination in SimBet is equivalent to trying to find
a node in the destination community (just as BubbleRap does, in the first phase).

As expected, these two protocols outperformed traditional random and utility-based
ones, by intelligently exploiting not just pairwise structure in node contacts, but rather
macroscopic structure such as communities, betweeness, etc., that depend on the in-
teractions of multiple nodes. Nevertheless, this new line of work also raised some
important questions:

1. How should one optimally built the contact graph on which the social metrics
will be calculated?

2. Do all opportunistic networks exhibit such “social” characteristics, and if so what
are the most prominent ones? Do state-of-the-art mobility models capture these?

3. Can one still hope to do useful performance analysis when forwarding protocols
become that complex and interdependent with the underlying mobility process?

The goal of this chapter is to present our contributions towards answering these
three questions.

Chapter Contributions

The begining of the chapter is concerned with the first question, which we attempted
to answer in the following two works [37, 38]:

• T. Hossmann, F. Legendre, and T. Spyropoulos, “From Contacts to Graphs:
Pitfalls in Using Complex Network Analysis for DTN Routing,” in Proc. of
IEEE International Workshop on Network Science For Communication Net-
works (NetSciCom 09), co-located with INFOCOM 2009.
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• T. Hossmann, T. Spyropoulos, and F. Legendre, “Know Thy Neighbor: Towards
Optimal Mapping of Contacts to Social Graphs for DTN Routing,” in Proc. of
IEEE INFOCOM 2010.

Contribution 4.1 We studied different “aggregation methods”, i.e., methods to convert
the history of past contacts into a social graph, and showed that the performance of
Social Network based protocols is very sensitive to the contact graph creation method;
simple empirical tuning or rules of thumb will likely fail to unleash the potential of
such protocols.
Contribution 4.2 We proposed a distributed and online algorithm, based on spectral
graph theory. It enables each node to estimate the correct social graph in practice, as-
sessing the role of new nodes in the graph without any training, in a manner reminiscent
of unsupervised learning. This algorithm is generic, and could be applied as the first
step of any opportunistic networking protocol that uses social network metrics.

Regarding the second question, some initial insights about community structure
had been observed in [36]. However, we embarked on a systematic study towards
answering that question in [39, 40]:

• T. Hossmann, T. Spyropoulos and F. Legendre, “A Complex Network Analysis
of Human Mobility,” in Proc. of IEEE NetSciCom 11, co-located with IEEE
Infocom 2011.

• T. Hossmann, T. Spyropoulos, and F. Legendre, “Putting Contacts into Context:
Mobility Modeling beyond Inter-Contact Times,” in Proc. of ACM MobiHoc
2011. (best paper award runner-up)

Our contributions in these papers can be summarized as follows:
Contribution 4.3 We performed a large study of contact traces coming from state-
of-the-art mobility models, existing real traces, and traces collected by us (from geo-
social networks). We convert each of them into a social graph, using some of the earlier
methods from this chapter.
Contribution 4.4 We investigated whether these graphs exhibit well-known properties
of social networks: (i) high clustering and community structure, (ii) small-world con-
nectivity, and (iii) power-law degree distributions. Indeed, we found that the majority
of mobility traces exhibit the first two, but not always the third property .
Contribution 4.5 We showed that state-of-the-art synthetic mobility models, while
able to recreate some of these social properties well, are unable to model bridging
nodes, which seem to be common in real traces. To this end, we suggested a modi-
fication of such models using multi-graphs, which can be applied as an “add-on” to
different mobility models, without interfering with other desirable properties of these
models.

These developments were quite positive, corroborating the initial evidence about
the strength of social network analysis for opportunistic D2D networking, as well as
demonstrating how to properly tap into this potential. Nevertheless, the complexity
of protocols based on social graph metrics came on top of the existing challenges of
performance analysis for non-IID mobility models, mentioned earlier. The intricate
dependence of forwarding decisions on past contacts between many different nodes
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creates state history for the Markovian analysis model that is hard to keep track of.
What is more, by that time, a large number of utility-based routing protocols had been
proposed, making it difficult to come up with a proprietary analytical model (e.g., a
specific Markov chain) for each different protocol. To this end, in the following two
works, we proposed a unified analytical performance prediction model, coined DTN-
Meteo [41, 42].

• A. Picu and T. Spyropoulos, “Forecasting DTN Performance under Heteroge-
neous Mobility: The Case of Limited Replication,” in Proc. of IEEE SECON
2012.

• A. Picu, and T. Spyropoulos, “DTN-Meteo: Forecasting the Performance of DTN
Protocols Under Heterogeneous Mobility,” in IEEE/ACM Transactions on Net-
working, 23(2): 587-602, 2015.

Our main contributions, can be summarized as follows:
Contribution 4.6 We attempted to generalize the performance prediction models for
heteregenous mobility of Chapter 3, in order to allow deriving perfomance metrics
for generic utility-based algorithms. Our framework combined the theory of Markov
Chain Monte Carlo (MCMC) based optimization and the theory of Absorbing Markov
chains as follows:

• Each state of a Markov chain corresponds to a possible configuration or state of
the network (e.g., which nodes have which message(s)) at a time.

• The mobility process governs the possible transitions and the respective transi-
tion rates between states.

• The algorithm (e.g., forwarding) governs the acceptance probabilities of a po-
tential transition, a probability that may depend on the utility of the previous and
the potential new state.

• Absorbing states correspond to desired final states of the protocol (e.g. message
delivered to its destination, or to all destination in case of multicast, etc.). Perfor-
mance metrics can be expressed in terms of absorption times and probabilities.

Contribution 4.7 Using this framework, we managed to successfully model the state-
of-the-art protocols mentioned earlier, namely SimBet and BubbleRap, running on top
of generic, trace-based mobility models. We also showed that this framework applies
to various delivery semantics, beyond end-to-end message delivery, such as multicast,
anycast, etc.

1.2.4 WiFi-based Offloading (Chapter 5)
Offloading mobile data via WiFi has been common practice for network operators and
users alike. Operators might purchase WiFi infrastructure or lease a third-party one,
to relieve their congested cellular infrastructure. User prefer to use WiFi at home,
cafes, office, for bulk data transfers, video streaming, etc., as much as possible, to
avoid depleting their cellular data plans, improve their rates, or sometimes to save their
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battery life. As mentioned earlier, it is reported that 60% percent of total mobile data
traffic was offloaded onto the fixed network through Wi-Fi or femtocells in 2016 [4].

The ubiquity of WiFi access points, and the interest of network operators in their
use, has motivated researchers to study a number of ways to use WiFi-based Internet
access as an inexpensive complement to cellular access. One such proposal was to use
WiFi access points (AP) while on the move, e.g., from a vehicle, accessing a sequence
of encountered WiFi APs to download Internet content [43]. WiFi was originally de-
signed for “nomadic” users, i.e., users who come into the range of the AP and stay
for long periods of time, and not for moving users. A number of measurement studies
were thus performed to identify the amount of data one could download from such an
AP, travelling at different speeds [44, 45]. While the measured amounts suggested that
reasonably sized files could already be downloaded even at high speeds, there were a
number of shortcomings related to mobile WiFi access:

• The association process with a WiFi AP takes a long time (due to authentication
procedures, scanning, and other suboptimalities in the protocol design). This
wastes a large amount of the limited time during which a mobile node might
be within communication range with that AP (and thus wastes communication
capacity).

• The rate adaptation mechanism of WiFi, which reduces the PHY encoding rate
(and thus the transmission rate), as a function of the SINR of the receiving node,
has dire side-effects when a number of nodes on the move would try to access the
same AP. In that case, there always exist at least some nodes at the edge of the
AP coverage range, who receive the lowest possible transmission rate. However,
it is well known that the way scheduling works in WiFi, the average performance
is highly impacted by the existence of edge users [46]. Connecting to WiFi on
the move greatly deteriorates the mean WiFi throughput for every node, even the
ones close to the AP, as at least some of the mobile nodes are at the edge of the
AP, entering its range (or leaving it).

A number of works emerged to address both these issues. Some of the ideas in-
cluded streamlining the WiFi association procedure [47], maintaining a history of AP
location and quality to improve the speed and efficiency of scanning [48], as well as
modifications to the scheduling mechanism of WiFi, ensuring that the capacity is allo-
cated to mobile nodes during the time they are close to the AP, a form of opportunistic
scheduling. While a lot of research activity was taking place in the context of protocol
improvements, system design, and experimentation, there was little ongoing in terms
of the theoretical understanding for WiFi offloading methods.

Chapter Contributions

This line of research made us interested in the following question: Assuming a stochas-
tic traffic mix (i.e., both random traffic arrival, and random flow/session sizes), what
is the expected performance of WiFi offloading, as a function of AP deployment and
characteristics, mobile node behavior, and traffix characteristics?. We have attempted
to answer it in the following works [49, 50]:
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• F. Mehmeti, and T. Spyropoulos, “Performance Analysis of On-the-spot Mobile
Data Offloading,” in Proceedings of IEEE GLOBECOM 2013.

• F. Mehmeti, and T. Spyropoulos, “Performance analysis of mobile data offload-
ing in heterogeneous networks,” in IEEE Transactions on Mobile Computing,
16(2): 482-497, 2017.

Our contributions can be summarized as follows:
Contribution 5.1 We proposed a queueing-theoretic model, an M/G/1 with different
levels of service rate. Assuming a user generating random download requests and a
common queue on top of the WiFi and cellular interfaces: when a WiFi AP is in range,
these requests are always served through the WiFi interface (with one servicerate); if
there is no WiFi in range, the requests are served by cellular interface (with a different
service rate).
Contribution 5.2 We analyzed the performance of this system for both First Come
First Serve (FCFS) and Processor Sharing (PS) queueing disciplines, and derived closed
form expressions for the expected amount of offloaded data, as well as the mean down-
load performance. These expressions are a function of user mobility, WiFi coverage,
and WiFi/Cellular capacity characteristics.

A second research direction that emerged was that of Delayed WiFi Offloading.
This was partly motivated by the study and exploitation of delay-tolerance (the appli-
cation and/or the user might be tolerant to delays). As explained earlier, this delay
torelance might sometimes be natural, and sometimes requires some incentives. To
this end, researchers suggested that some traffic does not need to be immediately trans-
mitted over the cellular interface (as required in the previous scenario), if there is no
WiFi connectivity. Instead, such delay-tolerant download (or upload) requests could
be queued at the WiFi interface, until a WiFi AP is encountered. If such an AP is not
encountered until a maximum wait timer expires, only then must the request be turned
over to the cellular interface [51, 52]. This more “aggressive” offload policy was shown
to be able to offload even more data, at the expense of a delay increase for some traffic.

To this end, in the following works, we extended our performance analysis frame-
work to investigate such delayed offloading policies as well [53, 54].

• F. Mehmeti, and T. Spyropoulos, “Is it worth to be patient? Analysis and opti-
mization of delayed mobile data offloading,” in Proc. of IEEE INFOCOM 2014.

• F. Mehmeti, and T. Spyropoulos, “Performance modeling, analysis and opti-
mization of delayed mobile data offloading under different service disciplines,”
in ACM/IEEE Transactions on Networking, 25(1): 550-564, 2017.

Contribution 5.3 We used a queueing theoretic model with service interruptions and
abandonments, to model the intermittent access to WiFi APs (the interruptions) and the
possibility that a request waiting in the WiFi queue might expire and move back to the
cellular interface (the abandonments).
Contribution 5.4 We derived closed form expressions for the amount of offloaded data
and mean per flow delay in this system, as a function of the mean delay-tolerance of
the application mix considered, and other network parameters.
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Contribution 5.5 In a scenario where it is the user that can decide this delay tolerance,
we showed our analytical expressions and convex optimization theory to show how the
wait threshold can be optimized to achieve different delay-vs-offloaded data or delay-
vs-energy efficiency tradeoffs.

1.2.5 User Association in Heterogeneous Wireless Networks (Chap-
ter 6)

In addition to using third-party WiFi or own WiFi platforms, operators are increasingly
considering denser, heterogeneous network (HetNet) cellular deployments. In a Het-
Net, a large number of small cells (SC) are deployed along with macrocells to improve
spatial reuse [55, 56, 57]. The higher the deployment density, the better the chance
that a user equipment (UE) can be associated with a nearby base station (BS) with
high signal strength, and the more the options to balance the load. Additionally, the
line between out-of-band WiFi “cells”, and in-band cellular small cells (femto, pico),
is getting blurred, due to developments like LTE-unlicensed. The trend towards base
station (BS) densification will continue in 5G systems, towards Ultra-Dense Networks
(UDN) where: (i) many different small cells (SCs) are in range of most users; (ii) a
small number of users will be active at each SC [58, 59, 6]. The resulting traffic vari-
ability makes optimal user association a challenging problem in UDNs [58], as the goal
here is not to simply choose between WiFi or cellular as in the previous chapter, but to
choose between a large range of heterogeneous and overlapping cells.

As a result, a number of research works emerged that studied the problem of user
association in heterogeneous networks, optimizing user rates [60, 61], balancing BS
loads [62], or pursuing a weighted tradeoff of them [63]. Range-expansion techniques,
where the SINR of lightly loaded BSs is biased to make them more attractive to the
users are also popular [56, 57]. The main goal of these works is to offload or “steer”
traffic away from overloaded base stations, towards underloaded ones, while maintain-
ing (or improving) user performance. Nevertheless, the majority of these works fo-
cused on DL traffic and the radio access link only. Future user association algorithms
should be sophisticated enough to consider a number of other factors.

• Uplink: While optimization of current networks revolves around the downlink
(DL) performance, social networks, machine type communication (MTC), and
other upload-intensive applications make uplink (UL) performance just as im-
portant. Some SCs might see their UL resources congested, while others their
DL resources, depending on the type of user(s) associated with that SC. What is
more, the same SC might experience higher UL or DL traffic demand over time.

• Traffic Classes: Most existing studies of user association considered homoge-
neous traffic profiles. For example, [63, 64, 65] assume that all flows generated
by a UE are “best-effort” (or “elastic”). Modern and future networks will have
to deal with high traffic differentiation, with certain flows being able to require
specific, dedicated resources [66], [67, 68]. Such dedicated flows do not “share”
BS resources like best-effort ones, are sensitive to additional QoS metrics, and
affect cell load differently.
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• Backhaul Network: Ignoring the backhaul during user association is reasonable
for legacy cellular networks, given that the macrocell backhaul is often over-
provisioned (e.g., fiber). However, the considerably higher number of small
cells, and related Capital Expenditure (CAPEX) and Operational Expenditure
(OPEX) suggest that backhaul links will mostly be inexpensive wired or wireless
(in licensed or unlicensed bands), and underprovisioned [69]. Multiple BS might
also have to share the capacity of a single backhaul link due to, e.g, point-to-
multipoint (PMP) or multi-hop mesh topologies to the aggregation node(s) [70].
Hence, associating a user to a given BS might lead to backhaul congestion and
low end-to-end performance, even if that BS can provide a high radio access rate
to the user.

Chapter Contributions

In the following three works, we have addressed these exact questions, within a com-
mon unifying framework [71, 72, 73].

• N. Sapountzis, T. Spyropoulos, N. Nikaein, and U. Salim, “An Analytical Frame-
work for Optimal Downlink-Uplink User Association in HetNets with Traffic Dif-
ferentiation,” in Proc. of IEEE GLOBECOM 2015.

• N. Sapountzis, T. Spyropoulos, N. Nikaein, U. Salim, “Optimal Downlink and
Uplink User Association in Backhaul-limited HetNets,” in Proc. of IEEE INFO-
COM 2016.

• N. Sapountzis, T. Spyropoulos, N. Nikaein, U. Salim, User Association in Het-
Nets: Impact of Traffic Differentiation and Backhaul Limitations,” in ACM/IEEE
Transactions on Networking, 25(6): 3396-3410, 2017.

The related contributions can be summarized as follows:
Contribution 6.1 Using the flow-level performance framework of α-fair user asso-
ciation [63] as our starting point, we extended it considerbaly to include (i) traffic
differentiation: splitting scheduler resources between GBR and non-GBR traffic, and
assuming a different scheduler for each class; (ii) UL traffic: considering both legacy
scenarios where UL and DL traffic must go through the same BS, as well as the envi-
sioned UL/DL split [74]; (iii) backhaul characteristics: considering underprovisioned
backhaul links as well as different network topologies (star or tree).
Contribution 6.2 We derived optimal association rules for each combination of the
above scenarios that can be implemented efficiently in a distributed manner and proved
convergence to the global optimum (i.e., without any central element requiring global
knowledge of all network state).
Contribution 6.3 We used extensive simulations to understand the impact of backhaul
topology, and interplay of UL/DL traffic, and showed that our algorithm outperformed
state of the art algorithms at that time.

In addition to this work, presented in detail in Chapter 6, we have very recently
made new contributions related to user association in heterogeneous, dense networks.
In the interest of space, we will not elaborate on them further in the respective chapter,
but only provide a short summary here.

28



Joint Optimization of User Association and Flexible TDD

.
Conventional networks usually operate with the same amount of resources for UL

and DL (FDD or static TDD) [75]. Consider for example the standard FDD which
uses some fixed, separate bands for uplink and for downlink. Our results from [73]
suggested that this can often be suboptimal. In TDD, it is possible to configure more
resources for DL than UL (or vice versa, although not common), but each macro-cell
is usually configured with the same ratio to be used permanently. However, recently
proposed Dynamic or Flexible TDD systems can better accommodate UL/DL traffic
asymmetry, by varying the percentage of LTE subframes used for DL and UL trans-
mission [76]. Hence, more UL resources can be allocated to SCs with UL intensive
users, and vice versa. Nevertheless, dynamic TDD introduces new challenges.

First, there is a strong interplay between user association and dynamic TDD poli-
cies. Consider the simple example of Fig. 1.1, where a UL intensive user (1) and a
DL intensive user (2) are both in range of a SC A (which is close) and a SC B (which
is further away). Assume that each SC has initially the same amount of DL and UL
resouces (50%). Both the DL and the UL user will connect to A, as it offers the best
SINR. Now, notice that any change in the TDD schedule of SC A will hurt one of the
two users. However, assume that A increases its UL resources to 80%. There are now
8/5 (i.e. 60%) more resources for the UL user, which could lead to 60% higher rate.
Furthermore, assume that SC B increases its DL resources to 80%. Connecting the DL
user to B can increase the available resource blocks for her also by a factor of 8/5. If
the resulting SINR decrease has a smaller impact than this factor, then both users can
win by revisiting both the TDD schedules and the association decisions of the two base
stations, in coordination.

Figure 1.1: Interplay between user association and TDD configuration.

The previous example, while oversimplified, helps illustrate some of the dependen-
cies at hand. One important omission in the above example, is that we ignored the
DL-to-UL cross interference that might arise if nearby BSs have different schedules
(see Fig. 1.1). E.g. a macro-cell transmitting on the DL, can really hurt a nearby SC
transmitting on the UL [77]. Hence, excessive liberty in tuning UL and DL resources
might hurt rather than help.
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To this end, our main goal in a recent paper was to use the above framework to
jointly optimize user association and TDD allocation per BS in order to:

• Associate users with BSs to optimize a chosen user- or network- centric perfor-
mance metric (e.g. spectral efficiency, load-balancing, etc.).

• Choose the TDD UL/DL configuration for each SC to best match the UL/DL
traffic demand for that metric.

• Consider the TDD UL/DL configuration of nearby SCs to avoid cross-interference.

The respective paper is [78]

• N. Sapountzis, T. Spyropoulos, N. Nikaein, and U. Salim, “Joint Optimization
of User Association and Dynamic TDD for Ultra-Dense Networks,” in Proc. of
IEEE INFOCOM 2018,

and the related contributions where the following:
Contribution 6.4 We modified our analytical framework further, in order to include
the possibility to tune the DL/UL schedule per BS, as well as capture cross-interference
from nearby schedule discrepancies.
Contribution 6.5 We showed that the joint problem is non-convex in general, and
propose a primal decomposition algorithm that reduces complexity and can be imple-
mented in a distributed manner. We then prove that this algorithm converges to the
optimal solution of the joint problem.
Contribution 6.6 Using simulations, we show our approach can concurrently improve
UL and DL performance compared to the state of the art, showing more than 2× ag-
gregate improvement, in the scenarios considered.

1.2.6 Mobile Edge Caching (Chapter 7)
As already argued in the previous chapters, a promising and highly-investigated way of
dealing with the tremendous increase in traffic demand is via the deployment of many
small cell base stations (e.g pico/femto-cells, or out-of-band WiFi APs) together with
the standard macro-cellular network. The bulk of current state of the art for small cell
solutions tackle mainly aspects of self-organizing radio resource management, inter-
cell and interference coordination (ICIC), energy-efficiency and MIMO techniques, as
well as traffic steering techniques like the ones considered in the last two chapters. A
common problem for a lot of work on small cell networks is the impact of the backhaul
network.

While the reduced distances to the user and better spatial reuse, offered by small
cells, can greatly increase the (radio) capacity in the last hop, in order to support high
cell densification the capacity of the backhaul network needs to scale at unrealistic
rates. As explained, small cells are expected to be mostly connected by inexpensive
wired or wireless links, and thus will often be under-provisioned, according to the
Small Cell Forum [79]. This makes the backhaul network a potential new bottleneck
that can significantly reduce the envisioned gains by cell densification.
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In the previous chapter, we investigated how to take such backhaul bottlenecks into
account, even when optimizing radio access functions like user association. While
this approach can redirect some traffic to different BSs, possibly connected with less
congested transport links, some important issues remain: (a) this is not always pos-
sible or it introduces considerable suboptimalities on the radio access (e.g., in terms
of spectral efficiency); (b) inter-cell interference coordination (ICIC) techniques and
Network MIMO coordination occurs over the backhaul and further taxes such lingks;
(c) the transport network (backhaul/fronthaul) might simply not be able to support the
aggregate radio traffic, for any routing path(s). To further alleviate the backhaul bot-
tleneck, but also to reduce content access latency, the idea of edge caching has been
proposed [80, 81, 82, 83]

The increasing demand for Internet content, and the inherent overlap between user
data requests, suggests that storing popular content closer to the user could: (a) avoid
congesting the capacity-limited backhaul links by avoiding duplicate backhaul trans-
missions, and (b) reduce the content access latency. Specifically, in [80], local content
caching has been identified as one of the five most disruptive enablers for 5G networks,
sparking a tremendous interest of academia and industry alike, as a cost-efficient way
of tackling the data tsunami. Using real measurement data, [84] has explored the poten-
tial benefits of forward caching inside the core of a 3G network (e.g. in the SGSNs or
GGSNs), suggesting that hit ratios up to 33% can be achieved for such caches. Similar
benefits based on real workloads have been also found for LTE networks [85]. While
these works already demonstrate the potential benefits of caching, a number of key
questions remain open.

Edge cache size can be a major bottleneck: First, the above measurement-based
studies have only considered caching in core nodes or backhaul aggregation points.
Such nodes see a significant amount of the global network traffic and could also be
equipped with large storage capacities (comparable to the size of regular CDN servers).
It remains widely open whether similar benefits could be achieved with small, local
caches at each BS and small cell. Such caches would have a much smaller storage
capacity due to CAPEX/OPEX cost reasons: each core node considered as a potential
caching location in the above studies would correspond to 100s or 1000s of small cells
in future ultra-dense networks. As a result, the storage space per local edge cache must
be significantly smaller to keep costs reasonable. This suggests that only a tiny fraction
of the constantly and exponentially increasing content catalog could realistically be
stored at each edge cache. In most practical cases, a local edge cache would fit less
than 0.1 − 0.01% of the entire Internet catalog. E.g., a typical torrent catalog is about
1.5PB and the entire Netflix catalogue about 3PBs. More than 1TB storage would
be needed to just store 0.1% of either one [86]. Considering other VoD platforms,
YouTube, etc., this number explodes. Even, with a skewed popularity distribution,
local cache hit ratios would be rather low [87, 88, 89].

Convergence of cooperative caching and cooperatice communication: Second,
a number of technological advances are envisioned for future 5G networks, such as
Coordinated Multi-Point (CoMP) transmission, Coded Caching, and the CloudRAN
architecture. These technologies are considered as major drivers to improve the per-
formance on the radio access network (RAN) in 5G, but also introduce novel compli-
cations and challenges for caching algorithms. To cooperatively transmit a requested
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content from multiple BSs, so as to improve radio access performance (e.g. through
diversity gains), that content must be available in the caches of all BSs involved in
a coordinated transmission. Otherwise, the effective rate of one or more of the links
might be severed by a congested backhaul link. Yet, storing the same content in mul-
tiple nearby BSs means not storing other contents there, thus leading to a considerable
decrease in cache hit rates and increased backhaul costs, if those contents are requested
instead. This creates a novel tradeoff: how could a caching policy facilitate coopera-
tive transmission opportunities (and radio access performance) while maximizing local
cache hit rates (and backhaul performance)?

Application-dependent caching optimization Third, specific applications, espe-
cially content streaming, are beginning to dominate the mobile data traffic (e.g., more
than 50% percent of the total traffic is consistently reported to be streamed video),
and this is not expected to change in the future. Any means to reduce network traffic
through caching should thus pay particular attention to this application. This raises the
question: could application-driven optimizations targeting video traffic further improve
the performance of edge caching?

Chapter Contributions

The goal of this last chapter is to highlight a subset of our recent contributions towards
answering these questions. We would like to also note that the topic of this chapter,
namely mobile edge caching, is one of the main directions of our ongoing and planned
research.

A first set of contributions is motivated partly by some shortcomings of HetNets,
and partly by the delay-tolerance related work exposed in early chapters. Installing
a large enough number of small cells with local storage (SCs), to ensure every user
equipment (UE) has access to at least one such low range BS, still requires high
CAPEX/OPEX costs (e.g. rental costs, maintenance, backhaul). Combined with the
stagnating revenues per user, this maked operators reluctant to considerable densifi-
cation. The more radical proposal to use UEs for storage and relaying (e.g., through
Device-to-Device (D2D) communication) [90, 91] largely avoids these costs, but is
stifled by device resource constraints (especially battery) and privacy concerns. As a
result, SC storage and/or D2D might offer small performance mprovements. E.g., a
user requesting a content k might not have an SC in range, in which case k must be
fetched over an expensive macro-BS. Even if the user has some SCs (or other UEs) in
range, these might not in fact store content k (due to their relatively small size com-
pared to the content catalog). Fetching content k will again be costly.

To improve this situation, one could exploit the mobility of UEs or even of BSs,
to tradeoff access delay for cache hit ratio. This, in essense, is a natural follow-up of
the ideas of Chapters 2 to 4, adapted for regular networks. The differences here are:
(i) that the opportunistic (D2D) communication is only a single hop long; (ii) unlike
most of the work there, the D2D part is supported by regular infrastructure; (iii) the
infrastructure (operator) has control over (and knowledge of) the D2D part.

For example, if a user i requests a content k, which is not “locally” available, the
operator can ask the user to wait for some time (e.g. up to some TTL). During that
time, user i may encounter some other cache storing k (either because i moved, or
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because the cache moved, as in the case of mobile relays [92]). E.g., consider a simple
example where there are M total edge caches, and intermeeting time between a user
and such a cache is IID with rate λ. Assume that in the baseline (“immediate access”)
scenario, a user sees on average c of these M caches, where c < 1 in most cases
(since SC coverage is limited). In the “delayed access” case, a user sees an additional
M · λ · TTL caches, on average. Hence, the effective cache size that the average user
sees is approximately M · λ · TTL times larger, which may lead to more cache hits.

The challenge here is to optimally allocate this larger (effective) cache space among
all contents. E.g. if a node saw at most one cache (e.g. in the static scenario), it is well
known that the optimal policy is to store the most popular contents (that fit) in every
cache. However, it is easy to see that this is suboptimal in the delayed access case. If
the size of each cache is C contents, and node i encounters 2 caches during a TTL,
storing contents 1 to C in one cache, and C + 1 to 2C in the other, would lead to
much higher hit rates for that node than storing contents 1 to C in both. While this
example provides some intuition how the cache policy could exploit mobility (and the
additional cache space it allows node to “see”), finding the optimal policy depends on
the mobility characteristics, content popularities, and TTL.

In the following works, we have addressed these issues in the context of both delay-
tolerant content download but also non delay-tolerant streaming [92, 93, 94]:

• L. Vigneri, T. Spyropoulos, and C. Barakat, “Storage on wheels: Offloading
popular contents through a vehicular cloud,” in Proc. of IEEE WoWMoM 2016.

• L. Vigneri, T. Spyropoulos, and C. Barakat, “Low Cost Video Streaming through
Mobile Edge Caching: Modelling and Optimization,” in IEEE Trans. on Mobile
Computing, 2018.

• L. Vigneri, T. Spyropoulos, and C. Barakat, “Quality of Experience-Aware Mo-
bile Edge Caching through a Vehicular Cloud,” to appear in IEEE Transactions
on Mobile Computing, 2018.

The main contributions in these works are summarized below, and are described in
detail at the beginning of the chapter:
Contribution 7.1 We model the problem of maximizing the percentage of traffic of-
floaded through the vehicular cloud when users are downloading an entire content (be-
fore they can consume it). We do so, while controlling the user QoE (captured by a
maximum delay or slowdown metric), and having two sets of control variables: (i) the
number of replicas cached per content in vehicles; (ii) the deadline assigned to each
content. Note that the slowdown metric attempts to control the total download delay
related to the file size (e.g., an extra delay of 3 minutes might be very annoying when
downloading a small file, but almost unnoticeable when the file download would any-
way take some 10-20min).
Contribution 7.2 We solve this problem presenting two variable deadline caching poli-
cies: QoE-Aware Caching (QAC) introduces a tight approximation on the generic for-
mulation; QoE-Aware Caching for Small Content (QAC-SC) provides better offloading
gains for content of small size but performs poorly as content size increases. Simula-
tions with real traces for vehicle mobility and content popularity show that, in an urban
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scenario, our system can achieve considerable offloading gains with modest technology
penetration ( < 1% of vehicles participating in the cloud) with reasonable deadlines.
Contribution 7.3 Instead of downloading the entire content, we consider as scenario
where users stream the content in small chunks. We exploit the fact that streaming of
stored video content offers some delay tolerance “for free”, in order to get some of the
offloading benefits of the previous approach, without any delay impact on the user. We
model the playout buffer dynamics, as new chunks are retrieved and old are played out,
as a queueing system, and analyze the characteristics of its idle periods (during which
access to the cellular infrastructure is required).
Contribution 7.4 Based on this model, we formulate the problem of optimal allocation
of content in vehicles, in order to minimize the total load on the cellular infrastruc-
ture. We provide closed-form expressions for the optimal allocation for two interesting
regimes of vehicular traffic densities, assuming a relatively generic setting. We validate
our theoretical results, and show that our up to 50% of streamed data can be offloaded
even in a realistic scenario, with modest technology penetration, without any delay
impact to the user.

A second research thread in the area of edge caching was to try to understand
and exploit the impact of recommendation systems. In an Internet which is becoming
increasingly entertainment-oriented and recommendation-driven, moving away from
satisfying a given user request towards satisfying the user could prove beneficial for
caching systems. For example, when a user requests a content not available in the local
cache(s), a recommendation system could propose a set of highly related contents that
are locally available. If the user accepts one of these contents, an expensive remote
access could be avoided. We will use the term soft cache hit to describe such scenarios.

Although many users in today’s cellular ecosystem might be reluctant to accept
alternative contents, we believe there are a number of scenarios where soft cache hits
could benefit both the user and the operator. As one example, a cache-aware recom-
mendation system could be a plugin to an existing application (e.g., the YouTube app).
The operator can give incentives to users to accept the alternative contents when there
is congestion (e.g., zero-rating services [95, 96]) or letting the user know that access-
ing content X from the core infrastructure would be slow and choppy, while contents
A,B,C, ... might have much better performance. The user can still reject the recom-
mendation and demand the original content. In a second example the operator might
“enforce” an alternative (but related) content, e.g.: (i) making very low rate plans (cur-
rently offering little or no data) more interesting by allowing regular data access, except
under congestion, at which time only locally cached content can be served; (ii) in de-
veloping areas [97] or when access to only a few Internet services is provided, e.g., the
Facebook’s Internet.org (Free Basics) project [98, 99].

We believe such a system is quite timely, given the increased convergence of con-
tent providers with sophisticated recommendation engines (e.g., NetFlix and YouTube)
and Mobile Network Operators (MNO), in the context of RAN Sharing [100, 101].
More importantly, the idea of soft cache hits is complementary and can be applied on
top of existing proposals for edge caching, like the ones described earlier. As an ex-
ample, in [102] we have considered the idea of soft cache hits on top of a setup with
delayed access setup and mobile relays (like the one considered earlier). Although the
topic of caching-recommendation interplay is an ongoing research topic for the author,
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in this chapter we will focus on the following work:

• T. Giannakas, P. Sermpezis, T. Spyropoulos, and L. Vigneri, Soft Cache Hits:
Improving Performance through Recommendation and Delivery of Related Con-
tent, to appear in IEEE JSAC special issue on Caching for Communication Sys-
tems and Networks, 2018.

The main contributions of this work are:
Contribution 7.5 We introduce the novel concept of soft cache hits. To our best knowl-
edge, this is the first time that this idea has been applied to edge caching for cellular
networks. We propose a generic model for mobile edge caching with soft cache hits
that can capture a number of interesting content substitution scenarios and is versatile
enough to apply on top of both non-cooperative (i.e. single cache) and cooperative
caching frameworks [81], as well as various networking assumptions.
Contribution 7.6 We prove that the problem of optimal edge caching with SCH is
NP-hard even when considering a single cache only. This is in stark contrast to the
standard case without SCH. We then prove that, despite the increased complexity, the
generic problem of femto-caching with SCH still exhibits properties that can be taken
advantage of to derive efficient approximation algorithms with provable performance.
Contribution 7.7 We corroborate our SCH proposal and analytical findings through
an extended evaluation on 5 real datasets containing information about related content,
demonstrating that promising additional caching gains could be achieved in practice.

Finally, in the last part of this chapter, we move away from the application itself
and consider the radio access network when deciding what to cache. The common
denominators between most of the works considered thus far can be summarized as
follows:

(i) The main bottleneck is the backhaul link (in the femto-caching setup) or the
macro-cell link (in the vehicular cloud setup), (ii) the transmission phase is ig-
nored (assuming requests are asynchronous and non-interfering) or simplified,

(iii) caching gains are in terms of cache-hit ratio and amount of traffic offloaded away
from expensive links.

Nevertheless, when considering a wireless setup, content delivery over the radio ac-
cess link becomes just as important as the placement problem. If multiple nearby base
stations (BS) have the same content cached, they can coordinate in order to improve
performance on the radio access link. For example, several base stations can perform
Joint Transmission (JT) to simultaneously transmit the same file to a single user, e.g.
for power and diversity gains, which is particularly useful to edge users. Alternatively,
multiple user requests could be satisfied in parallel by forming a MU-MIMO channel,
between the BSs and users involved. Such techniques are often referred to as Coordi-
nated Multi-point (CoMP) transmission [103]. With the data cached locally on each BS
involved, only channel state information (CSI) information needs to be exchanged over
the backhaul to coordinate the transmission, which is a much smaller burden, com-
pared to exchanging whole video files. These ideas have led researchers to argue that
caching and transmission algorithms at each involved BS must be jointly designed in

35



order to facilitate such CoMP opportunities, whether this is a distributed BS setup or
cloudRAN scenario [104].

As a first step in this direction, we have focused on the JT technique for the radio
access part. Every time the requested file is cached at several base stations in the
user’s range, the base stations can jointly transmit the file to the user. The transmission
rate of JT is higher than that of each separate base station. Hence, storing the same
(popular) files is optimal with respect to radio access transmission. On the other hand,
storing different files in these base stations might lead to fewer cache misses and thus
accesses to the backhaul network, which is important if the latter is the bottleneck. Our
preliminary contribution in this direction is captured in:

• A. Tuholukova, G. Neglia, T. Spyropoulos, “Optimal cache allocation for femto
helpers with joint transmission capabilities,” in Proc. of IEEE ICC 2017.

Our main contribution is the following:
Contribution 7.8 We prove that the femtocaching problem with joint transmission (JT)
capabilities is NP-hard, but its objective is monotonic and submodular. Based on this,
we propose a polynomial time allocation algorithm that has a provable approximation
ratio. Initial simulation results suggest that the optimal policy differs depending on
whether the radio access is the bottleneck (caching then tends to reduce diversity in
nearby caches, to facilitate JT) or the backhaul is the bottleneck (the cache allocation
tends to store different content in overlapping base stations, to maximize the number
of cache hits and minimize the number of contents fetched over the backhaul).
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Chapter 2

Resource Management and QoS
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2.1 Buffer Management for Best Effort Traffic

2.1.1 Motivation
Despite a large amount of effort invested in the design of efficient routing algorithms for
DTNs, there has not been a similar focus on queue management and message schedul-
ing. Yet, the combination of long-term storage and the, often expensive, message repli-
cation performed by many DTN routing protocols [11, 105] imposes a high bandwidth
and storage overhead on wireless nodes [12]. As a result, it is expected that nodes’
buffers, in this context, will often operate at full capacity. Similarly, the available
bandwidth during a contact could be insufficient to communicate all intended mes-
sages. Consequently, regardless of the specific routing algorithm used, it is important
to have:

(i) efficient drop policies to decide which message(s) should be discarded when a
node’s buffer is full;

(ii) efficient scheduling policies to decide which message(s) should be chosen to
exchange with another encountered node when bandwidth is limited.

To this end, the goal of our work has been to model the problem of of buffer manage-
ment and scheduling as an optimal resource allocation problem, and propose efficient
yet practical algorithms.

2.1.2 Related Work
In [13], Zhang et al. present an analysis of buffer constrained Epidemic routing, and
evaluate some simple drop policies like drop-front and drop-tail. The authors conclude
that drop-front, and a variant of it giving priority to source messages, outperform drop-
tail in the DTN context. A somewhat more extensive set of combinations of heuristic
buffer management policies and routing protocols for DTNs is evaluated in [106], con-
firming the performance of drop-front. In [107], Dohyung et al. present a drop policy
which discards a message with the largest expected number of copies first to minimize
the impact of message drop. However, all these policies are heuristic, i.e. not explic-
itly designed for optimality in the DTN context. Also, these works do not address
scheduling.

RAPID was the first protocol to explicitly assume both bandwidth and (to a lesser
extent) buffer constraints exist, and to handle the DTN routing problem as an optimal
resource allocation problem. As such, it is the most related to our proposal, and we
have compared our scheme(s) directly against it. Despite the elegance of the approach,
and performance benefits demonstrated compared to well-known routing protocols,
RAPID suffers from the following drawbacks: (i) its policy is based on suboptimal
message utilities (we elaborate on this sortly); (ii) in order to derive these utilities,
RAPID requires the flooding of information about all the replicas of a given message
in the queues of all nodes in the network; yet, the information propagated across the
network might arrive stale to nodes (a problem that the authors also note) due to change
in the number of replicas, change in the number of messages and nodes, or if the

39



message is delivered but acknowledgements have not yet propagated in the network;
and (iii) RAPID does not address the issue of signalling overhead. Indeed, in [19],
the authors showed that whenever the congested level of the network starts increasing,
their meta-data channel consumes more bandwidth. This is rather undesirable, as meta-
data exchange can start interfering with data transmissions amplifying the effects of
congestion. Our contributions in this chapter can be summarized as follows:

1. We formulate the optimal resource allocation problem and derive an optimal and
distributed joint scheduling and drop policy, GBSD (Global knowledge Based
Scheduling and Drop). While distributed, i.e. each node locally decides which
of its messages to keep or forward, this policy assumes knowledge about the total
number of copies per message, in order to derive the utility of each message in
its buffer. It is thus not implementable in practice, and used as reference.

2. We propose a second policy, HBSD (History Based Scheduling and Drop) which
is also distributed but is based on unbiased estimates of per message utilities
based on collected statistics of network history.

3. We discuss how these statistics could be collected in practice, and the related
overhead for this collection.

4. We extend the basic policy to consider different classes of messages with QoS
requirements.

2.2 GBSD
Our nework setup consists of L nodes, each able to store up to B messages in its buffer
(we assume for simplicity equal message sizes). New messages are generated by each
node randomly and all messages are unicast. Unless otherwise stated, we assume that
inter-contact times between nodes are IID with meeting rate λ and have an exponential
tail (we also discuss how this can be generalized). We summarize some useful notation
in Table 2.1.

We first assume that our goal is to maximize the delivery rate of this network. Each
message has a lifetime TTLi, beyond which it is no longer useful to its destination and
must be discarded. Buffer management consists of the following two actions:

(Message Scheduling) When node i encounters a node j, nodes i and j must ex-
change messages not in common (according to the epidemic routing protocol). As the
contact between nodes i and j are of limited (and unknown) duraton, i has to decide
which messages to send first.

((Message Drop) If node j receives from i a new message, but its buffer is full, it
needs to pick a message to drop.

The next theorem shows that both scheduling and message drop can be performed
optimally, by deriving a marginal utility per message that a node can use to make local
decision.

Theorem 2.1. [GBSD Policy] Let K denote the total number of non-expired mes-
sages in the network, and Ti the elapsed time for message i. Let further ni(Ti)
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Table 2.1: Notation

Variable Description
L Number of nodes in the network

K(t) Number of distinct messages in the network at time t

TTLi Initial Time To Live for message i

Ri Remaining Time To Live for message i

Ti = TTLi - Ri Elapsed Time for message i. It measures the time since this
message was generated by its source

ni(Ti) Number of copies of message i in the network after elapsed
time Ti

mi(Ti) Number of nodes (excluding source) that have seen message i
since its creation until elapsed time Ti

λ Meeting rate between two nodes

B Buffer capacity per node

be the number of nodes who have a copy of the message at that time instant, and
mi(Ti) those that have “seen” the message (excluding the source) since it’s creation1

(ni(Ti) 6 mi(Ti) + 1). To maximize the average delivery rate of all messages, each
node should use the following utility per message i,

Ui(DR) = (1− mi(Ti)

L− 1
)λRi exp(−λni(Ti)Ri). (2.1)

as follows: (i) transmit messages to an encountered node in decreasing order of utility;
(ii) drop the lowest utility message when its buffer is full.

Proof. The proof can be found at the end of this chapter (Section 2.7).

This utility can be viewed as the marginal utility value for a copy of a message i
with respect to the total delivery rate.

Optimal (but different) per message utilities can also be similarly derived for the
case of minimizing the average per message delivery delay (note that in that case we
assume that there is no TTL).

Theorem 2.2. To minimize the average delivery delay of all messages, a DTN node
should apply the GBSD policy using the following utility for each message i:

Ui(DD) =
1

ni(Ti)2λ
(1− mi(Ti)

L− 1
). (2.2)

In other words, during each contact the nodes involved make a greedy decision
based on marginal message utilities that locally optimize the expected delivery ratio
(or expected delivery delay). Given the convexity of both problems, this can be seen as
a distributed implementation of a gradient method for the centralized problem subject
to buffer constraints, where during a contact only a subset of the control variables (ni)

1We say that a node A has “seen” a message i, when A had received a copy of message i sometime in the
past, regardless of whether it still has the copy or has already removed it from the buffer.
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are improved (these are the variables corresponding only to the messages in a node’s
buffer).

Nevertheless the value of these utilities is a function of the global state of the mes-
sage (ni and mi) in the network. The current buffer state of remote nodes cannot be
known in practice, due to the DTN and disconnected nature of such networks. Hence,
this method cannot be known in practice and the above quantities must be estimated.

2.3 HBSD
For the purpose of our analysis, let us suppose that the variables mi(T ) and ni(T ) at
elapsed time T are instances of the random variables N(T ) and M(T ). We develop
our estimators

∧
n (T ) and

∧
m (T ) so that when plugged into the GBSD’s delivery rate

and delay per-message utilities calculated earlier we get new per-message utilities (i.e.
estimates of the actual utilities) that can be used by a DTN node without any need for
global information about messages. This results in a new scheduling and drop policy,
called HBSD (History Based Scheduling and Drop), a deployable variant of GBSD.

When global information is unavailable, one can calculate the average delivery rate
of a message over all possible values of M(T ) and N(T ), and then try to maximize
it. In the framework of the GBSD policy, this is equivalent to choosing the estimators
∧
n (T ) and

∧
m (T ) so that the calculation of the average delivery rate is unbiased:

E[(1− M(T )

L− 1
) ∗ (1− exp(−λN(T )Ri)) +

M(T )

L− 1
] =

(1−
∧
m (T )

L− 1
) ∗ (1− exp(−λ ∧

n (T )Ri)) +

∧
m (T )

L− 1

Plugging any values for
∧
n (T ) and

∧
m (T ) that verify this equality into the expres-

sion for the per-message utility of Eq.( 2.1), one can make sure that the obtained policy
maximizes the average delivery rate. This is exactly our purpose. Suppose now that

the best estimator for
∧
m (T ) is its average, i.e.,

∧
m (T ) =

−
m (T ) = E[M(T )]. This

approximation is driven by the observation we made that the histogram of the random
variable M(T ) can be approximated by a Gaussian distribution with good accuracy. To
confirm this, we have applied the Lillie test [108], a robust version of the well known
Kolmogorov-Smirnov goodness-of-fit test, to M(T ) for different elapsed times (T =
25%,50% and 75% of the TTL). This test led to acceptance for a 5% significance
level. Consequently, the average of M(T ) is at the same time the unbiased estimator
and the most frequent value among the vector M(T ). Then, solving for

∧
n (T ) gives:

∧
n (T ) = − 1

λRi
ln(

E[(1− M(T )
L−1 ) exp(−λN(T )Ri)]

(1−
−
m(T )
L−1 )

) (2.3)

Substituting this expression into Eq.(2.1) we obtain the following new per message
utility for our approximating HBSD policy:
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λRiE[(1− M(T )

L− 1
) exp(−λRiN(T ))] (2.4)

The expectation in this expression is calculated by summing over all known values
of N(T ) and M(T ) for past messages at elapsed time T . Unlike Eq.(2.1), this new
per-message utility is a function of past history of messages and can be calculated lo-
cally. It maximizes the average message delivery rate calculated over a large number of
messages. When the number of messages is large enough for the law of large numbers
to work, our history based policy should give the same result as that of using the real
global network information. Similar utility estimators can be derived for the case of
delay minimization.

Finally, we note that L, the number of nodes in the network, could also be cal-
culated from the statistics maintained by each node in the network. In this work, we
assume it to be fixed and known, but one could estimate it similar to n and m, or using
different estimation algorithms like the ones proposed in [109].

2.4 Simulation Results

2.4.1 Experimental Setup
To evaluate our policies, we have implemented a DTN framework into the Network
Simulator NS-2 [110]. This implementation includes (i) the Epidemic routing protocol
with FIFO for scheduling messages queued during a contact and drop-tail for mes-
sage drop, (ii) the RAPID routing protocol based on flooding (i.e. no side-channel)
as described, to our best understanding, in [19], (iii) a new version of Epidemic rout-
ing enhanced with our optimal joint scheduling and drop policy (GBSD), (iv) another
version using our statistical learning based distributed algorithm (HBSD), and (v) the
VACCINE anti-packet mechanism described in [13]2.

In our simulations, each node uses the 802.11b protocol to communicate, with rate
11Mbits/sec. The transmission range is 100 meters, to obtain network scenarios that
are neither fully connected (e.g. MANET) nor extremely sparse. Our simulations are
based on three mobility scenarios, a synthetic one, based on the Random Waypoint
model and two real-world mobility traces: the first trace was collected as part of the
ZebraNet wildlife tracking experiment in Kenya described in [111]. The second mo-
bility trace tracks San Francisco’s Yellow Cab taxis. Many cab companies outfit their
cabs with GPS to aid in rapidly dispatching cabs to their costumers. The Cabspotting
system [112] talks to the Yellow Cab server and stores the data in a database. We have
used an API provided by the Cabspotting system in order to extract mobility traces3.

To each source node, we have associated a CBR (Constant Bit Rate) application,
which chooses randomly from [0, TTL] the time to start generating messages of 5KB

2We have also performed simulations without any anti-packet mechanism, from which similar conclu-
sions can be drawn.

3Note that this trace describes taxi’s positions according to the GPS cylindrical coordinates (Longitude,
Latitude). In order to uses these traces as input for the NS-2 simulator, we have implemented a tool [110]
based on the Mercator cylindrical map projection which permit us to convert traces to plane coordinates.
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Table 2.2: Simulation parameters

Mobility pattern: RWP ZebraNet Taxis
Simulation’s Duration(h): 7 14 42
Simulation’ Area (m2): 3000*3000 3000*3000 -
Number of Nodes: 70 70 70
Average Speed (m/s): 2 - -
TTL(h): 1 2 6
CBR Interval(s): 360 720 2160

Table 2.3: Taxi Trace & Limited buffer and bandwidth

Policy GBSD HBSD RAPID FIFO\DT
D. Rate(%) 72 66 44 34
D. Delay(s) 14244 15683 20915 36412

for a randomly chosen destination. We have also considered other message sizes (see
e.g. [20]), but found no significant differences in the qualitative and quantitative con-
clusions drawn regarding the relative performance of different schemes4. Unless oth-
erwise stated, each node maintains a buffer with a capacity of 20 messages to be able
to push the network towards a congested state without exceeding the processing and
memory capabilities of our simulation cluster. We compare the performance of the var-
ious routing protocols using the following two metrics: the average delivery rate and
average delivery delay of messages in the case of infinite TTL5. Finally, the results
presented here are averages from 20 simulation runs, which we found enough to ensure
convergence.

2.4.2 Performance evaluation for delivery rate

First, we compare the delivery rate of all policies for the three scenarios shown in
Table 2.2.

Table 2.4: ZebraNet Trace & Limited buffer and bandwidth

Policy GBSD HBSD RAPID FIFO\DT

D. Rate(%) 68 59 41 29

D. Delay(s) 4306 4612 6705 8819

4In future work, we intend to evaluate the effect of variable message size and its implications for our
optimization framework. In general, utility-based scheduling problems with variable sized messages can
often be mapped to Knapsack problems (see e.g. [113]).

5By infinite TTL, we mean any value large enough to ensure almost all messages get delivered to their
destination before the TTL expires.
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Figure 2.1: Delivery probability and delay for Epidemic Routing with different
scheduling and drop policies.

Figure 2.1(a) shows the delivery rate based on the Random Waypoint model. From
this plot, it can be seen that: the GBSD policy plugged into Epidemic routing gives the
best performance for all numbers of sources. When congestion-level decreases, so does
the difference between GBSD and other protocols, as expected. Moreover, the HBSD
policy also outperforms existing protocols (RAPID and Epidemic based on FIFO/drop-
tail) and performs very close to the optimal GBSD. Specifically, for 70 sources, HBSD
offers an almost 60% improvement in delivery rate compared to RAPID and is only
14% worse than GBSD. Similar conclusions can be also drawn for the case of the real
Taxi traces or ZebraNet traces and 70 sources. Results for these cases are respectively
summarized in Table 2.3 and Table 2.4.

2.4.3 Performance evaluation for delivery delay

To study delays, we increase messages’ TTL (and simulation duration), to ensure al-
most every message gets delivered, as follows. Random Waypoint: (duration 10.5h,
TTL = 1.5h). ZebraNet: (simulation duration = 28h, TTL = 4h). Taxi trace: (simula-
tion duration = 84h, TTL = 12h). Traffic rates are as in Section 2.4.2.

For the random waypoint mobility scenario, Figure 2.1(b) depicts the average deliv-
ery delay for the case of both limited buffer and bandwidth. As in the case of delivery
rate, GBSD gives the best performance for all considered scenarios. Moreover, the
HBSD policy outperforms the two routing protocols (Epidemic based on FIFO/drop-
tail, and RAPID) and performs close to GBSD. Specifically, for 70 sources and both
limited buffer and bandwidth, HBSD average delivery delay is 48% better than RAPID
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and only 9% worse than GBSD.
Table 2.3 and Table 2.4 show that similar conclusions can be drawn for the delay

under respectively the real Taxi(s) and ZebraNet traces.

2.5 Buffer Management for Traffic Classes with QoS
Requirements

The proposed algorithms considered thus far assume all end-to-end sessions (and, thus,
messages) to be of equal importance. In many envisioned scenarios, network nodes
might be running multiple applications in parallel. In this context, ensuring success-
ful data delivery and/or minimizing the delivery delay may be more important for one
DTN application than for another. Consider the example of a military operation where
we have two applications launched concurrently at the DTN nodes: one reporting po-
sition information of friendly forces periodically and another one generating mission
debriefings less frequently. We can consider that the delivery delay requirement for
the first one is lower than the second one, since, after some time, a reported position
may be stale. On the contrary, ensuring that a single mission debriefing message is
delivered successfully may be more important than losing some (out of many) position
updates. It is thus reasonable to assume that different messages might have different
QoS requirements and resource allocation decisions should take these into account.

To model this setup we make some additional assumptions. We assume there are
C different traffic classes different QoS requirements. E.g., focusing on the case of
delivery ratio, class k is assumed to have a minimum acceptable delivery probability
P

(k)
QoS (a class k can also be “best effort”, i.e. P (k)

QoS = 0.). Similarly, we use superscript

(k) to refer to a specific quantify for class k (e.g. n(k)
i ).

Within this context, our goal is to modify the previous optimization framework with
the following objectives:

Feasible Region: If there are enough resources in the network,

Obj. 1 To ensure that the achieved delivery probability for every class k is at least as
high as P (k)

QoS .

Obj. 2 Provided that minimum delivery ratios are achieved, any remaining resouces are
allocated towards improving the total delivery rate (across classes).

Infeasible Region: If there are not enough resouces to fulfill Obj. 1 then

Obj. 3 Allocate the resources, so as to satisfy the requirements of higher priority classes
(without loss of generality we assume priority is decreasing with k)

Objective (1) above suggest that satisfying QoS requirement of each class is a hard
constraint. Objective (2) implies that beyond satisfying the QoS, extra resources should
be allocated to messages which can most benefit by these resources. Given the decreas-
ing nature of message marginal utilities (with respect to the number of copies), shown
earlier, this results as we shall see to a max-min allocation policy of remaining re-
sources. Finally, Objective (3) says that, if there are not enough resources, then class
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priorities are absolute and all resources should be greedily allocated to the highest
priority classes. The following formulates the above objectives into an optimization
problem.

Definition 2.5.1 (Buffer Management with QoS Guarantees). Consider a network
snapshot at time t with K live messages, and Ri, Ti m

(k)
i , being the remaining time,

elapsed time, and number of nodes that have seen message i after elapsed time Ti,
respectively (superscript (k) denotes that a quantity refers to class k). If the following
optimization problem has a feasible solution n

(k)
i , then any optimal solution satisfies

Obj.1 and Obj.2.

max
n
(k)
i

K(t)∑
i=1

(
1− m

(k)
i

L− 1

)
· P (k)

i (Ti), (2.5)

gk

(
n
(k)
i ,m

(k)
i

)
=

m
(k)
i

L− 1
+

(
1− m

(k)
i

L− 1

)
· P (k)

i (Ti) ≥ P
(k)
QoS ∀i ∈ class k, (2.6)

P
(k)
i (Ti) = 1− exp(−λn(k)

i (Ti) ·Ri). (2.7)

L ·B −
C∑

k=1

Lk(t)∑
i=1

n
(k)
i ≥ 0, (2.8)

L− n
(k)
i ≥ 0 ∀i, k, (2.9)

The key additonal constraint, compared to the original best effort problem is Eq.(2.6).
It says that the delivery probability is 1 if message i has been delivered already (with

probability 1− m
(k)
i

(L−1) ) or P (k)
i (t) if it hasn’t (this probability depends on the number of

allocated copies n(k)
i ) if it hasn’t, and the sum of both should be at least as large as de-

sired QoS for this message’s class. This constraint is convex on n
(k)
i , so the centralized

problem remains convex.
Eq.(2.7) is not a contraint per se (otherwise the problem would not be convex, since

this is not affine), but just defines notation P
(k)
i (t) for brevity. If one could centrally

and instantaneously choose all values for n(k)
i , it is easy to see that Eq.(2.6) captures

Obj.1 and the objective captures Obj.2. Any interior-point method could solve this
problem centrally. Nevertheless, as explained earlier, such a centralized policy cannot
be implemented in our DTN context. Our goal instead is to ensure every node takes a
drop or scheduling decision independently, in a distributed manner. Additionally, the
above problem does not give any guarantees for when the problem is infeasible, and
thus does not satisfy Obj.3.

Based on the above observations, we propose the following modified utilities, that
nodes can use for both scheduling and dropping messages (as in the case of best effort
traffic, considered earlier), towards achieving these objectives.

U
(k)
i (DR) = Ui(DR) ·

[
1 + max

{
0, ck

(
P

(k)
QoS − gk

(
n
(k)
i ,m

(k)
i

))}]
, (2.10)
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where ck is a large constant and ck ≫ cl, ∀k > l.
The above utility function achieves the following: (i) It first pushes the solution

back into the feasible domain for each QoS constraint (because the term inside the
max is much higher than 1, when the constraint is violated). (ii) If there is a feasible
solution (i.e. Eq.(2.6) can be satisfied for all messages of all classes), then it performs
gradient ascent among feasible solutions (as in the problem without QoS constraints);
this ensures Obj.1-2 above are satisfied eventualy. (iii) If there is no feasible solution
to the problem, the requirement on constants ck ensures that the available resources
are allocated to highest priority class, till its constraint is satisfied, then remaining
resources to 2nd highest priority class, and so forth.

This can be seen as a distributed implementation of the centralized problem of
Def. 2.5.1, where the constraints of Eq.(2.6) are introduced in the objective as penalty
functions. The types of penalty functions corresponding to the chosen utility are hard
barrier functions, as they are 0 when the constraint is not violated but take a very high
value when the constraint is violated even a little. During a contact then the nodes
involved update only a subset of the control variables (independently and possibly in
parallel with other pairs), corresponding only to the messages inside the two buffers.

Note that it is often more common to assume “soft” penalty functions in distributed
implementations (gradually tightening the constraint), in order to ensure the algorithm
does not get stuck on the border of the feasible region. However, the convexity of the
problem together with the randomized nature of coordinate ascent here (the control
variables updated at each step are random, and depend on the nodes that meet each
other), a hard constraint like the above does not pose a problem. An implementation
with soft penalty functions would be perhaps interesting when quantities ni and mi are
in fact noisy estimates obtained as explained in the next section. We defer this to future
work.

2.5.1 Performance Evaluation
To evaluate our policy we considered three priority classes, namely Expedited (high-
est), Normal and Bulk (lowest) (based on the terminology of the bundle protocol speci-
fication [114] regarding different QoS classes). The BDR results are presented for vari-
ous values of total available buffer space in the network. We consider a setup where the
nodes create bundles every 1/r seconds, they meet each with exponential inter-contact
times with a common rate, and they exchange their non-common bundle copies (and
drop copies, if the buffer is full) according to the utilities of Eq.(2.10). We present some
sample results, comparing the performance of our policy with two existing QoS-based
buffer management policies, namely: ORWAR [115] and CoSSD [116]. More details
about the simulation setup and additional results (e.g. with real traces) can be found
in [23].

Based on Fig. 2.2, it is clear that our scheme outperforms ORWAR. For low buffer
values (i.e., < 500 buffer spaces), all three classes achieve higher BDR with our
scheme. ORWAR fails to capture even the required performance of the Expedited class,
even when the resources are adequate to do so. For higher buffer availabilities, OR-
WAR’s expedited class reaches to higher BDR than the required threshold. However,
this is not desired based on the previous discussion, as it comes at the cost of the other
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Figure 2.2: QoS Policy vs ORWAR Figure 2.3: QoS Policy vs CoSSD

Figure 2.4: Overall policies comparison

two classes, whose performance is much lower than it could be. The superiority of our
scheme is also captured by the overall network performance (Fig. 2.4, considering all
classes), which is up to 20% higher with our policy, comparing to ORWAR.

In Fig. 2.3, the results of the comparison with CoSSD policy are shown. Inside
the infeasible region (< 400) the lower classes, as well as the overall performance
(Fig. 2.4), are improved comparing to our policy. However, this comes at the cost of
significant performance degradation for the Expedited class, which does not manage
to reach its required performance threshold for the first values of Buffer sizes (< 400).
This is obviously contrary to the intended behavior, which dictates that our primal
goal is to reach the desired performance for the expedited class. The relative behavior
between the two compared policies changes inside the feasible region (> 400). The
Expedited class’s BDR for CoSSD increases beyond its desired QoS threshold, without
the lower classes having reached this threshold. As highlighted for the comparison
with ORWAR, this is opposite to the optimal behavior. The consequence is that our
policy outperforms CoSSD both in terms of lower classes, as well as overall network
performance in this buffer availability region.
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2.6 Implementation and Extensions
In addition to the above basic framework, we have also considered various extensions,
generalizations, and implementation details. We summarize them here and refer the
interested reader to the respective publicatons.

2.6.1 Statistics Collection
As explained earlier, the HBSD policy requires estimates for quantities ni and mi in
order to derive the (a local estimate of) the utility of each message in the local buffer.
However, due to the DTN nature of the network, it is not possible for a node which has
a message k in its buffer, at some time t, to know how many other nodes currently have
message k in their buffer as well at that time t. While one could try to use obsolete
information obtained from times t − T for some T > 0, such information might be
quite old and noisy (since the number of copies for a message might be small).

Instead, we choose to estimate the expected value of variables n(t) and m(t), by
collecting data about the history of other, older messages after a similar elapsed time
t. Nodes keep track of their buffer status (message ID, elapsed time T tuples) and
exchange these with encountered nodes when they meet (updating their known copy
estimate). Hence, estimates of these expectations can be built despite the slow nature
of DTN propagation, and these estimates are more robust, as they are based on many
messages. More details about this statistics collection method and its overhead can be
found in [21], which also contains some interesting insights on the behavior of these
utilities as a function of elapsed time, for high traffic (“congested”) and low traffic
regimes.

2.6.2 Generalized Inter-Contacts
The proposed methodology can be applied also for generic, i.e., non exponential in-
tercontact times. E.g., assuming the time until the next contact between two nodes i
and j is distributed according to F (t) (F (t) = 1 − exp(λt) in the previous analy-
sis). For example, the utility function of Theorem 2.1 could be modified by replacing
exp(−λni(Ti)Ri) with

(
F (Ri)

)(ni). We can even generalize to heterogeneous contact
rates λij between nodes, in relatively large networks. We will discuss heterogeneous
contact rates in a more general setup in the next chapter. Details about heterogeneous
contact rates for the problem of buffer management specifically, can be found in [23].

2.6.3 Messages with Heterogeneous Popularities
So far, we have also been assuming that each message has a unique destination and it
is equally important with all other messages. In [117], we have extended some of the
ideas in this chapter to a setup where each message might be of interest to multiple
destinations. Our protocol, CEDO aims at maximizing the total delivery-rate of dis-
tributed content in a setting where a range of contents of different popularity may be
requested and stored, but nodes have limited resources. It achieves this by extending
the delivery-rate utility per content to account for different content popularities as well.
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2.7 Proof of Theorem 2.1

The probability that a copy of a message i will not be delivered by a specific node, when
meeting times are exponential, is equal to exp(−λRi) (where Ri is the remaining time
until the TTL expires: Ri = TTL− Ti). Knowing that message i has ni(Ti) copies in
the network, and assuming that the message has not yet been delivered, we can derive
the probability that the message itself will not be delivered (i.e. none of the ni copies
gets delivered):

P{message i not delivered | not delivered yet} =
ni(Ti)∏
i=1

exp(−λRi) = exp(−λni(Ti)Ri). (2.11)

Note that we have not taken into account that more copies of a given message i may
be created in the future through new node encounters, or a copy of message i could be
dropped within Ri. Nevertheless, the same assumptions are applied for all messages
equally and thus can justify the relative comparison between the delivery probabilities
for different messages.

We also need to considern what has happened in the network since the message
generation, in the absence of an explicit delivery notification (this part is not considered
in RAPID [19], making the utility function derived there suboptimal). Given that all
nodes including the destination have the same chance to see the message (due to IID
mobility), the probability that a message i has already been delivered is equal to:

P{msg i already delivered} = mi(Ti)/(L− 1). (2.12)

Combining the above two equations, the probability that a message i will get delivered
before its TTL expires is:

Pi = (1− mi(Ti)

L− 1
) ∗ (1− exp(−λni(Ti)Ri)) +

mi(Ti)

L− 1
.

So, if we take at instant t a snapshot of the network, the global delivery rate for the
entire whole network will be:

DR =

K(t)∑
i=1

[
(1− mi(Ti)

L− 1
) ∗ (1− exp(−λni(Ti)Ri)) +

mi(Ti)

L− 1

]

The above sum defines the expected additional contribution of the messages cur-
rently not expired to the total delivery ratio (messages already delivered, will not con-
tribute to tis ratio, hence the need for the first term in the parenthesis). In case of a full
buffer or limited transfer opportunity, a DTN node should take respectively a drop or
replication decision that leads to the best gain in the global delivery rate DR. To define
this optimal decision, we differentiate DR with respect to ni(Ti), then we discretize
and replace dn by ∆n to obtain:
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∆(DR) =

K(t)∑
i=1

∂Pi

∂ni(Ti)
∗ △ni(Ti)

=

K(t)∑
i=1

[
(1− mi(Ti)

L− 1
)λRi exp(−λni(Ti)Ri) ∗ △ni(Ti)

]
Our aim is to maximize ∆(DR). In the case of message drop, for example, we

know that: ∆ni(Ti) = −1 if we drop an already existing message i from the buffer,
∆ni(Ti) = 0 if we don’t drop an already existing message i from the buffer, and
∆ni(Ti) = +1 if we keep and store the newly-received message i. Based on this,
GBSD ranks messages using the per message utility in Eq.(2.1), then schedules and
drops them accordingly.
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Chapter 3

Performance Modeling for
Heterogeneous Mobility and
Traffic Patterns
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3.1 Performance under Heterogeneous Mobility
Epidemic spreading is probably one of the most popular bio-inspired principles that
have made their way into computer engineering. Epidemic algorithms and variants
(e.g. gossip) have been used for communication in distributed systems, synchroniza-
tion of distributed databases, content searching in peer-to-peer systems, etc. As pre-
sented in the previous chapter, epidemic-based schemes have also been proposed for
routing and data dissemination in Opportunistic Networks [118] or Delay Tolerant Net-
works (DTNs). In the previous chapter, we have considered how to modify epidemic
algorithms for DTN, in order to efficiently deal with limited buffer capacity and contact
bandwidth. In this chapter, we are interested instead in understanding the theoretical
performance of such epidemic schemes and variants.

Since the mobility process of nodes involved (e.g. humans or vehicles carrying the
devices) is, in most cases, not deterministic, the performance of epidemic algorithms
(and variants) heavily depends on the underlying contact patterns between nodes. To
this end, epidemic algorithms have been extensively studied through both simulations
and analytical models. While simulations with state-of-the-art synthetic models or real
mobility traces can provide more reliable predictions for the specific scenario tested,
analytical models can give quick, qualitative results and intuition, answer “what-if”
questions, and help optimize protocols (e.g. choosing the number of copies in [12], or
gossip probability [13]).

For the sake of tractability, state-of-the-art analytical models for epidemic spread-
ing mainly rely on simple mobility assumptions (e.g. Random Walk, Random Way-
point), where node mobility is stochastic and independent, identically distributed (IID)
(see e.g. [119, 13, 120]). Nevertheless, numerous studies of real mobility traces [121,
122, 26, 36] reveal a different picture. One key finding is that contact rates between
different pairs of nodes can vary widely. Furthermore, many pairs of nodes may never
meet. This puts in question the accuracy and utility of these models’ predictions. Yet,
departures from these assumptions [123, 124, 125, 122] seem to quickly increase com-
plexity and/or limit the applicability of results. This raises the question: can we derive
useful and accurate closed form expressions for the performance of epidemic schemes,
under more generic mobility assumptions? In the next sections, we consider increas-
ingly complex mobility, or more specifically contact models, and derive analytical ex-
pressions for the expected delay of epidemic routing in the respective (class of) net-
works.

3.1.1 Heterogeneous Contact Rates over Random Connectivity Graphs

Definition 3.1.1 (Heterogeneous Full Contact Network). The sequence of the contact
events between each pair of nodes {i, j} is independent from other pairs, and given by
a Poisson process with rate λij . The contact rates λij are independently drawn from
an arbitrary distribution fλ(λ), λ ∈ A ⊆ (0,∞), with finite mean µλ and variance
σ2
λ.

The above model is a generalization of the standard IID inter-contact model, used
also in the previous chapter, which assumes λij = λ > 0 for all pairs. Different choices
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Figure 3.1: Markov Chain for epidemic spreading over a homogeneous network with
N nodes

Figure 3.2: Markov Chain for epidemic spreading over a heterogeneous network with
4 nodes

of fλ(λ) can describe a significantly broader range of scenarios. For example, large
σ2
λ values imply that the contact frequencies between different pairs are very hetero-

geneous, e.g. some pairs will rarely contact each other while others much more often.
An fλ(λ) symmetric around µλ (e.g. uniform distribution) implies a balanced number
of high and low contact rates, while a right-skewed fλ(λ) (e.g. Pareto) describes a
network with most pairs having large inter-contact times, but few contacting very fre-
quently. Small µλ values could correspond to slow moving nodes, e.g. pedestrians,
(or large geographical areas). Finally, multi-modal fλ(λ) functions might approximate
scenarios with some hierarchical structure. Note that, conditional on fλ, we get a class
of random matrices Λ = {λij}. Our goal is to analyze the expected performance of
epidemic spreading across the possible instances in this class.

To understand the complexity of the problem, let us first assume the simple case of
λij = λ > 0. We can model epidemic spreading with a pure-birth Markov chain, as
depicted in Fig. 3.1, where a state k denotes the number of “infected” nodes (i.e. nodes
with the message). In this homogeneous contact network, it is easy to show that the step
time Tk,k+1 (i.e. the time to move from state k to state k+1) is exponentially distributed
with rate k(N − k)λ (due to independent Poisson pair-wise meetings. Its expected
value is then given by E[Tk,k+1] =

1
k(N−k)λ , and, therefore, one could straightwardly

calculate the expected spreading time (broadcast, anycast or unicast).

While we could still use a Markov chain for the heterogeneous contact network, in
order to find E[Tk,k+1], we now need to know which nodes exactly are included in the k
infected nodes. As an example, in Fig. 3.2, we present the Markov Chain of a message
epidemic spreading in a heterogeneous network with four nodes, {A,B,C,D}. This
Markov Chain is composed of 15 states, whereas the respective Markov Chain of an
homogeneous network with 4 nodes would be composed of only 4 states. Hence, it
becomes evident that the complexity increases quickly, even for this simple 4-node
network. In a network with N there will be

(
N
k

)
different states for step k, each with a

potentially different probability.
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Lemma 1. The expected delay for the transition from step k to step k + 1 is given by

E[Tk,k+1] =

(NK)∑
m=1

1

Sm
k

· P{Cm
k }, (3.1)

where P{Cm
k } is the probability that Cm

k is the set of infected nodes at step k, and

Sm
k =

∑
i∈Cm

k

∑
j /∈Cm

k

λij (3.2)

While keeping track of the probabilities in the above lemma could be done recur-
sively, the state space grows exponentially fast, so even numerical solutions [126] are
infeasible beyond very simple problems. Instead, we prove that, in the limit of large N
(number of nodes), the majority of such starting states become statistically equivalent
and the aproximation error from using the mean value for Sm

k goes to 0.
This is captured by the following main result. The proof is technical and can be

found in [29]

Theorem 1.1. As the network size increases, the relative error REk between the ex-
pected step delay E[Tk,k+1] and the quantity 1

k(N−k)µλ
converges to zero in probabil-

ity:

lim
N→∞

REk = lim
N→∞

E[Tk,k+1]− 1
k(N−k)µλ

E[Tk,k+1]
= 0. (3.3)

In Table 3.1, we present the values for the relative error REk (Theorem 1.1) in
synthetic simulation scenarios of different network sizes N and contact rates hetero-
geneity CVλ =

(
σλ

µλ

)
. The values in Table 3.1 correspond to the relative error REk

averaged over all the steps k of the epidemic process and over 100 different network
instances Λ with equivalent characteristics (N , fλ). It can be seen that in networks
with higher heterogeneity (CVλ) the errors are larger, as our theory predicts. However,
as the network size increases, the errors for all scenarios become very small.

The decrease of the relative errors can be observed also in Fig. 3.3, where we
present the distribution (boxplots) of the values of REk in the different network in-
stances. Here, the relative errors do not correspond to averaged (over different steps)
values, but we present the REk at the steps that correspond at the 20% (e.g. in the
scenario with N = 100, we present the relative errors in the step k = 20) and 70%
of the spreading process, in Fig. 3.3(a) and Fig. 3.3(b), respectively. These plots show
that the error not only decreases on average, but it does so for almost all instances from
that contact class.

While the above approximation becomes exact for large N , the error can be non-
negligible for finite networks. For such networks we can derive a better, second order
approximation using the Delta method known from statistics. Details can be found
in [29].

Lemma 2. For a heterogeneous contact network following Definition 3.1.1, the ex-
pected step delay can be approximated by

E[Tk,k+1] =
1

k(N − k)µλ
·
(
1 +

σ2
λ

k(N − k)

)
. (3.4)
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Table 3.1: Relative Step Delay Error REk: Averaged over All Steps and over 100
Network Instances

N = 50 N = 100 N = 200 N = 500
CVλ = 0.5 2.8% 2.7% 2.6% 2.5%
CVλ = 1 4.2% 3.1% 2.7% 2.6%
CVλ = 1.5 8.2% 4.6% 3.2% 2.6%
CVλ = 3 34.1% 15.3% 8.2% 3.8%
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(a) spreading step: 20%
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(b) spreading step: 70%

Figure 3.3: Relative Step Error for the step (a) k = 0.2 · N (i.e. message spreading
at 20% of the network) and (b) k = 0.7 · N . Each boxplot correspond to a different
network size N (with µλ = 1 and CVλ = 1.5). Box-plots show the distribution of the
Relative Step Error REk for 100 different network instances of the same size.

The above results can be further generalized for networks where some nodes never
meet. Specifically, we can assume an underlying Poisson connectivity graph with pa-
rameter ps, where a pecentage of randomly chosen pairs 1 − ps do not communicate
at all (i.e. λij = 0)), and the non-zero contact rates are drawn again according to
Def.3.1.1. Then, the following Corollary holds:

Corollary 1. Under a Heterogeneous Poisson Mixing Contact Network, where a con-
tact pair either never meets (with probability 1 − ps), or meets regularly (with prob-
ability ps) and according to Definition 3.1.1, all previous theoretical results hold, by
substituting the moments of the contact rate distribution (µλ and σ2

λ) with the expres-
sions

µλ(p) = ps · µλ, (3.5)

σ2
λ(p) = ps ·

[
σ2
λ + µ2

λ · (1− ps)
]

(3.6)

With these basic results in hand, we can derive or aproximate the performance of
epidemic routing as well as other DTN routing variants (e.g. Spray and Wait). Details
and additional plots for synthetic scenarios can be found in [29], corroborating our
results.
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Figure 3.4: Box-plots of the message delivery delay under (a) epidemic, (b) 2-hop
routing, and (c) SnW (with L = 6 copies) routing. On each box, the central horizontal
line is the median, the edges of the box are the 25th and 75th percentiles, the whiskers
extend to the most extreme data points not considered outliers, and outliers are plotted
individually as crosses. The thick (black) horizontal lines represent the theoretical
values predicted by our model.

In Table, we just show the analytical expressions for these protocols, for reference.
We also show sample performance results for real mobility traces and realistic mo-

bility models. Analytical results against synthetic contact scenarios conforming to the
assumptions in our model show remarkable accuracy, even for modestly sized net-
works, and are omitted here. The traces we consider are: (i) Cabspotting [127], which
contains GPS coordinates from 536 taxi cabs collected over 30 days in San Francisco,
and (ii) Infocom [128], which contains traces of Bluetooth sightings of 78 mobile nodes
from the 4 days iMotes experiment during Infocom 2006. In addition to these real
traces, we generated mobility traces with two recent mobility models that have been
shown to capture well different aspects of real mobility traces, namely, TVCM [129]
and SLAW[130]. In order to compare with analysis, we parse each trace and estimate
the mean contact rate for all pairs {i, j}. We then produce estimates for the 1st and
2nd moments of these rates, µ̂λ and σ̂2

λ, as well as the percentage of connected pairs p̂
and use them in our analytical expressions.

Fig.3.4 compares the theoretical performance of three protocols, epidemic routing,
2-hop routing, and spray and wait (SnW), according to our analytical expressions, to
simulation results. Source-destination pairs are chosen randomly in different runs and
messages are generated in random points of the trace. In the next chapter, we will
consider scenario where traffic demand is not random among pairs of nodes.

The first thing to observe is that delay values span a wide range of values for dif-
ferent source-destination pairs. This implies a large amount of heterogeneity in the
“reachability” of different nodes. Our analytical predictions are shown as thick dark
horizontal lines. As it can be seen, our result is in most cases close to the median and
in almost all cases between the 25th and 75th percentile of the delay observed in both
the real traces and mobility models.

It is somewhat remarkable that our delay predictors are close to the actual results
(qualitatively or even quantitatively in some cases) in a range of real or realistic sce-
narios; studies of these scenarios reveal considerable differences to the much simpler
contact classes for which our results are derived. We should also be careful not to jump
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to generalizations about the accuracy of these results in all real scenarios, as we are
aware of situations that could force our predictors to err significantly. Nevertheless,
we believe these results are quite promising in the direction of finding simple, usable
analytical expressions even for complex, heterogeneous contact scenarios.

3.1.2 An Upper Bound for Generic Contact Matrices
While the above results are applicable to many different contact matrices Λ the entries
of these matrices cannot be arbitrary, but are drawn from the same distribution. This
is what allows us to invoke law of large number types of arguments when the network
instances become large. However, these do not apply to arbitrary contact matrices,
and thus arbitrary underlying mobility processes. In some real networks, the contact
matrix Λ tends to exhibit clear community structure, which cannot be well captured by
random models, even heterogeneous ones, like the ones considered earlier.

To understand why the above results might not hold, consider a network with 2
communities, which grow as N grows, but the number of links between community 1
and 2 remain finite, say m. This suggests that at some step k, the number of ways we
can go from k to k+ 1 infected nodes will not grow with N , and we cannot invoke the
law of large numbers, e.g. approximating the infection rate between the communities
with m ·µλ (if m is small). It is easy to see that the “bottleneck” delay for this network
is for the infection to spread between the two communities, and the delay of that step
should depend on the total contact rate across the cut between the communities. This
can be generalized by converting a given contact matrix Λ into an appropriate Markov
chain and using transient analysis to derive the following result.

Theorem 1.2 (Delay Bound.). Let S denote a “cut” of an arbitrary contact graph Λ.
Let further ϕ(S) denote the conductance of this cut1

ϕ(S) =
∂(S)

|S| · |S|
=

∂(S)

|S| · |S|
= ϕ(S), , (3.7)

where |S| denotes the cardinality of the set S, and ∂(S) =
∑

i∈S,j /∈S λij . Finally, let
Φ be defined as Φ = minS∈Ω ϕ(S). Then, the expected delay of epidemic spreading
over contact network Λ can be upper bounded as follows:

E[DΛ] <
2 ln(N − 1)

NΦ
, . (3.8)

The above result is generic, and can be further elaborated to derive the distribution
of the delay. More importantly, the conducance of a graph, which essentially corre-
sponds to finding a balanced min cut, relates to the spectral properties of matrix Λ,
namely the 2nd eigenvalue of the Laplacian through Cheeger’s inequality. The proof
and more details can be found in [31].

Figs. 3.5(a)–3.5(d) show the empirical CCDFs for the spreading delays in compar-
ison with our theoretical CCDFs, obtained from Eq. (3.8). We also depict a tighter

1This is one of several definitions of conductance to be found in the literature. We use it as it provides
the best bound.
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(a) HCMM (b) Infocom (c) MIT (d) SLAW

Figure 3.5: Prediction accuracy for the CCDF of the epidemic delay on real networks

(but more complex to calculate) bound based on min cuts for each step k denoted as
“a-bound” as well as the tail bound obtained by Shah in [131], the best known bound
up to that time. The empirical results are well within all the predicted bounds. Note
that the tail bound is at least one order of magnitude larger than the bounds we obtained
here.

A relatively loose bound, as in the case of MIT attests the presence of at least
two strong communities connected through a relatively small set of edges (i.e., small
conductance), as observed in [40]. On the other hand, for the community-free traces
Infocom and SLAW [40], as well as for the HCMM trace (which has built-in very
small communities of 10 nodes each) the bounds are, as expected, (much) closer to the
empirical results. We will revisit some of these traces, in terms of their contact graph
properties, in Ch. 4.

With the results of Section 3.1.1 and this section, we are now able to approximate
the performance of epidemic routing and variants in a very large class of contact net-
works, and thus underlying moblity properties. The only remaining properties observed
in real traces that are not explicitly captured, is potential dependence between pair-wise
contact properties and non-stationarity (e.g. periodicity). The latter could be captured
by identifying periods in the mobility model or trace, and apply different contact ma-
trices Λ for each. Pair-wise dependence is significantly more complex to be captured
and lead to closed-form expression. Nevertheless, appropriate bounds could be sought
for, if some knowledge about the type of dependence is known. Finally, the fact that Λ
is in principle a random matrix, and epidemic performance depends on the eigenvalues
of this matrix, random matrix theory could be a useful tool to further elaborate on these
results [132].

3.2 Performance under Heterogeneous Traffic

3.2.1 Communication Traffic

In all previous analyses we have assumed that any source-destination pair is equally
likely to generate a message. We did this explicitly in simulations, and we also implic-
itly assumed it in our theory (as we shall explain). Nevertheless, in addition to who
contacts whom and how often (i.e. mobility and the resulting contact process), another
major question that should be raised in opportunistic networks (but rarely is) is who
wants to communicate with whom and how much traffic do they exchange?
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Intuition suggests that every pair of nodes will not exchange the same amount of
traffic. To support intuition, studies from fields related to technological and social
networks [133, 134, 135] have demonstrated the existence of heterogeneous traffic pat-
terns. The same studies further suggest that this heterogeneity depends on the spatial
and social characteristics of these networks. Since location-based services [136] and
social networking [137] are considered among the major applications supported by op-
portunistic networks, such traffic dependencies on social and/or spatial factors are very
probable to appear. What is more, mobility characteristics have also been found to de-
pend on spatial and social characteristics [138, 139, 140]. This clearly seems to argue
for a non-homogeneous traffic model. Moreover, traffic and mobility in such networks
are expected to exhibit some correlations [133, 134].

Before we proceed to choose a traffic model, one should consider the following
questions: Would the mere heterogeneity of traffic suffice to affect performance? Is it
necessary to consider traffic and mobility correlations?

As stated earlier, information dissemination is determined by the sequence of con-
tact events. Hence, if traffic characteristics are independent of node mobility, one might
expect a limited impact on performance.

Towards examining the validity of the above argument, we decided to compare the
performance of some well-known opportunistic protocols (direct transmission [10],
spray and wait [12], 2-hop routing [119], and SimBet [35]) through simulations on two
real traces, for three traffic scenarios: (i) homogeneous traffic: every pair of nodes has
the same chance of being chosen as the source-destination pair for the next message;
(ii) heterogeneous traffic that is mobility independent: we assign randomly to each
pair a different end-to-end traffic demand (with the normalized message generation
rate for a pair drawn uniformly in [1, 1000]); (iii) heterogeneous traffic that is mobility
dependent: end-to-end traffic between two nodes is proportional to their contact rate.
We generated an equal (sufficiently large) number of messages for all scenarios.

Results for the mean message delivery delay are shown in Fig. 3.6. As is evident
from these results, when traffic heterogeneity is independent of mobility (middle bar),
the average delay is practically the same to the homogeneous case (left bar), for all
protocols, and across all scenarios (including additional ones we have tried). In con-
trast, when traffic is heterogeneous and correlated with the contact rates (rightmost
bar), Fig. 3.6 shows a clear difference in average delay for all scenarios and protocols.
These results provide an initial answer to the above questions. It is not traffic het-
erogeneity itself that affects performance, but rather the joint effect of mobility and
traffic (heterogeneity).

In other words, unless differences in traffic demand correspond also to differences
in contact frequency (e.g. frequently meeting pairs tend to also consistently generate
more/less traffic for each other), end-to-end performance will not be affected. This
statement is also formally proven in [33].

The above observation, together with the initial insight coming from real datasets,
motivates us to propose the following simple, yet quite generic, model for end-to-end
traffic.

Definition 3.2.1 (Heterogeneous Communication Traffic). The end-to-end traffic de-
mand (per time unit) between a pair of nodes {i, j}, is a random variable τij , such that
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Figure 3.6: Mean delivery delay of 4 routing protocols, namely Direct Transmission,
Spray and Wait (SnW), 2-hop, and SimBet, on the (a) Gowalla and (b) Strathclyde
datasets.

E[τij ] = τ(λij), where τ(·) is a continuous function from R+ to R+.

Hence, traffic demand between node pairs can differ and is on average correlated
with the nodes’ contact rate. However, τij itself is still random, allowing some node
pairs to have little traffic demand even if they meet often (e.g. “familiar strangers”).
Furthermore, through the function τ(·) one can introduce a number of different types
and amounts of (positive or negative) correlations between traffic and mobility. While
real traffic patterns are clearly expected to have a number of additional nuances and
details, not captured by the model of Def. 3.2.1, it turns out that these abstractions are
still “rich” enough to allow us to draw useful conclusions.

3.2.2 Communication Traffic Heterogeneity: Model and Implica-
tions

Let us assume a heterogeneous mobility/contact model as the one introduced earlier
in Def. 3.1.1. If a message is equally likely to be generated between any pairs of
nodes, then the contact rate between the source and destination of this message in a
heterogeneous contact setup should be distributed according to the contact rate fλ.
However, if messages are more likely to come from a frequently meeting pair rather
than an “average” pair (e.g. if communication rate is positively correlated with contact
rate) then the source-destination contact rate (we refer to it as the effective contact
rate) would be biased towards higher values. The following proposition captures this
formally. Its proof can be found in [33].

Proposition 1. The probability density function fτ of the contact rate between the
source and the destination {s, d} of a random message, in a network following Defini-
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tions 3.1.1 and 3.2.1, converges as follows:

fτ (x)
p→ 1

C
· τ(x) · fλ(x) (3.9)

where fτ (x)dx = P{λsd ∈ [x, x + dx)}, p→ denotes convergence in probability, and
C = E[τ(λ)] =

∫∞
0

τ(x)fλ(x)dx is a normalizing constant.

An opportunistic routing protocol tries to deliver the end-to-end traffic demand τij ,
and we would like to consider the effects of different contact patterns fλ and traffic
patterns τ(λ) on its performance. There exists a very large abundance of proposed
schemes [141] and it would not be possible, nor would it provide any intuition, to
analyze the effect of heterogeneity on each and every one. Instead, we focus on two
basic forwarding mechanisms, underlying many DTN protocols, to gain intuition:

Direct Transmission (“DT”): This is the simplest imaginable method: nodes wish-
ing to exchange data or information with each other, may do so, only when they are
in direct contact, without involving any relays. For instance, DT is often assumed in
content-centric applications, where a node interested in some content will query di-
rectly encountered nodes for content of interest, and retrieve it only if it is available
there. DT has the minimum amount of overhead and worst amount of delay (in non-
limited resource setups), and will serve as the baseline.

Relay-Assisted: To improve the performance of direct transmission, replication or
Relay-Assisted schemes can be used. Extra copies can be handed over to encountered
nodes, and the destination can receive the message from either the source or any of the
relays, reducing thus the expected delivery delay. In its simplest form, schemes like
spray and wait distribute a small number of additional copies to the first few relays
encountered, and any of these relays can deliver the message to the destination. In
networks with homogeneous mobility and traffic, it is known that using just a few extra
copies leads to significant performance gains. For example, in a network of 1000 nodes,
simply distributing 10 extra copies to the first 10 nodes encountered provides an almost
10-fold improvement in delay compared to direct transmission [12]. Although this also
comes with a 10-fold increase in the amount of (storage and bandwidth) resources
needed, it presents a very useful tradeoff to DTN protocol designers, especially since
this ratio actually decreases with network size and thus scales well [12].

However, when it comes to heterogeneous mobility and traffic, Proposition 1 sug-
gests that, unlike the above example, the source is no longer equivalent with other
random relays, in terms of their probability of contacting an intended destination soon.
It is thus of particular interest to examine whether the above trade-off still holds, if one
considers the joint effect of realistic mobility and communication traffic patterns.

To compare the performance of Relay-assisted routing and Direct Transmission, in
terms of delivery delay and delivery probability (the two main metrics considered in
related work), we first define the following metrics:
(a) Delay Ratio, R: the ratio of the expected delivery delay of Relay-Assisted routing,
E[TR], over the expected delivery delay of Direct Transmission routing, E[TDT ], i.e.

R =
E[TR]

E[TDT ]
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(b) Source Delivery Probability, P(src.): the probability that a message is delivered to
the destination by the source node, rather than by any of the relays.

For instance, when R = 0.1 Relay-assisted routing delivers (on average) a message
10 times faster than Direct Transmission, while a value R = 0.5 implies that Relay-
assisted routing is only 2 times faster. Respectively, when P(src.) = 0.1 the probability
that the source node s meets the destination d, before any other relay node meets d, is
10%, and P(src.) = 0.5 means that this probability is 50%. And in the limiting cases:
when R,P(src.) → 1, it means the message is delivered to the destination by the source
node itself; when R,P(src.) → 0, delivery takes place (entirely) due to the relays.

In Result 1, we derive analytical expressions for these two metrics, R and P(src.).
The proof can be found in [33].

Result 1. When Relay-assisted routing with L extra copies is considered, then

R =
1

E
[
τ(λ)
λ

] · ∫ ∞

0

∫ ∞

0

τ(x)

x+ y
· fλ(x)dx · fR(y)dy

P(src.) =
1

E[τ(λ)]
·
∫ ∞

0

∫ ∞

0

x · τ(x)
x+ y

· fλ(x)dx · fR(y)dy

where the expectations are taken over fλ and fR = f
(∗L)
λ is the L-fold convolution of

fλ.

3.2.3 A Case Study
To obtain additional insight, we consider the following setup as an example:

Mobility: We will assume the contact rates to be gamma distributed, i.e. fλ(x) ∼
Γ(x;α, β) = βα

Γ(α)x
α−1e−βx.

Our choice is initially motivated by the findings of Passarella et al. [138], who
have shown, through statistical analysis of pervasive social networks’ datasets, that
the Gamma distribution matches well the observed contact rates. Additionally, by
selecting appropriately the parameters α and β of a Gamma distribution, we can assign
any desired value to the mean value µλ and the variance σ2

λ of the contact rates2. This
allows us to describe (or fit up to the first two moments) a large range of scenarios with
different mobility heterogeneities captured by CVλ = σλ

µλ
.

Traffic: We will describe the traffic using a polynomial function of the form τ(x) =
c · xk, c > 0. By choosing different values of k, one can control both the amount of
correlation, as well as the shape (concave or convex).

Under these assumptions, the following closed form expression bounds can be de-
rived for our two metrics of interest. The proof can be found in [34].

Result 2. In a Heterogeneous Contact Network where fλ ∼ Γ(α, β) with mean value
µλ and variance σ2

λ (coefficient of variation CVλ = σλ

µλ
) and τ(x) = c · xk, it holds:

1 ≥ R ≥ Rmin =
1 + (k − 1) · CV 2

λ

1 + k · CV 2
λ + L

(3.10)

2The mean value and variance of a gamma distribution are given by µλ = α
β

and σ2
λ = α

β2 , respectively.
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Table 3.2: Rmin, Pmin: Monotonicity and Asymptotic Limits

Parameter Monotonicity as Limits for
x parameter x increases ↗ x → min{x} x → max{x}

mobility
heterogeneity:

CVλ ∈ [0,∞)

Rmin
increases ↗ , if k > 1 + 1

L
decreases ↘ , otherwise

Pmin
increases ↗ , if k > 1

L
decreases ↘ , otherwise

lim
CVλ→0

Rmin =
1

1+L

lim
CVλ→0

Pmin =
1

1+L

lim
CVλ→∞

Rmin = 1-
1

k

lim
CVλ→∞

Pmin = 1-
1

k+1

traffic
heterogeneity:

k ∈ (kmin,∞)
Rmin, Pmin increase ↗ lim

k→kmin
Rmin, Pmin = 0 lim

k→∞
Rmin, Pmin = 1

extra copies:
L (L ≪ N)

Rmin, Pmin decrease ↘ -

for k > kmin = 1− 1
CV 2

λ
, and

1 ≥ P(src.) ≥ Pmin =
1 + k · CV 2

λ

1 + (k + 1) · CV 2
λ + L

(3.11)

for k > kmin = − 1
CV 2

λ
.

Practical Example: If the measured network characteristics are CVλ = 2 and
k = 2, then from Result 2 we get R = 5

9+L . Therefore, to achieve delivery delay two
times faster than Direct Transmission, one extra copy should be used (L = 1 → R =
0.5), while to achieve 4 times faster delivery, L = 11 relay nodes are needed. In the
latter case, if traffic/mobility heterogeneity has not been taken into account [12], the
prediction would be L = 3 and this would lead only to 2.5 (instead of 4) times faster
delivery (i.e. R = 5

12 ).
It is evident from the above example that traffic heterogeneity can have a major

impact on performance and thus protocol design. Table 3.2 formalizes this impact, by
considering how Rmin and Pmin (Eq. (3.10) and Eq. (3.11)) behave.

Gain of Extra Copies

A strong positive correlation (large k) between traffic and mobility reduces the added
value of extra copies (i.e. Rmin, Pmin ↗ as k ↗). This indicates that, as corre-
lation (k) increases, one needs to distribute message copies to more relays nodes in
order to achieve a certain performance improvement compared to the baseline, Direct
Transmission.

In contrast, a negative (or weak positive) correlation renders each extra copy more
useful (i.e. Rmin, Pmin → 0 as k → kmin

3). It becomes evident that it is crucial to
identify whether a traffic-mobility correlation exists in a given scenario, and what its
nature is, as this could decide whether the overhead of using few or more extra copies
is justified or would just waste a lot of valuable resources.

Routing for Unicast Applications

For high heterogeneity (traffic and mobility), our results imply that a unicast mes-
sage is likely to arrive to its destination at the time the source and destination come

3The values of kmin are given in Result 2.
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in contact (i.e. Rmin, Pmin → 1 as k,CVλ → ∞). This raises questions about
the usefulness of opportunistic networking for unicast applications in which end-to-
end traffic is expected to be highly correlated with contact frequency (e.g. Facebook
messaging) [133, 134]. On the other hand, our results suggest that potential unicast
applications with an end-to-end traffic demand between nodes with non-frequent meet-
ings, i.e. scenarios with small or negative k, (e.g. social peers residing in different
communities) could benefit a lot (more than normally assumed).

Although these observations might appear somewhat self-evident at first glance,
the question of how to tune protocols and choose the right number of replicas stills
remains. To our best knowledge, our results are the first to provide closed form, quan-
titative insights into the tradeoffs involved in real scenarios with both mobility and
traffic heterogeneity. Furthermore, although our analytical results are derived for the
case of random replication protocols, the above qualitative implications hold also for
mobility-aware protocols (e.g. EBR [17]), which exploit mobility heterogeneity in or-
der to select better relays.

Content-Centric Communication

While our results are somewhat pessimistic when it comes to the usefulness of op-
portunistic networking for unicast applications, the opposite holds when it comes to
modern, content-centric applications (e.g. file sharing, D2D-based offloading, service
composition). In such applications nodes are looking, for example, for some content
of interest [142] or service [143], which they can access directly from any encountered
node that offers it. If the interests of nodes are heterogeneous (which is known to be
the case [144]) and nodes with similar mobility patterns tend to have some similarity
in their interests too (evidence for this does exist [145]), then our results suggest: (i)
that there is a better chance to find a content or service “soon” from a directly encoun-
tered node than one would expect in homogeneous scenarios, and (ii) coming up with
complex, resource-costly mechanisms, e.g. multi-hop query-response, directories, etc.,
might not be necessary. We plan to look into such content-centric scenarios in more
detail in future work.

In Fig. 3.7 we compare the message delay of (i) Direct Transmission (i.e. the
protocol with the highest delay), (ii) Relay-assisted routing (Spray and Wait, SnW, [12]
with L = 5 copies) and (iii) Epidemic routing [11] (i.e. the protocol with the lowest
delay), in two scenarios, for varying traffic heterogeneity (k). Two main observations,
with respect to the previous implications, can be made in Fig. 3.7.

We have extensively validated our results against both synthetic and real traces in
a number of scenarios. More details can be found in [33]. In the following, we discuss
instead some interesting extensions of the above basic framework.

3.2.4 Extensions

We have tried to present our results in the context of simple schemes (e.g. unicast
traffic, random relay selection), to keep analysis tractable and illustrate key principles.
In this section, we discuss how our framework could be applied in some additional
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Figure 3.7: Message delay under Direct Transmission, Spray and Wait (L = 5), and
Epidemic routing in scenarios with varying traffic heterogeneity; mobility parameters
are µλ = 1 and (a) CVλ = 1 and (b) CVλ = 2.

cases. Although far from complete, we believe this set of examples, further underlines
the utility of our analysis.

Mobility-Aware Protocols

Mobility-aware schemes are often used to select good relays for the intended replicas,
rather than picking random ones, e.g. [36, 146, 17, 35]. The selection of the relays is
usually based on their social or mobility characteristics. For instance, in encounter-
based routing (EBR) [17], the more frequently a node i encounters node d, the higher
the probability to become a relay of a message destined to d.

The relay-selection mechanism in a number of proposed mobility-aware protocols
can be described as following:

Definition 3.2.2. The probability pi a node i to be selected as a relay for a message
destined to node d, is related to their contact rate λid and this relation is described by
a function p(λid).

As an example, we present two protocols belonging to the above class and their
p(λ) functions: (a) a modified mobility-aware version of spray and wait [12] protocol
(we refer to it as U1), and (b) a variation of the EBR [17] protocol (we refer to it as
U2), where each relay can hold only one message copy.

U1: A node i, which would be selected as a relay by the spray and wait mechanism,
under U1 becomes a relay with a probability pi that is proportional to its contact
rate with the destination d, i.e. pi = p(λid) = c · λid, where c a normalizing
factor such as p(λ) ∈ [0, 1].

U2: For each message copy, the source node s selects the relay node i with a proba-
bility pi that is computed according to the EBR mechanism, i.e. pi = p(λid) =

λid

λid+λsd
.
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Figure 3.8: P(src.) of mobility-aware routing in (a) synthetic scenarios with varying
mobility (CVλ) and traffic heterogeneity (k), and (b) real networks with homogeneous
and heterogeneous traffic.

In the following corollary, we show how Results 1 and 2 can be simply modified
to capture such mobility-aware protocols as well. The proof follows similar ideas, and
can be found in [33].

Corollary 2. Under a mobility-aware Relay-Assisted protocol conforming to Defini-
tion 3.2.2, Results 1 and 2 are modified as:
Result 1: fR is given by the L-fold convolution of fu(λ), where

fu(x) =
1

E[p(λ)]
· p(x) · fλ(x)

Result 2: The number of copies L is multiplied by cu, where

cu =
E[λ · p(λ)]

E[λ] · E[p(λ)]

For instance, applying Corollary 2, the expression for the delay ratio R, becomes

1 ≥ R ≥ Rmin =
1 + (k − 1) · CV 2

λ

1 + k · CV 2
λ + cu · L

(3.12)

and for the U1 protocol presented above, cu is given by the expression4:

c(U1)
u = 1 + CV 2

λ (3.13)

When mobility is highly heterogeneous (i.e. high CVλ), c(U1)
u becomes large, and

thus Rmin and Pmin decrease compared to the random replication mechanism (e.g.

4An expression for cu in the case of the U2 protocol could also be derived, albeit with more complexity,
due to the fact that the function p(λ) involves the source destination contact rate λsd as well.
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random SnW). This confirms that the performance gain is larger when mobility-aware
protocols are used. However, even in this case, as traffic heterogeneity increases, the
performance gain diminishes, i.e. Rmin, Pmin → 1.

We further demonstrate some preliminary simulation results suggesting that our
conclusions hold also for mobility-aware routing. We use the U2 protocol presented
above. In Fig. 3.8(a) we present simulation results for the delivery metric P(src.) on
synthetic scenarios with varying mobility (CVλ) and traffic (k) heterogeneity. Similarly
to the random replication case, for increasing heterogeneity (in mobility and/or traffic)
the gain of the extra copies clearly decreases (i.e. P(src.) increases) under mobility-
aware schemes. In Fig. 3.8(b) we compare the probability P(src.) of scenarios with
and without traffic heterogeneity in real networks. As before, the results are consis-
tent with our theory: the gain of extra copies decreases even for protocols using more
sophisticated techniques for relay selection.

Routing based on Contact Graph Structure

A number of mobility-aware routing schemes, e.g. SimBet [35], BubbleRap [36], are
based on the structure of the contact graph (centrality, similarity, communities, etc.)
rather than the pairwise contact rates. A direct mapping to a function p(λ) for these
protocols requires a separate, and rather cumbersome analysis for each such protocol,
in most cases not leading to a closed form expression (see, e.g. [42]). However, the
contact graphs used to make forwarding decisions by these more sophisticated proto-
cols, still are built based on pair-wise contact rates [38]. We thus expect the utility
of such mobility-related information to be similarly affected by the amount of traffic
heterogeneity and its relation to mobility patterns.

To test this further, we simulated, as an example, scenarios using the SimBet pro-
tocol [35]5. In Fig. 3.9 we present the simulation results (continuous lines) for the ratio
R = E[TSimBet]

E[TDT ] and the theoretical predictions Rmin of Eq. (3.12), for different values
of the cu parameter (dashed lines). Two main observations that confirm our intuition
are: (i) simulated and theoretical curves increase in a similar manner, and (ii) one can
find (numerically) the value cu that more accurately predicts the performance.

Although this is clearly not conclusive for the applicability of our result to every
mobility-aware scheme, we believe it helps to corroborate our findings for the interplay
between mobility and traffic heterogeneity on protocol performance.

Multicast Communication

We have also been assuming unicast messages between a {s, d} pair. However, our
results apply also to multicast [122] or anycast (e.g. content sharing or service compo-
sition applications) [143] messages from s, with d being one of the destinations, since
similar mechanism are often used for their dissemination. To demonstrate this, in Ta-
ble 3.3 we present simulation results for two multicast scenarios, with homogeneous

5For the contact graph we considered the 10% most frequently meeting pairs following the guidelines
of [38], we set the similarity and betweenness weights α = β = 0.5 [35], and we generated multiple copies
as in [147].
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Figure 3.9: Delay ratio R in two scenarios with varying traffic heterogeneity k. Relay-
assisted routing is SimBet with (a) L = 5 and (b) L = 10 message copies.

Table 3.3: Multicast Communication

CVλ 0.1 0.5 1 1.5 2
HOM R 0.18 0.12 0.01 0 0

P(src.) 0.01 0.01 0.01 0.01 0.01
HET R 0.18 0.26 0.39 0.52 0.61

P(src.) 0.01 0.03 0.12 0.26 0.41

(HOM) and heterogeneous (HET) traffic (τ(x) = c · x4), under varying mobility het-
erogeneity. A source sends messages to 5 destinations (each selected with a probability
∝ τij) either by Direct Transmission or by Relay-Assisted routing with L = 5 copies.
As delivery delay, we consider the delay till all the destinations get the message. It is
evident that R and P(src.) (i) increase significantly with mobility heterogeneity when
traffic is heterogeneous, and (ii) become much larger compared to the homogeneous
case (where R decreases and P(src.) is constant), which is in agreement with our re-
sults.

Node Selfishness

Another interesting pair-wise property related to the performance of unicast routing
protocols is “selfishness”. Most efficient protocols for DTNs require some sort of
multi-hop communication, where intermediate nodes that are neither the source nor the
destination for a message must act as relays. However, due to limited resources (bat-
tery, bandwidth etc.) and privacy concerns, it might happen that nodes are reluctant to
cooperate and forward messages of other nodes. For example, a selfish node could only
forward and receive its own messages and never act as a relay in order to avoid wast-
ing resources. To avoid such behaviors and isolate selfish nodes, many mechanisms
providing incentives for cooperation (e.g. reputation [148] or credit based [149, 150]
mechanisms) have been proposed.
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In many cases, nodes will be more willing to forward messages for nodes with
whom they have a strong social tie (e.g. friends or acquaintances), because they (i)
trust them and (ii) have received similar services by them in the past (or it is probable
to receive in the future). Additionally, studies from sociology [140], social media [135]
and pervasive social networks [151] have shown that the strength of social ties can be
predicted by the contact rate and, specifically, the more frequent two nodes contact, the
stronger their social tie probably is.

Hence, combining the previous observations, i.e. (a) the level of cooperation is
related to social ties and (b) the strength of the ties is related to the contact rate, we can
model the nodes’ selfishness in a probabilistic way, which allows us to predict its effect
on the network performance.

Definition 3.2.3 (Social Selfishness). A pair of nodes i and j either can exchange
messages in every contact event with probability pij or can never exchange messages
with probability 1−pij . The probability pij depends on the meeting rate between these
nodes, i.e. λij , and is described by the relation:

pij = p(λij), pij ∈ [0, 1] (3.14)

The above definition is generic and can be used to describe also scenarios where
the cooperation between nodes is not determined only by social factors. For instance,
in [152] authors investigate how more efficient communication can be achieved: They
propose a content sharing application where the decision for message exchanges de-
pend on the contact rate of nodes and evaluate through simulations different content
sharing policies (i.e. different decision rules based on the contact rates).

When node willingness to act as a relay is correlated to the contact rate, similar
analytical steps as in the case of traffic heterogeneity can be applied to study the joint
impact of the two. We refer the interested reader to [153] for more details on the topic.
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Chapter 4

Complex Network Analysis for
Opportunistic Device-to-Device
Networking
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4.1 Introduction

As we have seen already in previous chapters, many protocols forward in parallel mul-
tiple replicas of the same content, to combat the inherent uncertainty of future contact
opportunities, [11, 12]. We have also stressed the fact that contact patterns between
nodes are heterogeneous and we studied the impact of simple forwarding schemes un-
der both homogeneous and heterogeneous patterns. However, it is not just that node
mobility and resulting contact opportunities are not heterogeneous, but more impor-
tantly this mobility is not entirely random. Instead, weak or strong patterns are present
that utility-based routing schemes attempt to take advantage of to differentiate nodes
that are more likely to deliver content or bring it closer to the destination [10]. E.g.,
rather than handing over an extra message copy to a random encountered node, it makes
more sense to wait and hand over that copy to another node if one can predict that the
latter will encounter the destination soon, with high probability.

Among the numerous utility-based schemes proposed, even some early ones al-
ready implicitly assessed the strength of “social” ties between nodes. For example
[105] uses time of last encounter, and [154] uses contact frequency as a hint on the sim-
ilarity of mobility patterns. [25, 16] use instead a metric much akin to degree centrality
to identify nodes that are highly mobile/social1; the former scheme is reminiscent of
search in scale-free networks, while the latter uses centrality to choose which relays to
spray a limited budget of message replicas to. However, these simple metrics may only
capture one facet of the underlying mobility process, which might not suffice for good
contact predictions.

More recently, complex network analysis [30] (CNA) was proposed as a more
generic and powerful tool to formulate and solve the problem of future contact pre-
diction in DTNs. The main idea behind this approach is the following: communication
devices are most often carried by users, whose mobility pattern is governed by com-
plex social relations with other users (as well as purpose, schedules, etc.); hence, these
patterns should also give rise to social properties in the observed contacts between com-
municating devices, that could be exploited for protocol design, if inferred correctly.
To this end, past observed contacts between nodes are aggregated into a social graph,
with graph edges representing (one or more) past meetings between the vertices. An
edge in this graph conveys the information that two nodes often encounter each other
either because they have a strong social tie (friends), or because they are frequently co-
located without actually knowing each other (familiar strangers), as shown in Fig. 4.1.
Thus, existence of an edge intends to have predictive capacity for future contacts.

Two recently proposed routing protocols, SimBet [35] and BubbleRap [36] , make
explicit use of CNA metrics and algorithms in order to highlight a node’s position
in the aggregated social graph, and assess its utility to act as a relay for messages
destined to other nodes. Although the detailed mechanisms of the two protocols dif-
fer, they are both based on the same principles: they assume that nodes naturally re-
side in mobility-related communities (e.g., class, work, home). Increasingly “central”
or “well-connected” nodes in the graph are then chosen as carriers to relay content

1“Degree” is the number of neighbors a node has on a graph, and the node with the highest “degree
centrality” is the node with the largest number of neighbors.
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Figure 4.1: Converting a sequence of connectivity graph instances into a contact graph.

over different communities, until a node that shares many neighbors with the destina-
tion [35], (i.e., belongs to the destinations community [36]) is reached. These protocols
have been reported to often outperform well-known DTN routing schemes that are not
explicitly social.

Nevertheless, it is not well understood under what conditions these protocols and
their individual components can achieve the suggested performance, nor is it why.
What is more, it is actually not (just) the choice or sophistication of social metrics
or algorithms that bears the most weight on performance, but rather the mapping from
the mobility process generating contacts to the aggregated social graph. This map-
ping presents a tradeoff, where some information about timing of contacts is lost. As
a simple example, one could create a link if at least one contact has occurred in the
past between the two nodes [35], but this would result in an overly dense graph after a
certain network lifetime. Meaningful differentiation between nodes using complex net-
work analysis will not be possible. The social graph created out of past contacts should
best reflect the underlying (mobility or social) structure generating these contacts, so
that nodes can be meaningfully differentiated and edges have predictive value.

Given that social-network based schemes are arguably the state-of-the-art in DTN
routing, in this chapter we focus on such protocols and make the following contribu-
tions:

• We demonstrate that the performance of CNA-based DTN routing is in fact
rather sensitive to the “quality” of the inferred social graph: good performance
is achieved only for a relatively narrow range of parameters, while otherwise
performance can be as bad as that of direct transmission.

• We investigate different methods to identify this optimal operating point “on the
fly”. Specifically, we use clustering techniques [155] to identify desirable pat-
terns in observed node similarities, and then use concepts from spectral graph
theory [156] to maximize the modularity of such clusters, and compare the be-
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havior of various contact models under different aggregation methods.

• We propose a distributed online algorithm that can adjust its contact graph map-
ping to achieve optimal performance, regardless of the mobility scenario or the
specific routing protocol used.

4.2 Contact Aggregation: Preliminaries

We will focus our study on the two popular protocols mentioned above, SimBet and
BubbleRap.

SimBet [35] assesses similarity to detect nodes that are part of the same commu-
nity, and betweenness centrality to identify bridging nodes, that could carry a message
from one community to another. Similarity is defined as the percentage of common
neighbors (e.g. two nodes A and B, who have one common neighbor C, and each one
more neighbor not in common, have a similarity of 0.5). Nodes in the same community
will have high similarity. Betweeness centrality is related to the importance of a node
to route traffic between other pairs. E.g. a node sitting between two communities will
tend to have high degree centrality. The decision to forward a message depends on the
similarity and centrality values of the newly encountered node, relative to the current
one: If the former node has a higher similarity with the destination, the message is
forwarded to it; otherwise, the message stays with the most central node. The goal is
to first use increasingly central nodes to carry the message between communities, and
then use similarity to “home in” to the destination’s community.

Bubble Rap [36] uses a similar approach. Again, betweenness centrality is used to
find bridging nodes until the content reaches the destination community. Communities
here are explicitly identified by a community detection algorithm, instead of implicitly
through similarity. Once in the right community, content is only forwarded to other
nodes of that community: a local centrality metric is used to find increasingly better
relay nodes within the community.

The original versions of these protocols used time-based aggregation methods. A
naive such approach is for example to add a link to the contact graph if there has been at
least one contact (or a given threshold of contacts) ever in the past. However, if nodes
visit different locations around the network, even rarely, this method would eventually
give rise to an almost complete graph (every node is connected to every other node).
Such a graph has maintained very little information about the underlying process, and
it is clearly not possible to differentiate nodes based on it. To combat this, a sliding
time window approach can be applied. However, choosing the “right” time-window is
highly dependent on the mobility trace considered (as also mentioned by the authors
of [36]) as in some mobility scenarios (and respective traces), many nodes might have
encountered each other within some time window ∆T while in another almost none.
Example contact graphs, resulting for different time windows for a small contact trace
of 20 nodes collected at ETH, Zurich are shown in Fig. 4.2.
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Figure 4.2: Aggregated contacts for the ETH trace at different time instants.

4.2.1 Density-based Aggregation
A more generic approach is instead to fix a (desired) graph density rather than a time
window as follows. Since most real social graphs are relatively sparse, one could im-
pose a weight on each edge and then keep the top d% of edges with the highest weight.
We will refer to d(Gn) as the aggregation density of a given contact graph Gn: e.g. if
d(Gn) = 0.2 it will mean that only the top 20% of all possible node edges (a graph of
N nodes can have at most N(N − 1)/2 edges) will be included in the contact graph.
Based on this contact graph the respective protocol will try to derive the needed graph
metrics (e.g. similarity, centrality, etc.), and use the to decide which nodes to forward
a message to. The ranking of edges is done in terms of weight, where we focus on
simplicity on two weight types:

• Most Recent Contacts (MR): the more recent a contact, the higher its weight.

• Most Frequent Contacts (MF): the larger the number of past contacts (possibly
within some large time-window to account for non-stationarity), the higher the
weight.

A number of more sophisticated mappings are possible, taking additional features
into account. E.g., in [40], we have using Principal Component Analysis (PCA) to
derive a weight metric that depends on both recency and frequency. Our goal here is
not to derive an optimal aggregation function, but rather to demonstrate, that even with
simple aggregation functions, one can considerably influence the performance of DTN
routing schemes which utilize complex network analysis.

4.3 Performance Sensitivity to Aggregation
Having discussed how to create a contact graph, out of a time-sequence of pair-wise
contacts, and the need for this graph to be useful for distinguishing good forwarding
nodes, two interesting questions arise: (a) How sensitive is the usefulness of the contact
graph to the aggregation density we pick? and (b) How can we find the right density?

Towards answering the first one, we evaluate the performance of SimBet and Bub-
bleRap as a function of aggregation density (as well as type of metric used), we have
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Figure 4.3: Delivered messages and delivery delay for SimBet/Bubble Rap vs. Direct
Transmission.

Protocol SW CAVE MIT ETH INFO
SimBet MF .09/4.3 .09/3.3 .03/1.8 .43/1.6 .64/1.3
SimBet MR .09/3.7 .12/3.5 .09/2.1 .02/1.5 .71/1.4
Bubble MF .08/4.2 .09/4.5 .08/2.5 .44/1.5 .67/1.4
SimBet MR .09/3.3 .09/3.9 .14/2.5 .33/1.4 .67/1.4

Table 4.1: Optimal aggregation densities. The first number is the density, the second
number is the relative performance increase (compared to DT). MF: Most Frequent,
MR = Most recent.

considered two synthetic contact processes with explicit social properties: a small
world process (SW) and a caveman process (CAVE), popular in social networks lit-
erature. We have also considered three real traces, the MIT Reality Mining (MIT),
the iMotes Infocom 2005 (INFO), and the ETH (ETH) traces. Details about these
scenarios can be found in [38].

In Fig. 4.3 we examine the performance of BubbleRap with SW and CAVE and
SimBet with ETH and MIT contacts, respectively, as a function of aggregation density.
We compare the respective performance of each protocol with respect to that of Direct
Transmission, which has the worst possible performance and serves as a baseline.

The first thing to note is that, for aggregation densities close to 0 or 1 (i.e., the graph
is either empty or complete), the performance factors are 1, that is, the performance is
the same as for direct transmission2.

For SW, CAVE and MIT, we observe clear performance peaks at small densities
(around 0.1) and clear performance drops at densities of about 0.2 and higher. For
the INFO trace (not shown in the figures) and for ETH, the performance peak is a bit
less pointy and at a higher density of around 0.4 for ETH (around 0.65 for INFO). We
suspect the reason for this is that both traces are smaller than MIT in terms of nodes
and geographical extent.

Table 4.1 summarizes the results of all combinations of the two protocols with
the two mapping functions and with the five contact processes, in terms of density at

2Note that for the MIT contacts, the graph only reaches a density of about 0:4 during the trace duration.
We believe that this is due to the large time granularity, which potentially does not capture many short random
co-locations.
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which the peak performance occurs and height of the peak performance factor. Let’s an
example of how to read this table, for SimBet running over a Caveman (CAVE) contact
generation model, and with contact graph construction based on the most recent (MR)
links (row 2, column 3 on the table): the optimal aggregation density is 0.12 (i.e.
the contact graph containts only 12% of all possible pair-wise links, namely the links
corresponding to the 12% pairs that most recently met); the performance gains for
this scenario and this contact graph density is 3.5, compared to Direct Transmission.
Considering that this is a single-copy scheme [10], this is an important improvement.

One important observation from this table is that the peak densities differ from
scenario to scenario, but are consistent within a scenario (e.g., peak densities for SW
are all along the same value). This indicates that the optimal point of aggregation does
not depend on the forwarding metric, but rather on the contact process. One exception
is the ETH trace, where the peak density for SimBet with MR mapping is at a quite
smaller value. One might deduce from this that the few very recent contacts have
much more predictive power than slightly older ones. Another possibility is due to the
relatively more flat nature of the ETH plot (thus making the optimal point more noisy).

Finally, the performance peaks of SimBet and Bubble Rap are of similar height
within a scenario. However, the peak height differs from scenario to scenario. This
indicates that different networks show different degrees of structure, which the routing
protocols can use to increase their performance compared to direct transmission.

4.4 Inferring The Optimal Aggregation Density Online

Assuming a node has collected enough information about past contacts3, it could use
density-based aggregation to maintain a contact graph around the optimal density point,
and apply its preferred forwarding metrics on this graph. However, the above analysis
gives rise to an interesting question: How can each node decide an optimal aggregation
density in real time, without any prior knowledge (e.g., mobility context), in order to
optimize its performance?

We conjecture that this optimal density lies at the point where the underlying (so-
cial) structure governing mobility best correlates with the social structure that can be
observed on the aggregated contact graph. Consider for example a simple CAVE
model: each node belong to exactly one community, and nodes have links to most
other nodes in their community (with equal or different weights); we refer to these
links/neihgbors as regular; in terms of mobility each community is assigned to a sep-
arate physical location (“cave”), and nodes either move towards a node in their com-
munity (with higher probability), or perform a random “roaming” trip in the network
(with lower probability). In this mobility model, as nodes move around, they mostly
come in contact with regular neighbors, but every now and then they might encounter
a node from another community (e.g. during a roaming trip). A link to such a node
could be included in the contact graph (e.g. if the contact was recent enough, or the ag-
gregation density is high enough). We will call such a node a random neighbor (on the

3given that there are no delay constraints on this collection process, it can be performed with relatively
low overhead as nodes meet and exchange info about their past contacts.
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Figure 4.4: Aggregated contact graph for a scenario with 3 social communities driving
mobility (denoted with different colors), and three different aggregation densities.

contact graph). Hence, regular links imply future contacts while random links might
be incidental, not necessarily implying future contacts.

For CNA-based forwarding to work, we argue that a strong “relationship” in the
contact process (e.g., a community/regular link the above model) should also be an
observable relationship (edge) in the aggregated graph. At the same time, the number
of additional graph edges (e.g., random links) should be as few as possible, as these
will most probably be the result of incidental past meetings. There is solid evidence
that real life mobility is predominantly small-world, with salient features such as com-
munities [157] and a high clustering coefficient [158]. Our detailed study of real traces
in [40, 39] confirms this.

The goal of this section is thus to devise an algorithm that observes the aggre-
gated social graph online (i.e., as new contacts arrive), and tries to assess the density
at which this graph has a structure that best reflects the above intuition about connec-
tivity/contact patterns. This is a difficult unsupervised learning problem. We first give
hints on how to tackle this problem on a simple example, like the above. Then, we pro-
pose two clustering-related methods for identifying distinguishable similarity patterns:
one based on spectral graph theory [156] and the other based on established methods
of evaluating the quality of graph partitioning [159]. Both can be used at the core of
our algorithm.

4.4.1 Optimal community structure of the social graph

One way to distinguish regular neighbors from random neighbors is by their similarity
values. Each node will see a set of nodes to which it is highly similar (i.e., many shared
regular neighbors in the graph) and another set of nodes to which it is less similar (i.e.,
random neighbors). Fig. 4.4 shows such an example, for “low”, “good”, and “high”
aggregation density. As can be seen there, if density is too low, very few of the regular
(intra-community) links appear, and the similarity of most node pairs is 0. On the
other hand, if density is too high, the graph is too dense giving the (wrong) impression
that random neihgbors, belonging in different communities, have high similarity as
well (and thus leading to the wrong conclusion that these nodes belong to the same
community).
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(a) # links vs. # contacts (b) similarity vs. # contacts

Figure 4.5: Number of links and similarity values as a function of time.

Based on the above observations, our problem could thus be cast as maximizing
the similarity to regular neighbors, while minimizing the similarity to random ones. In
order to motivate this approach, we use the CAVE model without rewiring, to analyze
the expected number of regular neighbors and the expected number of random neigh-
bors for a node in the aggregated graph. Due to the simplicity of this model, these
quantities can also be derived in closed form. From these, we get the expected values
of similarity that would be observed online, as a function of time.

We omit the detailed analysis here, which can be found in [38], and we just plot
the expected number of regular, random and total links in Fig. 4.5(a), as a function
of contacts seen by a specific node (this is an implicit measure of time as well). This
figure shows that the point when all (or most) regular links are in the graph is reached
quickly (after a few 10s of contacts). In this scenario, this is the right point to stop the
aggregation and fix the density. After that point, only random links are added to the
graph. These have little predictive value and erroneously increase nodes’ similarity.4

Ideally, assume that a node could measure the average similarity with its regular
neighbors (e.g. nodes in the same community) at different aggregation densities d,
denoted as simreg(d), and its average similarity with random neighbors, denoted as
simrnd(d). Then, in order too maximize the predictive capacity of the aggregated
graph, it could try to maximize simreg(d) − simrnd(d). As nodes do not have any a
priori knowledge about community membership and size, or the total number of nodes,
it is more sensible to use normalized similarities and divide similarities by the expected
node degree nreg(d)+nrnd(d), where nreg(d) and nrnd(d) are the number of observed
regular and random neighbors, respectively. Consequently, in order for our algorithm
to automatically adjust to the optimal aggregation density, it seems reasonable to solve
the following maximization problem.

4We stress here that, in some cases, nodes with little similarity can still share a strong social link with
predictive value, as e.g. in the case of two friends who belong each in different communities. This initial dis-
cussion serves only as a motivation, based on a simple scenario. The algorithms we propose later, while still
partly based on this idea, can be applied to complex setups where such clear distinctions between “random”
and “regular” neighbors start getting blurred.
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Figure 4.6: Histogram of encountered similarity values at three different aggregation
levels, with 2 clusters shown for each.

maximize
d

(
simreg(d)− simrnd(d)

nreg(d) + nrnd(d)

)
.

Figure 4.5(b) depicts the normalized similarities and their difference. It is clear
from this plot, that the difference is maximized around the point where enough contacts
per node have occurred to fill in most regular links, but only few random links have been
instantiated. We will show later that this maximum correlates well with the aggregation
density at which the performance of SimBet and Bubble Rap is optimal.

Nevertheless, all the above discussion hinges on the assumption that a node knows
which neighbors are regular and which random, in advance. In practice however, there
are no such pre-assigned labels on nodes. When a node encounters another, it only
knows and logs down its similarity value to this node, and whether this similarity value
should be counted for a random or regular node is not possible without knowing such
labels. Consequently, in order to apply the above maximization, nodes need to first be
able to distinguish between these two classes of links.

To solve this classification problem a node can create a histogram of similarity val-
ues observed, out of the contacts observed over time. One way to assign “labels” to
each past contact (regular vs. random) is to perform clustering on the set of normalized
similarity values. If the aggregated density is appropriate, a 2-means algorithm should
produce two clusters of similarity values, one for similar regular nodes (with high simi-
larity) and another for similar random nodes (low similarity). Note that at low (close to
0) and high densities (close to 1) only one cluster appears since all nodes have similar
similarities close to 0 (no similarity) and 1 (all nodes similar), respectively. Hence, the
unsupervised problem of finding the right aggregation density then becomes equivalent
to maximizing the distance between the two cluster centroids of low and high similar-
ities. Fig. 4.6 shows an example that captures this intuition, for the CAVE scenario.
Two clusters are clearly separable at a density of 0.1 (which is close to the “optimal”
densities of Table 4.1).

4.5 Robust Clustering of Similarity Values
Although the above discussion provides useful intuition, in practice, the structure guid-
ing mobility (and thus contacts) cannot be captured in a straightforward way using the
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2-means clustering approach based on normalized similarity. First, as explained earlier,
there might not be 2 clear cluster centers at low and high densities. In this case, the
result returned by the simple 2-means approach is unreliable. Second, the real world
traces, albeit sharing basic structure with the synthetic models, exhibit more hetero-
geneity: nodes might belong to more than one community, degree distributions might
be skewed, communities might be overlapping, and the line between regular and ran-
dom contacts becomes blurred. As a result, the two classes of similarities might not be
easily distinguishable even around the “correct” aggregation point. Thus, the simple
clustering algorithm sketched above, based only on cluster center distance, might draw
deceiving conclusions.

To cope with the difficulty of identifying a contact as random or regular, we use
two approaches to assess how distinguishable the two clusters returned by the cluster-
ing algorithm are. One is spectral analysis of a pre-processed similarity matrix and
the study of the matrix algebraic connectivity [156]. The second is the Q function of
cluster modularity that has been found to correlate with cluster quality in many exam-
ples [159].

4.5.1 Spectral Analysis
Let us assume that a node u has collected a set of n contacts ci(i = 1 · · ·n) during
a time period. Node u uses these contacts to build its view of the social graph. Each
contact ci observed is assigned a real number si measuring the normalized similarity
between u and the node encountered v:

si =
|N(u) ∩N(v)|

min{|N(u)|, |N(v)|}
, (si ∈ [0, 1]), (4.1)

where N(x) is the set of neighbors of node x in the aggregated social graph, and | · |
denotes cardinality. In other words, each node has now a vector s of n real-valued
entries in [0, 1] representing the various similarity values observed thus far. According
to the previous discussion, when the right amount of contacts has been observed, the
values in this vector should cluster around small and high values.

In order to formally measure this, spectral clustering [156] converts the vector s
into an n× n affinity matrix W.

W = {wij}, (4.2)

wij = exp

(
−∥si − sj∥2

2σ2

)
, if i ̸= j, and wii = 1, (4.3)

where σ ∈ [0, 1] (threshold value).
Let us further define the symmetric normalized Laplacian of W as

L = I−D− 1
2WD− 1

2 , (4.4)

where I is the identity matrix and D is a diagonal matrix whose (i, i)-element dii =∑
j wij (i.e., is the degree of vertex i on the matrix W). Spectral Graph Theory studies

the structural properties and invariants of the weighted graph defined by W, using
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eigenvalue decomposition of the Laplacian L. Spectral clustering uses this theory to
identify k strongly connected components in W with few weak links between them, by
projecting the n points into the eigenspace of L consisting of L’s first k eigenvectors.
In fact, spectral clustering methods solve a relaxation of the normalized cut problem (a
known NP-hard problem), which is a min cut problem under the constraint that the two
cut-sets are balanced.

In the ideal case where W is block-diagonal, that is, it consists of k connected
components with all weights 0 between blocks, the eigenvalues λi, i = 1 · · ·n of L are

λ1 = · · · = λk < λk+1 · · ·λn.

This means, it has exactly k eigenvalues equal to 0, and all other eigenvalues bounded
away from and larger than 0. In that case, spectral clustering algorithms are guaranteed
to identify clusters correctly even when they form non-convex (nonlinearly separable)
regions. In the non-ideal case, W is not block diagonal (i.e., is connected with lower
weights between clusters), and only the first eigenvalue of L is 0. Nevertheless, matrix
perturbation theory [160] suggests that if the clusters are compact and modular (in other
words, identifiable by a human), the eigenvalues corresponding to these clusters will
still be small.

This is the basis of our algorithm that seeks to locally minimize the second eigen-
value λ2 of the Laplacian (known as the Algebraic Connecitivty) of the similarity vector
s observed locally over time.

4.5.2 Modularity Function Q

A different approach often used for evaluating community structure in complex net-
works is the use of an appropriate modularity function Q [159]:

Q(Pk) =
k∑

c=1

[
A(Vc, Vc)

A(V, V )
−
(
A(Vc, V )

A(V, V )

)2
]
, (4.5)

wherePk is a partition of the vertices into k groups andA(V ‘, V “) =
∑

i∈V ‘,j∈V “ wij ,
with wij defined as earlier. This function attempts to evaluate a particular graph par-
titioning by measuring the ratios of intra-community links to inter-community links.
The more the intra-community link occurrence diverges from what one would expect
for a random network, the more clearly separable the communities, and the higher the
value of Q.

Although the modularity function approach and the spectral clustering approach are
not completely different (in fact, spectral methods can be used to maximize Q [161]),
these have particular strengths and weaknesses (as we have also observed for our
datasets), as well as differences in implementation overhead. For this reason, we are
going to present results for both approaches and compare their performance in various
scenarios.
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Figure 4.7: SimBet and Bubble Rap performance with different aggregation functions
compared to direct transmission.

Protocol SW CAVE MIT ETH INFO
SimBet MF 4.1/3.3 3.0/3.0 1.8/1.7 1.5/1.5 1.2/1.2
SimBet MR 3.6/3.2 2.8/2.5 2.1/2.0 1.4/1.5 1.3/1.2
Bubble MF 2.9/2.7 3.6/3.8 2.1/1.7 1.5/1.5 1.3/1.2
SimBet MR 3.2/3.3 3.4/3.2 1.8/1.3 1.4/1.4 1.1/1.2

Table 4.2: Relative performance improvement compared to Direct Transmission. The
first value for each entry corresponds to performance obtained with algebraic connec-
tivity, the second value to Q modularity.

4.5.3 Online optimal density tracking algorithm
The idea is to find the density at which the Algebraic Connectivity of observed simi-
larity values is minimal, or alternatively, the Q function is maximal. While collecting
and logging n contacts5, we compute similarity values, using the aggregated graph at
different densities. After n contacts, we use these similarities to determine the gradi-
ent of the Algebraic Connectivity (or Q Function) and adapt the density of operation
accordingly, towards the optimum. In order not to get stuck in local extrema, we use
occasional random lookaheads.

4.6 Performance Evaluation
Using this simple tracking algorithm, we evaluate in Fig. 4.7 how close we get to the
optimal performance (that we identified offline in Table 4.1. Fig. 4.7(a) shows the cu-
mulative number of messages BubbleRap delivers, when we create messages between
random senders and destinations throughout the simulation. We choose the density
with the online algorithm using the Algebraic Connectivity metric, and compare it to
the original offline algorithm with the naive growing time window (where density in-
creases over time), and to direct transmission. We observe that after a short initial
period, the growing time window graph becomes too dense to be useful, and the per-
formance degrades compared to that of direct transmission (i.e., the two lines are par-

5We set the update interval n empirically to 100 contacts, as a tradeoff between having enough similarity
samples, and reacting sufficiently fast to changes in the network.
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allel). On the other hand, our online algorithm keeps the good performance throughout
the simulation with both the most recent and most frequent mappings. Most frequent
performs a bit better in this case, as community links are more frequent than random
ones in the CAVE model, by design.

A similar result is shown in Fig. 4.7(b), where we use SimBet and the ETH trace
with the same simulation setup. However, in this case the performance increase is a
bit smaller, since the trace is less structured, as reported earlier. Fig. 4.7(c) shows the
evolution of the chosen density by our online algorithm in the course of trace time
(MIT). Our algorithm moves around a density of 0.09, which indeed coincides with the
best performance benefit calculated offline. We note here that, in the case of the traces,
we have also observed some small variance in the density value that achieves the best
performance at different time slices of the trace, indicating some non-stationarity in the
process. Nonetheless, our online algorithm seems to be capable, in most cases, to track
a close to optimal density value.

Table 4.2 summarizes the performance improvement factor for all combinations
of protocols, aggregation functions, and contact processes. Most values are close to
the ones shown earlier in Table. 4.1. In some cases, for instance SimBet with the MIT
trace, we even reach the reported optimal values. Note also, that the performance of the
Algebraic Connectivity and the Q Function versions are very similar. In some cases,
Algebraic Connectivity is slightly better. However, the computation of the Q values is
significantly less complex (i.e., less similarity pre-processing). The choice between the
two is thus a tradeoff between complexity and a slightly better performance.

4.7 Complex Network Analysis of Human Mobility
Having established an efficient method to infer a contact graph out of a sequence of
pairwise contacts online, we then went ahead to analyze a number of mobility traces
to understand the extent and type of social properties appearing in such traces. These
traces range from actual contact traces (e.g. logs of Bluetooth associations) to WiFi
network logs (showing which nodes are associated with which AP and when) and data
from geosocial applications. We report here some results from this study. More details
can be found in [39].

Dartmouth (DART) We use 17 weeks of the WLAN Access Point (AP) associ-
ation trace [162], between Nov. 2nd 2003 and Feb. 28th 2004. We choose the 1044
nodes which have activities at least 5 days a week on average i.e., the nodes have
associations at least 5× 17 = 85days. The trace is pre-processed to remove short dis-
connections (< 60s) which we attribute to interference and other non-mobility related
effects, as well as the well known ping-pong effect where devices jump back and forth
between different APs in reach. We assume that two nodes are in contact when they
are associated to the same AP at the same time.

ETH Campus (ETH) Using the same methodology as for Dartmouth, we process
a trace collected at the ETH campus [163] during almost 15 weeks between Oct. 25th
2006 and Feb. 3rd 2006. Similarly, we choose 285 nodes which connect to the WLAN
AP network at least 5 days a week (i.e., 75 days).

Gowalla (GOW) Gowalla was a location-based service where users check-in to
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Figure 4.8: Mobility traces characteristics.

close-by spots (e.g., restaurants, office buildings), thereby logging their position. We
use the publicly available location data of 473 heavy-users who, during the 6 months
from Apr. to Sept. 2010, check-in at least 5 days a week somewhere in the State of
Texas in the United States. Since users only check-in and do not check-out, we cannot
infer the stay duration at a spot. Therefore, we assume users are in contact when they
check-in less than 1 hour apart at the same spot. As we do not know the duration of a
contact, we assume all contacts have the same duration (1 hour).

MIT Reality Mining (MIT) The MIT trace [164] logs contacts between 92 campus
students and staff, detected by Bluetooth scans with a scanning interval of 5 minutes.
We take a 3 months long piece of the trace. It is the only trace we use where contacts
are measured directly (and not inferred from location). However, supposedly, many
short contacts are not registered due to the relatively long scanning interval.

Note that these traces differ vastly in their nature, and different traces capture differ-
ent aspects of mobility. For instance the Gowalla trace, by the nature of the application,
mainly captures the mobility of users while they go out and socialize. The DART trace
captures students and staff at home and at the university, whereas the ETH trace cap-
tures only work behavior, since there are no APs in residential buildings. MIT is the
smallest trace but captures work, home and leisure equally. We believe that due to
the variety of the traces, our results are general even though individual traces may be
biased. Details for these traces are summarized in the table of Fig. 4.8.

Fig. 4.9 shows as an example the DART contact graph (at an appropriately cho-
sen density). We observe that there is strong non-random structure. To quantify this
structure, we first measure some standard metrics such as average shortest path lengths
and clustering coefficients. With these properties we can examine the graphs for small-
world characteristics. Small-world networks, according to [30], manifest short paths
between nodes (a typical property of random, Erdos-Renyi or Poisson graphs) and high
clustering coefficient (tendency of relations to be transitive).

Table 4.3 shows the average clustering coefficients for different contact graph den-
sities values of 1-4%. Note that for a random (“Poisson”) graph , the clustering co-
efficient increases linearly with density from 0 to 1. Thus, in a graph where 10% of
the node pairs are connected, the expected clustering coefficient is 0.1. The values
shown in the table suggest that all scenarios are considerably more clustered than a
random graph would be: for example, in the DART trace for a density of 3%, the mea-
sured clustering co-efficient is 0.57, which is an order of magnitude higher than that
of a Poisson graph with the same density. This finding strongly suggests non random
connectivity. We observe that the clustering coefficient of DART, ETH and MIT are
very high and strikingly similar, whereas the GOW trace is a bit less clustered. We
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Figure 4.9: Contact Graph for DART trace.
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Clustering Coefficient Avg. Path Length
1% 2% 3% 4% 1% 2% 3% 4%

DART 0.71 0.63 0.57 0.54 7.4 3.7 2.9 2.6
ETH - 0.66 0.57 0.53 - 6.1 5.6 4.0
GOW 0.28 0.27 0.27 0.26 4.5 3.4 3.0 2.8
MIT - - 0.56 0.57 - - 4.6 3.8

Table 4.3: Clustering Coefficients and Average Path Lengths using different graph
densities. Missing values in cases where there is no giant component.

Trace/Model # Communities Q
DART 23 0.84
ETH 21 0.81
GOW 29 0.7
MIT 6 0.52

Table 4.4: Number of communities and modularity (Q).

attribute this to the different nature of the traces: Transitivity of ties in work and home
environments is stronger than in social activities captured by Gowalla.

Looking at the average shortest path length, we see that paths are only few hops
long on average. Thus, we observe the small-world behavior, typical for social net-
works, also in the network of physical encounters.

This latter finding is related to the report of short opportunistic paths by Chaintreau
et. al. [165]. However, [165] measures path length in terms of number of relays using
epidemic dissemination (i.e., messages are copied at every encounter). Their result
means that short paths exist, when accounting for both, strong and weak ties (pairs
which meet often and ones that only meet randomly). The way we create contact
graphs out of mobility traces, we limit the edges to strong ties. Nevertheless, we find
that paths are still short. This is an important distinction for designing dissemination
protocols, where forwarding decisions must be made based on regular encounters and
not random, unpredictable ones, as for example [38].

Additionally to the described small-world characteristics, we were interested in the
existence of communities in the contact graph. Communities, informally defined as
subsets of nodes with stronger connections between them than towards other nodes,
are typical for the structure of social networks. To detect communities in the contact
graph, we apply the widely used Louvain community detection algorithm [166], and
to measure how strongly modular the resulting partitioning is, we use Newman’s Q
function, introduced earlier.

The number of identified communities and the respective Q values are reported
in Table 4.4. We observe that in all cases, we get high modularity values between
0.52 and 0.84 (Q values of larger than 0.3 suggest strong community structure). Note
that high modularity values of the graph of aggregate contact durations have also been
reported in [36] (for smaller traces and different community detection algorithms),
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Figure 4.10: Community sizes.

thus our findings are in agreement. Relating the modularities to clustering coefficients
(see Table 4.3), we observe on one hand that for DART and ETH, where we measure
high clustering coefficients, also modularities are strong. On the other hand, MIT
having similarly high clustering coefficient, has the lowest modularity, and GOW has
a high modularity despite having the lowest clustering coefficient among all traces.
This confirms that clustering coefficient and modularity measure different aspects of
clusteredness: While the social nature of the GOW contacts makes them less transitive
in terms of forming triangles, they are still grouped into larger communities.

To get an impression of the sizes of such communities, we show two examples
of community size histograms in Fig. 4.10. In both, ETH and GOW we observe that
the majority of communities are small (≤ 10 nodes), yet, there are few very large
communities. The same observation holds for DART, not shown here. MIT is, with
only 6 communities, too small to draw conclusions on the community size distribution.
These large communities, some of which have 100 and more nodes, raise the question
about the community internal structure: Are communities homogenous entities within
which all nodes have similarly strong connections to all other community members, or
do they manifest more complex internal structure?

To study this latter question, we evaluated the degree differences of nodes inside the
same community, as well as across communities. We refer the interested reader to [39]
for the details of our methodology and findings. We just include here some example
plots in Fig. 4.11. The (normalized) degree distributions are plotted both for nodes
inside the same community (“Community”) and across all nodes (“Global”). Interest-
ingly, these curves appear as almost straight lines in the log-linear scales shown, for all
traces considered (including ones not shown), suggesting an exponential degree distri-
bution with much smaller skewdness than usually encountered in complex networks.
This finding raises some questions as to the efficiency of intra- and inter-community
routing schemes based on increasing degree centrality of the relay (see e.g. [36]), which
is known to be an efficient search strategy for networks with scale-free degrees.
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Figure 4.11: CCDFs for normalize global and community degree in log-linear scale.
Insets show the same values with different x-axis range.

4.7.1 Mobility Modeling
As a last direction in this complex network analysis of opportunistic networking, we re-
visited some popular mobility models, namely TVCM [?], HCMM [167], and SLAW [130].
These synthetic models had proven their merit against the well known findings re-
garding pairwise contact processes [168]. These propertieds could be characterized as
“micro-scopic” in the sense that they focus on specific node pairs and the timing of
contacts. Our goal was to investigate whether these model further capture the “macro-
scopic” properties observed in real mobility traces, that we have seen exhibit many
similarities to social or complex networks.

While these models reproduce more or less realistic community structure - reflect-
ing groups of nodes who work or live together - and were in agreement with our real
trace findings, they failed to correctly capturing what happens between such commu-
nities: they are often connected by few bridging links between nodes who socialize
outside of the context and location of their home communities. To this end, we stud-
ied this phenomenon in more detailed and proposed simple modifications that can be
applied on top of existing mobility models. The modified models correctly capture the
bridging link behavior without violating any of the previously mentioned micro-scopic
or macro-scopic properties. The details of this study can be found in [40].
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4.8 DTN Meteo: A Generic Framework for Predicting
DTN Protocol Performance

The previous approaches are able to provide good approximations or upper bounds for
the performance of epidemic routing, and simple variants. The common denominator
of all the protocol variants is that they are “random”, in the sense that none of them ex-
plicitly differentiates among nodes, based on their characteristics (mobility, resources
or other), when making a forwarding/dropping decision. In contrast, almost all newer
DTN algorithms and protocols [35, 169, 170] base their decisions on nodes’ utilities
with respect to the scheme’s end goal (position in the network, relationship to desti-
nation etc). These node utilities are most often based on the observation that human
mobility has non-trivial structure, manifesting in mixing/meeting patterns which can
be extracted from real world experiments [171, 172].

We propose such a common analytical framework, which we entitle DTN-Meteo,
and which is based on the following three common features of most DTN protocols.
Firstly, the bulk of proposed algorithms, whether for routing, content dissemination,
distributed caching etc, essentially solve a combinatorial optimization problem over
the state of every node in the network. Each algorithm defines a preference (utility)
function over possible network states and aims at moving to better states. Secondly,
candidate new states, in the DTN context, are presented according to the stochastic
mobility of the nodes involved. As such, the traversal of the solution space of a problem
is also stochastic. And thirdly, due to the difficulty (usually impossibility), in this
context, of updating nodes’ states globally, protocols resort to local search heuristics
(with a deterministic or randomized search strategy) to choose between the current and
a new possible state, involving state changes only in the two nodes in contact.

Using the above insight, DTN-Meteo maps a combinatorial optimization problem
into a Markov chain (MC), where each state is a potential solution (e.g. assignment of
content replicas to nodes), and transition probabilities are driven by two key factors: (i)
node mobility, which makes available new potential solutions to the algorithm, over

time, based on the (heterogeneous) contact probability of each node pair, and (ii) the
algorithm, which orders the states using a utility function and accepts better ones either
deterministically (greedy algorithm) or probabilistically (randomized algorithm), to
avoid getting stuck in local maxima6. This not only decouples the algorithm’s effect
and the mobility’s effect from each other, but also enables deriving useful performance
metrics (convergence delay, delivery probability) using transient analysis of this MC.

LetN be our Opportunistic Network, with |N | = N nodes. N is a relatively sparse
ad hoc network, where node density is insufficient for establishing and maintaining
(end-to-end) multi-hop paths, in the sense of [174]. Instead, data is stored and carried
by nodes, and forwarded through intermittent contacts established by node mobility. A
contact occurs between two nodes who are in range to setup a bi-directional wireless
link to each other.

We assume an optimization problem over the N -node network N (e.g. multicast
under resource constraints) and a distributed algorithm for this problem, run by all

6In the spirit of solutions like Markov Chain Monte Carlo optimization and simulated annealing, for
traditional optimization problems [173].

91



nodes. Our long term aim is to understand the performance of the algorithm as a func-
tion of the nodes’ behavior and attributes (mobility, collaboration, resource availability
etc). Table 4.5 summarizes this section’s notation.

N and N the network (set of nodes), resp. its size
i, j, k nodes inN
L maximum allowed replication (number of copies)
S and Ω node, resp. network state space
x, y, z network states (elements of Ω)
U(x), u(i) utility of a network state, resp. of a node
δ(x,y) difference between network states x and y
Axy acceptance probability for transition xy
pcij contact probability between nodes i and j
P = {pxy} Markov transition probability matrix

T
(ij)
m , Tn starting times for (i, j) contacts , resp. any contacts

J
(ij)
m , Jn intercontact times for (i, j), resp. any contacts

K(ij)(t) residual intercontact times for (i, j)
αij power law exponent of (i, j) intercontact times
βij rate parameter of (i, j) intercontact times
Fij , Fij CDF, resp. CCDF of (i, j) intercontact times

Table 4.5: Important notation for Section 4.8.
4.8.1 Solution Space
We consider a class of DTN problems for which a solution can be expressed in terms
of nodes’ states. In this paper, we restrict ourselves to binary node states, to better
illustrate the key concepts; however, in a more realistic variant of DTN-Meteo, nodes’
states could be chosen from a set of B-bit integers (e.g. to allow the modeling of some
storage constraint of C 6 B messages for each node, out of a maximum B contem-
poraneous messages in the network). In all cases, the space of candidate solutions for
such problems is a set of N -element vectors, possibly restricted by a number of con-
straints. Finally, an algorithm for the problem defines a ranking over these solutions,
captured by a utility function U(·). The goal is to maximize this utility (or minimize a
cost function). We define our class of problems as follows:

• node state space S = {0, 1} or S ⊂ N (4.6)

• network state space Ω ⊆ SN

Ω = {x | x = (x1, x2, . . . , xN )}, xi ∈ S, ∀i ∈ N (4.7)
• a set of constraints fi(x1, . . . , xN ) 6 ρi (4.8)
• a utility function U : Ω 7→ R (4.9)

This is, in fact, the combinatorial optimization class, which naturally encompasses
several DTN problems, as they are dealing with indivisible entities (nodes, messages,
channels etc) and have rules that define a finite number of allowable choices (choice of
relays, assignment of channels etc). Below are some examples of DTN problems that
can be thus modeled.
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Content placement. The goal in content placement, is to make popular content
(news, software update etc) easily reachable by interested nodes. As flooding the con-
tent is unscalable, a small number L of replicas can be pushed from its source to L
strategic relays, which will store it for as long as it is relevant, and from whom en-
countered interested nodes retrieve it7. In its simplest form, the source of the content
distributes the L replicas to L initial nodes (e.g. randomly, using binary or source
spraying [175]). These initial relays then forward their copies only to nodes that im-
prove the desired utility – which can be based on mobility properties, willingness to
help, resources, etc. (see [170] for some examples).

Here, the binary state of a node i is interpreted as the node being (xi = 1) or not
being (xi = 0) a provider for the content of interest8. There is a single constraint for
any allowed solution, namely

∑N
i=1 xi 6 L, that is, in Eq. (4.8) ρi = ρ = L.

Routing. In routing, be it unicast, multicast, broadcast, or anycast, the binary state
of node i is interpreted as carrying or not carrying a message copy. For example, for
unicast routing from source node s to destination node d, the initial network state is
x0 = (0, 0, . . . , {xs = 1}, . . . , {xd = 0}, . . . , 0). The desired network state is any
x⋆, with xd = 1 and xi ∈ {0, 1}, ∀i ̸= d. This can easily be extended to group
communication, with multiple sources and/or multiple destinations.

Various replication strategies can be expressed using Eq. (4.8) constraints, as shown
in Table 4.6. Different schemes in each category, essentially differ in the utility function
used to rank states and the action taken given a utility difference. In this paper, we
analyze the first two strategies in Table 4.6.

Replication Constraint

i) single-copy [15, 12, 35]
∑N

i=1 xi = 1

ii) fixed budget L [175, 147]
∑N

i=1 xi 6 L

iii) epidemic [11]
∑N

i=1 xi 6 N

iv) utility-based9 [105, 176, 169]
∑N

i=1 xi 6 N

Table 4.6: Modeling replication with Eq. (4.8)
As a final note, replication-based schemes have an initial spreading phase, during

which the L copies are distributed to the initial relays. This phase can straightforwardly
be included in our model, by considering also all states with 1 to L − 1 copies in the
network. This, however, increases the complexity of the model, while offering little
added value. Indeed, the delay of this initial phase is negligible in networks with large
N and L ≪ N , which is the case in scenarios of interest (see e.g. [175]). Hence,
we will only consider the effect of this phase on the starting configuration (as shown
in Section 4.9.1, Eq. (4.25)) of the algorithm and ignore its delay. Thus, our solution

7L must be derived to achieve a trade-off between desired performance and incurred costs, for example
as in [175].

8A B-bit integer node state extends this to providing B pieces of content.
9Replicating only to higher utility nodes limits copies implicitly, but in the worst case, there will still be

N copies.
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space Ω, will only be composed of network states with exactly L copies at L different
nodes.

4.8.2 Exploring the Solution Space
In traditional optimization problems, local search methods define a neighborhood around
the current solution, evaluate all solutions in the neighborhood and “move” towards the
best one therein (purely greedy algorithms). Occasionally, they may also move to lower
utility states (using randomization) in order to overcome local maxima, as in random-
ized local search algorithms (e.g. simulated annealing). This aspect is fundamentally
different in DTN optimization. The next candidate solution(s) cannot usually be cho-
sen. Instead, the solution space Ω is explored via node mobility (contacts): a new
potential solution will only be offered, after some time, when two nodes come in con-
tact. This has two major implications: (i) this new solution can differ (from the current)
in the state of at most two nodes: the ones involved in the contact; (ii) which pair of
nodes meets next (a random event) will define which potential new state will become
available, and how much better/worse the new state will be (whether the transition to
the new state occurs, is finally decided by the algorithm). As a result, the traversal of
the solution space is inherently stochastic.

Consider implication (i) first (we treat (ii) when defining our network model, in
Section 4.8.4). Every contact between a relay node/content provider i (xi = 1) and
another node j (xj = 0) offers the chance of moving to a new network state y ∈ Ω,
with yi = 0 and yj = 1 (forwarding) or yi = 1 and yj = 1 (replication). If the replica
is transferred from relay i to j, then the xy transition happens. Fig. 4.12 provides
examples of potential state transitions, along with contacts required for the transitions
to be possible.

Transition xz in Fig. 4.12 requires two contacts to start simultaneously, and is thus
not possible10. This means that only transitions between adjacent states are possible,
where we define state adjacency as:

δ(x,y) =
∑

16i6N

I{xi ̸= yi} 6 2, (4.10)

i.e., the two network states may only differ in one or two nodes (I{xi ̸= yi} are binary
indicator variables). An encounter of those two nodes is a necessary (but not sufficient)
condition for transition xy to happen.

Summarizing, our solution space exploration goes as follows: When at a state x,
the next contact between two nodes i, j presents a new potential solution y to the
algorithm with a (time-homogeneous) probability pcij , the contact probability of node
pair (i, j) (we look deeper into these contact probabilities and the assumptions behind
them in Section 4.8.4). The new solution y differs from x in positions i and j only. For
example, in Fig. 4.12(a): when at state x = (0, 0, 0, 1, 1, 1) the algorithm could move
to a new solution y = (0, 1, 0, 0, 1, 1) in the next contact, with probability pc24.

10We emphasize that this is not a strict necessity for our networks of interest, but rather a technical as-
sumption of our mobility model, for analytical convenience (see Section 4.8.4 for more details). However,
given the relative sparsity of the networks in question, such events occur with low probability.
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Contact:
Contact:

Contact:
Contact:

(a) Forwarding

Contact:
Contact:

(b) Replication

Figure 4.12: Example state transitions in two 6-node DTNs.

4.8.3 Modeling a Local Optimization Algorithm

Node contacts merely propose new candidate solutions. Whether the relay i does in
fact hand over its message or content replica to j (or, more generally, whether a new
allocation of objects between i and j is chosen), is decided by the algorithm. In purely
greedy (utility-ascent) schemes, a possible state transition occurs only if it improves the
utility function U , specific to each problem. Then, for our DTN problems, a possible
transition xy occurs with binary acceptance probability:

Axy = I{U(x) < U(y)}. (4.11)

More generally, the acceptance probability may be any function of the two utilities:
Axy ∈ [0, 1]. This allows DTN-Meteo to model randomized local search algorithms
(e.g. Markov Chain Monte Carlo methods, simulated annealing) as well.

It is important to make some remarks about utilities here. First, the (global) utility
values above may sometimes require knowning the state of remote nodes (in the worst
case, all nodes). This state may not be readily available locally at each node. Therefore,
the algorithm must solve the added problem of collecting information and/or estimating
it – usually through an integrated sampling component [105, 176]. Most DTN protocols
suppose the existence of a mobility-related node utility u : N 7→ R (e.g. contact
frequency). Thus, if the mobility is stationary and the estimation designed correctly, the
online and offline utility rankings will coincide. However, estimating node properties
and utilities is beyond the scope of this work.

Second, in any distributed algorithm, a node must be able to evaluate locally whether
a given decision (e.g. to hand over its copy to an encountered node, for routing) will
improve the global utility. This is a challenge for the algorithm designer, often solved
by using additive global utilities (e.g. U(x) =

∑N
i=1 xi · u(i), where u : N 7→ R can

be applied to each node separately). Therefore, DTN-Meteo assumes any state utility
U and/or node utility u are readily available.

Finally, we note that some protocols use packet-based utilities [176], while in
DTN-Meteo we assume node-based utilities. Furthermore, the types of packet utili-
ties in [176] are time-dependent. While such time-dependent packet utilities cannot
be modelled by our framework (as explained immediately below), some types of static
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packet-based utilities could be included in future work.

Summarizing from sections 4.8.1, 4.8.2, and 4.8.3, the transition probability be-
tween adjacent network states x and y can be expressed in function of the contact
probability (to be discussed in Section 4.8.4) and the acceptance probability as fol-
lows:

pxy = pcij ·Axy, (4.12)

where nodes i and j are the two nodes whose encounter could provoke the state tran-
sition. pcij is the mobility component of the transition probability and Axy is the algo-
rithmic component.

We must stress here that Eq. (4.12) assumes that both variables are time-invariant,
such that the resulting Markov chain for the problem will be time-homogeneous. Specif-
ically, this requirement on the algorithm component Axy implies time-invariant (or
very slowly varying) utilities, such as ones derived from social relationships among
humans carrying the devices (nodes) which form our network. Additional types of
utilities that are time-invariant (or very slowly varying), that DTN-Meteo can support,
include functions based on computational power, operating system, trust relationships
tied to social closeness, long-term traffic patterns etc.

The mobility component pcij (contact probability between i, j) is also assumed to
be time-homogeneous. This is not unreasonable, as the above probabilities refer to
long-term contact relations of humans, which tend to be stable. Some diurnal patterns
might be present, but these could be further handled as discussed in the Section 4.8.6.

Therefore, for any two states x and y, our algorithm is a discrete-time time-homogeneous
Markov chain (Xn)n∈N0

over the solution space Ω, described by the transition proba-
bility matrix P = {pxy}, with:

pxy = P [Xn+1 = y |Xn = x] =


0, δ(x,y) > 2

pcij ·Axy, 0 < δ(x,y) 6 2

1−
∑
z ̸=x

pxz, x = y.
(4.13)

with i, j as before.
This formulation allows us to transform any problem of our defined class into a sim-

ple Markov chain, which can be used for performance analysis and prediction. Fig. 4.13
presents the necessary steps to apply DTN-Meteo.

4.8.4 Modeling Heterogeneous Node Contacts
Recall our Opportunistic Network N , with |N | = N nodes and E 6

(
N
2

)
node pairs

contacting each other. As data is exchanged only upon contacts inN , a mobility model
based on contact patterns is sufficient for our analysis.

Definition 4.8.1 (Node pair processes). Every node pair’s contact process is an inde-
pendent, stochastic, stationary, and ergodic renewal process

(
T

(ij)
m

)
m∈Z

, where T
(ij)
m

denotes the starting time of a contact between nodes (i, j). The random variables
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Applying the DTN-Meteo Framework in Practice

1. Mobility. Extract all pairwise contact rates βij > 0 from your mobility
scenario. To do this, use the assumption that pairwise intercontacts are
distributed as a power law with exponential cutoff, as in Eq. (4.14) and
a parameter estimation method (e.g., Maximum Likelihood Estimation
– MLE).

2. Problem. Identify your problem’s state space. Many problems can
be described with binary node states, which results in a problem state
space Ω formed of binary vectors of length N (size of the network). For
example, in epidemic routing, Ω consists of all possible binary vectors
of size N .

• Add any constraints your problem may have, to help you reduce
the state space size.

3. Optimization Algorithm.
• Based on your state space Ω from Step (2) and the contact proba-

bilities from Step (1), create M, an |Ω| × |Ω| probability matrix,
describing which contact(s) are needed for which state transition,
as in Fig. 4.12.
• Using the utility function of your protocol, calculate the utility of

each state of Ω. Based on these utility values, create A, another
|Ω| × |Ω| matrix containing acceptance probabilities Axy (either
binary or in [0, 1]).

4. Markov chain. Take the element-wise (Hadamard) product of M
and A, to obtain the transition matrix of your Markov chain P = M◦A.

5. Analysis. Using standard Markov chain analysis, obtain performance
results for your triple combination of: < mobility – problem –
algorithm >.

Figure 4.13: Summary of the necessary steps when building a DTN-Meteo model.
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J
(ij)
m = T

(ij)
m − T

(ij)
m−1 are the times between the initiations of two successive contacts

between nodes (i, j). The process being renewal implies that the times J
(ij)
m are IID

with a generic distribution.

The main implications of the above definition (stationarity and independence) are
discussed in detail in Section 4.8.6. We just stress here, that we do not claim all these
assumptions to hold in real scenarios (though they are more realistic than in previous
models). They just represent our chosen tradeoff between the tractability and prediction
accuracy of our model, the latter being validated against real traces.

Corollary 3 (The network process). The entire networkN is described by the super-
position of the E individual

(
T

(ij)
m

)
m∈Z

processes (which are mutually independent),

forming a new stationary and ergodic marked point process (Mn)n∈Z = {Tn, σn},
with σn = (i, j). Therefore, the newly indexed time instants (Tn)n∈Z are epochs of a
superposition of E renewal processes. The new holding times are Jn = Tn − Tn−1.

Making the following two technical provisions, the model is summarized in Fig. 4.14
for a small toy network of N = 4 nodes and E = 4 contacting pairs out of the 6 possi-
ble:
(a) Tn < Tn+1, ∀n ∈ Z – the probability of two contacts starting at exactly the same

time is negligible11, i.e. Jn > 0.
(b) the duration of a contact is negligible compared to the time between two contacts,

but sufficient for all data transfers to take place.
As made evident in Fig. 4.14, any holding time Jn = Tn − Tn−1 of the aggregate

process is, in fact, the minimum of (i) E − 1 residual times of the pairwise holding
times J (ij)

m , and (ii) one full pairwise holding time corresponding to the latest renewal.
Since we are planning to define a Markov model on the network’s contact process, the
probability distribution of the superposition’s holding times Jn = Tn−Tn−1 is crucial.

Based on the above contact model, it is easier to see how our transition probability
matrix P, defined in Eq. (4.13) fits into the picture. We are essentially embedding a
discrete time process at points Tn, the epochs of the superposition process. Whether
this embedded process is indeed Markovian and time-homogeneous will thus depend
on the superposition process (Mn)n∈Z and its holding times Jn.

If the E individual contact processes
(
T

(ij)
m

)
m∈Z

are Poisson (i.e., pairwise inter-

contacts J
(ij)
m are exponential), an assumption commonly made in most related liter-

ature, then it is easy to see that their residuals are exponential as well. This means
that the superposition epochs Tn define a Poisson process and the (embedded) Markov
chain of Eq. (4.13) can be used to analyze performance, despite the heterogeneous
contact rates.

However, the assumption of purely exponential intercontact times has been chal-
lenged by real collected contact traces [177]. Recently, a solid case has been made [178,
28] for pairwise intercontact times J (ij)

m being distributed as a power law with an ex-
ponential cutoff. Using this as a starting point, we will investigate in the following,

11Even in reality, this is highly improbable in our sparse networks.
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Figure 4.14: Contact model for a toy network with N = 4 nodes and E = 4 out of 6
node pairs contacting each other.

whether the new pairwise residual times (which determine holding times Jn) allow us
to maintain our Markov model and proceed with the analysis.

(Non-)Exponentiality of Intercontact Times.
As shown in Fig. 4.14, the holding times Jn of our superposition process Mn =

{Tn, σn} are, in fact, minima of E− 1 residual times and one holding time of the orig-
inal source processes

(
T

(ij)
m

)
m∈Z

, representing pairwise intercontacts. Thus, in order

to say something about Jn, we must thoroughly understand the probability distributions
of J (ij)

m .

Cai et al. showed in [178] that, under relatively generic conditions, the pairwise
intercontact times have a probability distribution, which is a mixture between a power-
law and an exponential (i.e., power-law head and exponential tail). This has also been
confirmed in real-world traces by Karagiannis et al. [28], who analyzed the empirical
complementary cumulative distribution functions (CCDFs) of the intercontacts. As-
suming such a distribution for the pairwise intercontacts J (ij)

m , we will show that their
residuals converge to exponential distributions. Based on these findings, we can ap-
proximate the random variables Jn as exponentials, which makes the contact process a
suitable substrate for Markov models.
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Definition 4.8.2 (Contact process). Let the CCDF of the random variables J (ij)
m be:

Fij(x) =

{
Cij · x−αije−βijx, for x > t

(ij)
0 ,

1, for 0 < x < t
(ij)
0 ,

(4.14)

where t(ij)0 is the minimum intercontact time for the (i, j) node pair and Cij =
(
t
(ij)
0

)αij

eβijt
(ij)
0

is a positive normalization constant. The above function is a combination of a Pareto
distribution and an exponential distribution.

For each and every node pair (i, j), there uniquely corresponds to any fixed time
instant t exactly one index m, such that T (ij)

m−1 6 t < T
(ij)
m . Then, the residual time

on (i, j)’s contact process is the time K(ij)(t) (random variable), from t to the next
renewal epoch (next (i, j) contact):

K(ij)(t) = T (ij)
m − t. (4.15)

Then, applying our earlier observation that aggregate intercontact times are, in fact,
minima of E−1 residuals of the pairwise intercontact times and one intercontact time,
the aggregate intercontacts from Fig. 4.14 can be expressed as:

Jn−3 = Tn−3 − Tn−4 = min
(i,j)̸=(1,2)

(
K(ij)

(
T

(1,2)
m−1

)
, J (1,2)

m

)
, (4.16)

Jn−2 = Tn−2 − Tn−3 = min
(i,j)̸=(1,3)

(
K(ij)

(
T

(1,3)
m−1

)
, J (1,3)

m

)
, (4.17)

and so on for the following ones. Note that, within the aggregate contact process
(Mn)m∈Z, the residual times K(ij)(t) are correlated, as a result of the superposition.
However, it has been shown [179] that approximating a superposition of independent
renewal processes as a renewal process yields accurate results. This amounts to approx-
imating residual times K(ij)(t) as independent, and the aggregate intercontact times
above as minima of independent random variables.

With Definition 4.8.2 as a starting point, we will show, in the following, that the
residual times K(ij)(t) converge to the exponential distribution of rate βij . A validation
of this finding on our real and synthetic traces is also presented in Section 4.10.2, when
we introduce and describe each trace.

The mean residual lifetime (MRL) of a non-negative random variable X with CDF
denoted F is defined as:

MRL(t) = E[X − t | X > t] =

∫∞
t

F (x) dx

F (t)
. (4.18)

Meilijson showed in [180] that if MRL(t) converges to a constant A as t → ∞, then
the conditional distribution of (X − t) given that X > t (which is none other than the
residual of X) converges to the exponential distribution of rate A−1.

Theorem 8.1 (Residual Convergence to Exp(βij)). The pairwise residual intercon-
tact times K(ij)(t) for a superposition of heterogeneous pairwise contact processes
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obeying Definition 4.8.2, converge to the exponential distribution of rate βij , as the
pairwise contact processes approach equilibrium12 (t→∞).

Proof. In our case, the MRL is the expectation of the pairwise residual intercontact
times K(ij)(t). Using Eq. (4.14) for x > t

(ij)
0 , we obtain the following MRL for the

pairwise intercontact time variables J (ij)
m :

MRL(t) = E[K(ij)(t)] =
1

βij
· Γ (1− αij , βijt)

(βijt)
−αij e−βijt

. (4.19)

The second fraction in the above equation is known to converge to 1 as t→∞. There-
fore,

lim
t→∞

MRL(t) =
1

βij
, (4.20)

which means that the residual time K(ij)(t) converges to the exponential distribution
of rate βij , as the renewal process reaches equilibrium (t → ∞). This implies that,

if our pairwise mobility process
(
M

(ij)
m

)
m∈Z

has been going on for a very long time

(t → ∞) before we start observing it, the residual time of the (i, j) intercontacts will
be exponential with rate βij .

Considering Eqs. (4.16–4.17) and recalling that the minimum of independent ex-
ponentials is itself exponential, we can approximate the distribution of aggregate inter-
contact times (Jn)n∈Z by Exp(

∑
βij).

4.8.5 A Markov Chain Model for Distributed Optimization
Therefore, the pairwise contact probabilities pijc , that we used in the definition of our
Markov chain P = {pxy} from Eq. (4.13) can now be defined as:

pcij =
βij∑

16i<j6N βij
, (4.21)

and P = {pxy} defines indeed a discrete-time homogeneous Markov chain, as we have
initially claimed.

To analyze this chain in the rest of the paper, we use Eq. (4.14) and maximum like-
lihood estimation (MLE) to estimate the pairwise intercontact time parameters αij and
βij for all (i, j) pairs. The resulting N×N contact probability matrix Pc = {pcij} en-
tirely describes any given mobility scenario with heterogeneous node mobility. Note
that, since we are using the embedded Markov chain (Xn)N0

, all the time related quan-
tities that we calculate will be expressed in event time (measured in number of contact
events or “contact ticks”) as opposed to standard time (wall-clock time). Because our
contact process is stationary and ergodic, it is easy to revert from event time to wall
time, using Wald’s equation [182].

12An equilibrium renewal process, in the sense of [181] (page 28), is an ordinary renewal process started
in the remote past at ts → −∞, with respect to to = 0, when the observation of the process starts.
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4.8.6 DTN-Meteo’s Realism-Tractability Trade Off

DTN-Meteo, our analytical framework described in the above sections and summarized
in Fig. 4.13, relies on a set of assumptions about the characteristics of node encounters
(tail exponentiality, independence, stationarity), aiming at a good trade off between
realism and tractability. Below we discuss whether/how each assumption could be
relaxed or even lifted and how that would affect DTN-Meteo’s tractability.

Tail Exponentiality. As shown in Section 4.8.4, our framework requires that pair-
wise intercontact times obey an exponentially-tailed distribution (that is, either fully
exponential or power law with exponential cutoff). While these two cases seem to well
cover many of the related trace studies and findings, some analyses suggest that a sub-
set of pairwise intercontact times may have a heavier tail (most often Pareto). However,
attempts at obtaining even just averages of DTN performance metrics in the presence
of heavy-tailed intercontact times have only yielded asymptotic results related to finite
vs. infinite delay time (e.g. [183]).

Space/Time Heterogeneity. Realistic node mobility may feature spatial preference
(nodes visiting some locations more than others) as well as time variations (e.g. nodes
meeting predominantly at certain times of day). Spatial preference translates, in the
contact process, to higher meeting rates among nodes sharing a preferred location; such
scenarios can already be captured by DTN-Meteo through its use of heterogeneous
(arbitrary) contact rates.

Time-dependent meeting rates can be more challenging to account for. Such non-
stationarity effects are often observed as time-of-day (e.g. diurnal) periodicity, and
could sometimes be captured, with a different contact matrix for each period or time
window (as in [?], Section V.B). Depending on the time-scale of interest for the tar-
geted algorithm, it might suffice to choose the appropriate contact matrix, according
to the algorithm’s start time. Algorithm runtimes spanning multiple periods require
time-dependent Markov Chains, increasing complexity beyond solution. We keep it
for future work to investigate if any useful approximations to such time-dependency
problems are possible.

Correlation. Def. 4.8.1 implies that every node pair’s contacts are mutually in-
dependent from the contacts of all other node pairs. This is a step forward from the
usual assumption that every node moves independently from all other nodes. When all
nodes move mutually independently, all contacts happen purely by chance. With our
approximation, if nodes i and j come in contact, their two mobilities may be correlated
(i.e. they may meet on purpose, as in [40]); however, their contact will happen inde-
pendently of any other node pairs’ mobility, including node pairs involving one of i or
j.

Further correlation in node mobility and/or node contacts may refer to a number
of aspects of the mobility/contact process: almost every paper on the subject of such
correlation has a different definition for it. For example:
• [184] loosely defines correlation as the space/time heterogeneity discussed above.

This work does not perform any analytical work, but only proposes a protocol to
exploit such correlation.
• [185] uses a model of correlated node mobility, in which groups of nodes con-

fined to a disc area move together as a whole, with each group moving uniformly,
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identically and independently of other groups. Based on this model, the authors
derive asymptotic scaling laws for delay and capacity in MANETs.

• [186] models epidemic spreading using a colouring process and only requires
independence among the consecutive times for the epidemic to spread to one
additional node. It is unclear what kind of correlation this allows at the level of
node mobility or even at the level of (pairwise) contact processes. Moreover, the
analysis does not apply to DTN protocols that actually exploit correlation and
heterogeneity, thus limiting its practical relevance.

• [187] expresses correlation in the contact process as the conditional intermeeting
time between two nodes, relative to meeting with a third node (note that higher
order correlations are likely to be present in reality). Similarly to the first ex-
ample, this work does not propose any analytical evaluation, but only modifies
existing DTN protocols to account for such correlations.

All in all, these examples show that: (i) while everyone agrees that there exist cor-
relations in node mobility/contacts, the nature of these correlations is not yet clearly
understood and defined; (ii) almost all types of correlation severly limit the useful-
ness of analytical derivations, by restricting them to simple protocols such as epidemic
spreading and/or by only allowing for asymptotic results.

The current version of DTN-Meteo supports spatial heterogeneity and can be ex-
tended to also support time heterogeneity, as discussed above. DTN-Meteo could also
be extended to support, for instance, conditional intermeeting times, as in the last ex-
ample. This would essentially imply introducing additional “memory” in our Markov
chain (similarly to turning a normal Markov chain into an order-2 Markov Chain or
higher). Besides the relatively limited increase in realism, such a step explodes the state
space from N (number of nodes) for the original chain to N2 for the respective order-2
chain. Hence, we would have a similar impact on the state space of our model, making
it prohibitive to provide a prediction for anything usefully large. We thus choose to not
include this aspect in the model, and instead put our model’s prediction up against real
traces, where such effects might be present.

In conclusion, we believe DTN-Meteo strikes a good balance between realism and
analytical tractability. Improving the realism of analytical models without compromis-
ing their usefulness is a central theme of our work. An analytical model that includes
all possible human and vehicular features, in all contexts covered by existing traces,
does not exist, and even if it did, it would probably be of little use. At the same time,
we expect that DTN-Meteo might fail in some scenarios. In Section 4.10.4 we further
investigate when and how a given setting could lead to prediction accuracies.

4.9 Analyzing DTN Optimization Algorithms
In this section, we show some examples of how to use the DTN-Meteo model to quan-
tify the expected performance of an algorithm – Step (5) of the DTN-Meteo recipe from
Fig. 4.13. DTN-Meteo can also be used to analyze worst-case performance and cor-
rectness; we performed a detailed investigation of these properties using DTN-Meteo
in [188], so we focus here on average performance. Specifically, we will: (i) describe
how to calculate the expected performance of greedy algorithms for two DTN prob-
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lems (routing and content placement), from standard Markov chain analysis; and (ii)
present an example of randomized local search algorithm (based on a Markov Chain
Monte Carlo (MCMC) method) applied to content placement and derive its expected
performance. Table 4.7 summarizes this section’s notation.

To clarify, a “greedy” algorithm will always move to a better solution, if one is
available. The majority of existing DTN utility-based forwarding algorithms are in fact
greedy, always give a message replica to a “better” (according to the chosen utility) re-
lay. As we will show, such protocols might get stuck into local maxima of the problem
in hand, the existence of which depends on the interplay between the nodes’ mobility
properties and the selected utility function. Such local maxima might materialize, ex-
ample, as the message not getting delivered on time (for end-to-end message delivery),
or a highly suboptimal choice of content storers (for content placement problems). We
will start our analysis with such greedy algorithms, in the next section. However, to
circumvent the problem of such local maxima, we will show later how our framework
can be used to modify such algorithms using the correct amount of randomization to
ensure convergence to the optimal solution. We stress here that both the existence of
such local maxima (and related protocol troubles) as well as the methodology to cope
with them is a a key contribution of our proposed DTN-Meteo framework.

4.9.1 DTN-Meteo for Greedy Algorithms

We will focus here on greedy algorithms for two key problems, routing and content
placement. We use the theory of absorbing Markov chains [189], to obtain absorption
probabilities and delays for all pairs: (transient state→ absorbing state). From these,
we derive crucial performance metrics for our algorithms, such as delivery ratio and
delivery delay in routing and probability and delay in the context of optimally placing
content.

For each of the described DTN problems, there exist(s) some state(s) corresponding
to the best possible solution globally (e.g. best allocation of content replicas, or, for
routing: any state in which the destination holds a message copy). This state will
have maximum utility globally. By definition, a greedy algorithm only moves to better
states. Hence, if and when the best state is reached, there will never be any other
transition in the respective Markov Chain for the problem (since there are no better
states). Formally, we say that the chain gets absorbed.

In addition to states with maximum utility globally, there may also be network
states of lower utility, but from which it is impossible to greedily advance to higher
utility: as a very simple example, the mobility of nodes may be such, that the nodes
currently holding a content replica never directly meet the better nodes. This type of
lower utility states might or might not exist, depending on the mobility scenario and
utility function. When such a state is reached, then further transitions are, once again,
no longer possible. Thus, these states are also absorbing states in P, and we call them
local maxima. We use the following notation for the two sets of states:

GM = {x⋆ ∈ Ω | U(x⋆) > U(y), ∀y ∈ Ω} (global maxima),
LM = {x ∈ Ω \ GM | pxy = 0, ∀y ∈ Ω} (local maxima).
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N , N the network (set of nodes), resp. its size
L maximum allowed replication (number of copies)
Ω network state space (set of binary vectors x)
x⋆ optimum network state(s) (element(s) of Ω)
P Markov chain under analysis (transition matrix)
p
(0)
x initial probability for state x

pd, Td convergence probability, resp. delay
pd(x

⋆) prob. of convergence to one of several opt. states x⋆

Td(x
⋆) delay of convergence to one of several opt. states x⋆

Q transient part of P (greedy algo’s)
R1, R2 local/global opt. absorbing parts of P (greedy algo’s)
N = {nxy} fundamental matrix of P (greedy algo’s)
bxx⋆ , τxx⋆ prob., resp. delay of convergence from x to x⋆

Z = {zxy} fundamental matrix of P (randomized algo’s)
π stationary distribution of P (randomized algo’s)
mxy mean first passage time from x to y (rand. algo’s)

Table 4.7: Important notation in Section 4.9.

For example, in Spray and Wait routing, global maxima states x⋆ are the states in which
one of the L copies is at the destination node d. Local maxima states LM arise when
the probabilities pxy for transitions leaving the LM state x is zero, either because:
• δ(x,y) > 2 – the states are not adjacent, or because
• pcij = 0 – the required nodes never meet, or because
• U(y) < U(x) – neighboring states y have lower utilities.

Every other solution in Ω \ GM is a transient state. Denote by TR ⊂ Ω, the set of
transient states. Then, Ω = GM∪ LM∪ TR.

In order to derive absorption related quantities, we write the matrix P in canonical
form, where states are re-arranged such that transient states (TR) come first, followed
by absorbing states corresponding to local maxima (LM), followed by maximum util-
ity states GM:

TR LM GM

P =

 Q R1 R2

0 I1 0
0 0 I2

 TR
LM
GM

(4.22)

Let |GM| = r2, |LM| = r1 and |TR| = t. That is, there are r2 optimum states,
r1 local maxima and t transient states. Then, I1 and I2 are, respectively, the r1 × r1
and the r2× r2 identity matrices, Q is a t× t matrix, and R1 and R2 are, respectively,
non-zero t× r1 and t× r2 matrices.

We can now define the fundamental matrix N for the absorbing Markov chain as
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follows:
N = (I−Q)−1 = I+Q+Q2 + · · · (4.23)

The last equality is easy to derive (see [189], page 45). N is a t × t matrix whose
entry nxy is the expected number of times the chain is in state y, starting from state
x, before getting absorbed. Thus, the sum of all elements of line k of the fundamental
matrix of an absorbing Markov chain is the expected number of steps until absorption,
when starting from state k.

Finally, for the derivation of absorption quantities, we also need the initial proba-
bility distribution, p(0)x , of the DTN-Meteo chain (Xn)n∈N0 . For illustrative purposes,
let us assume that all N nodes are equally likely content/message sources. However,
we cannot directly use this as the initial probability distribution of our chain, since
the model does not include the algorithms’ replication phase (as explained in Sec-
tion 4.8.1). Therefore, we derive the initial probability distribution for all states x ∈ Ω
(with exactly L copies at L different nodes) as:

p(0)x =
1

N

∑
i | xi=1

P[X0 = x | source is i]. (4.24)

The conditional probability above may be hard to calculate depending on the initial
replication strategy. For the sake of tractability, we assume that simple source spray-
ing [175] is used and that the spreading completes before the forwarding algorithm
starts. We defer the treatment of more sophisticated initial spreading conditions to
future work. Then:

p(0)x =
1

N

∑
i | xi=1

∏N
j=1 xjp

c
ij∑

y | yi=1

(∏N
j=1 yjp

c
ij

) . (4.25)

From Absorption Analysis to Practical Metrics. Based on the fundamental matrix
and the initial probability distribution, we can now easily derive the metrics of interest
for any algorithm of our class. In the following theorems, we show how to do this for
our example problems: routing and content placement. However, the theorems apply
to any other problem unchanged, as long as the state space and utility are defined.

Theorem 9.1 (Success Probability). Routing: The end-to-end delivery probability for
a greedy routing algorithm modeled by chain P starting from any initial source(s) with
equal probability, is

pd =
∑

x⋆∈GM
pd(x

⋆) =
∑

x⋆∈GM

( ∑
x∈TR

p(0)x bxx⋆

)
, (4.26)

where bxx⋆ is the probability of being absorbed at state x⋆, given we start at x and
p
(0)
x is the probability of starting at x.

Content Placement: The success probability of greedy content placement finding
the best set of L relays, starting from any initial source(s) with equal probability obeys
the same relation.
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Proof. Using first step analysis, it is relatively straightforward to obtain individual ab-
sorption probabilities bxx⋆ in matrix form, as B⋆ = NR2, where B⋆ = {bxx⋆} is a
t× r2 matrix. We refer the interested reader to [182], for a comprehensive proof of this
theorem.

In addition to knowing what chances a greedy algorithm has of finding an optimal
solution, we are also interested in how long it will take. In the following theorem,
we derive the expected end-to-end delivery delay of routing and the convergence de-
lay of content placement using the fundamental matrix N and the individual delivery
ratios/success probabilities pd(x⋆) =

∑
x∈TR p

(0)
x bxx⋆ defined in Eq. (4.26) above.

Theorem 9.2 (Expected Delay). Routing: The expected end-to-end delivery delay for
a greedy routing algorithm modeled by chain P, starting from any source with equal
probability, given that it does not get absorbed in any local maximum is:

E[Td] =
∑

x⋆∈GM

pd(x
⋆)

pd
E[Td(x

⋆)] =
∑

x⋆∈GM

pd(x
⋆)

pd

( ∑
x∈TR

p(0)x τxx⋆

)
, (4.27)

where τxx⋆ is the (discrete) delay of being absorbed at state x⋆, given we start at x,
and p

(0)
x is the probability of starting at x.

Content Placement: The expected convergence delay for greedy content placement
to find the best set of L relays, starting from any initial source with equal probability
obeys the same relation.

Proof. Assume we start in a transient state x of our chain Xn and compute all condi-
tional transition probabilities, given that the process ends up in optimal state x⋆. Then,
we obtain a new absorbing chain Yn with a single absorbing state x⋆. The transient
states are unchanged, except we have new transition probabilities. Then, the vector of
absorption delays τx⋆ = {τxx⋆} is obtained from the fundamental matrix of the new
chain, as the matrix’ row sums.

This process must be repeated for all x⋆ ∈ GM. Then, using the initial probabil-
ities p(0)x and the law of total expectation, Eq. (4.27) is obtained. We refer the reader
to [182], for a comprehensive proof of this theorem.

4.9.2 DTN-Meteo for Randomized Local Search
So far, we have only considered greedy algorithms, for which the acceptance probabil-
ity Axy from Section 4.8.3 is always 0 or 1: a better solution is always chosen and a
worse one is never chosen. This feature makes the Markov chain (Eq. (4.13)) for the
problem absorbing and may also create local maxima, where greedy algorithms may
get blocked.

To this end, randomized local search algorithms have been proposed. While a ran-
domized local search still deterministically accepts a better (higher utility) solution, it
may also move to a lower utility solution with a probability Axy > 0. These probabili-
ties (of moving to lower utility states) are calibrated so as to provably converge to the/an
optimal solution. One example of a class of such randomized local search algorithms
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are Markov Chain Monte Carlo (MCMC) methods [173]. While MCMC methods are
often used to simulate and sample complex (and non-invertible) functions, they also
provide a powerful tool for stochastic optimization. The most commonly used MCMC
optimization algorithm and also our choice for this example is Metropolis-Hastings.

As transitions between two adjacent states are now possible in both directions, the
DTN-Meteo Markov chain (Eq. (4.13)) for an MCMC algorithm is not absorbing.
Moreover, since we have established in Section 4.8.4 that mobility is stationary and
ergodic, the DTN-Meteo chain is, as well, stationary and ergodic. It has a unique
stationary distribution, which depends on both the contact probabilities (mobility) and
on the acceptance probabilities (algorithm). The latter can be chosen by the algorithm
designer.

Since we are interested in finding a/the global maximum solution, we naturally
should try to maximize the stationary probabilities of good (high utility) solutions.
One example of such a distribution is the Gibbs distribution [173]:

π(x) =
exp

(
U(x) · T−1

)∑
y∈Ω exp (U(y) · T−1)

, (4.28)

where T is an algorithm parameter, the temperature. When T is small, the distribution
is concentrated around the large values of U(x) and thus, the algorithm converges to a
“good” solution with high probability.

Using the Metropolis-Hastings acceptance probability formula [173] and the above-
defined stationary distribution, we obtain the following:

Axy = min

(
1,

π(y)

π(x)

)
= min

(
1, exp

(
U(y)− U(x)

T

))
. (4.29)

A Metropolis-Hastings algorithm using this acceptance probability has been proved to
eventually converge to an/the optimum solution [173].

To sum up, assuming that node mobility creates a connected contact graph (i.e.
for all nodes i, there exists at least one node j such that their meeting probability
pcij > 0) and recalling that our mobility process is ergodic, the Markov chain of our
randomized local search algorithm will be irreducible and aperiodic, with π(x) as its
unique stationary distribution. Since we have chosen π (see Eq. (4.28)) to be highly
concentrated around the states x⋆ ∈ GM with the largest utility, the Markov chain,
and hence, the algorithm, will eventually converge to those states with high probability
(P[convergence]→ 1).

Remark: Sometimes, the temperature parameter T is varied during the algorithm’s
operation, in order to speed up convergence. This is known as simulated annealing,
when T starts relatively high and gradually “cools down”. However, it is beyond the
scope of our paper, as we do not focus on “tweaking” the algorithm itself.
Convergence Analysis for Randomized Local Search. Since the Markov chain is
now irreducible, hitting an optimal state does not guarantee that the algorithm stays
there forever. Convergence to one of the optimum states x⋆ ∈ GM now corresponds
to the first hitting/passage time(s) to (one of) the respective state(s) x⋆ ∈ GM in an
ergodic Markov chain, starting from any other state y ∈ Ω \ GM.
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The first passage time may still correspond exactly to a performance metric of
interest, for example end-to-end delay in routing (the algorithm terminates as soon as
the destination node has been reached). However, in other cases, the first passage time
will be a lower bound, for example, for the delay of reaching the optimum content
storers in content placement. If the algorithm is designed correctly (according to the
remark above), this bound can become tight.

Several methods are available for the analysis of stationary and ergodic Markov
chains, from first step analysis to the electric network analogy, and including spectral
properties. In the following, we will use an approach similar to the one in Section 4.9.1,
based on an equivalent of the fundamental matrix for ergodic chains, derived from first
step analysis:

Z = (I−P+Π)−1, (4.30)

where Π is a matrix with each of its rows being the stationary probability vector π
(Eq. (4.28)) for transition matrix P.

We will derive a lower bound for the expected convergence delay of randomized
content placement and the exact expected end-to-end delay of randomized routing, in
an equivalent way to Theorem 9.2. We use the new fundamental matrix Z and the
initial probability vector derived in Eq. (4.25).

Recall from Section 4.9.1 that, for each DTN problem’s state space, there may be
more than one optimal (maximum utility) state x⋆. For example, in fixed-replication
routing, all of the

(
N−1
L−1

)
states in which one of the L copies is at the destination node d

are equally good and will form the set GM. This is less likely in our content placement
example, where all of the L relays defining a network state x count towards that state’s
final utility U(x).

When several optimal states are present, each of their first passage times must be
combined, in order to obtain the final performance metric of the randomized local
search algorithm (e.g., end-to-end delivery delay in routing or convergence delay in
content placement). Below, we will first show how to derive the first passage time for
a unique optimal state (Theorem 9.3) and then how to combine the results to obtain the
final performance metrics (Corollary 4).

Theorem 9.3 (First Passage Time). Assuming a unique optimal state x⋆, a lower
bound for the expected convergence delay of a randomized algorithm modeled by our
Markov chain P, starting from any source with equal probability is:

E[Td(x
⋆)] >

∑
y ̸=x⋆

p(0)y

zx⋆x⋆ − zyx⋆

π(x⋆)
, (4.31)

where Z = {zxy} is the fundamental matrix for ergodic chains and |Ω| is the size of
the solution space.

Proof. In [189] (p. 78), the authors prove that the matrix M, containing the mean
first passage times from any state x ∈ Ω to any other state y ∈ Ω is given by: M =
(I − Z + EZdg)D, where E is a square matrix with all entries 1, Zdg agrees with
Z on the main diagonal and is 0 elsewhere, and D is a diagonal matrix with diagonal
elements dyy = (π(y))

−1.
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From a given state y to the unique optimal configuration x⋆, the mean first passage
is element myx⋆ of M, which from above can be written as:

myx⋆ =
zx⋆x⋆ − zyx⋆

π(x⋆)
. (4.32)

Using the initial probability distribution in Eq. (4.25), we calculate the weighted aver-
age of Eq. (4.32) over all non-optimal states y to obtain the expected first passage time
starting from any source node with equal probability to the unique optimal state x⋆ as
shown in Eq. (4.31).

To address the case when the several optimal states of equal utility values are
present, we must also obtain the probabilities for each of those optimum states to be
reached first (i.e., before any other optimum state), in addition to the first passage
times. Then, using the first passage times calculated as above, we can derive, e.g., the
expected end-to-end delay of randomized routing.

The probability for an optimum state x⋆ to be reached before any other optimum
state can be easily calculated by setting all states x⋆ ∈ GM as absorbing in our Markov
chain of the randomized local search algorithm and using Theorem 9.1 from Sec-
tion 4.9.1 to calculate each pd(x

⋆). (Note that, in this case, it will not make sense
to add up the probabilities, like in Theorem 9.1. They will simply sum to 1, as there
will be no other absorbing states in the chain.)

Corollary 4 (Expected Delay). The exact expected end-to-end delivery delay for a
randomized routing algorithm modeled by chain P, starting from any source with equal
probability, is:

E[Td] =
∑

x⋆∈GM
pd(x

⋆)E[Td(x
⋆)] (4.33)

where E[Td(x
⋆)] is given in Eq. (4.31). A lower bound for the expected convergence

delay for randomized content placement to find the best set of L relays, starting from
any initial source with equal probability obeys the same relation.

Summarizing Section 4.9, we have shown detailed examples of how to use the
DTN-Meteo model and Markovian analysis, to quantify the worst-case and expected
performance of two types of algorithms (purely greedy and randomized local search),
for two important DTN problems: routing and content placement. We have used
generic utility functions, only requiring that the functions be time-invariant and that
they can be locally calculated at each node.

In Section 4.10, we validate the accuracy of the results provided by DTN-Meteo
against simulation results from both real world traces and synthetic mobility models.
We use state-of-the-art routing and content placement algorithms, whereof the utility
functions obey our requirements.

4.10 Applications to Communication Algorithms
In this section, we apply DTN-Meteo to the state-of-the-art routing algorithms – Sim-
Bet [147] and BubbleRap [169], and to content placement, all of them using the first
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two replication strategies in Table 4.6: single-copy and fixed budget L. None of these
utility-based algorithms can be modeled by existing tools. We also describe in more
detail the practical value of DTN-Meteo through various usage examples, as well as
through comparison with simulations.

4.10.1 Utilities for Routing and Content Placement
First, we briefly describe the utility used by each algorithm. These utilities were chosen
by the designer of the proposed algorithms for the respective problem, and are not
necessarily optimal (different utilities would define different algorithms).

In many recent protocols (including our case studies), a node’s utility is assessed
using the strength of its mobility ties to other nodes, e.g., based on contact frequency
and/or duration etc. These tie strengths are sometimes used as such. However, predom-
inantly, they are aggregated in a single static (“social”) graph, on which node utility can
be mapped to metrics from social network analysis, such as centrality and community
membership or similarity. This may be a weighted (W) or a binary (Wbin) graph.
For our case studies, we use normalized pairwise meeting frequencies as weights wij .
When necessary, we obtain Wbin from W by keeping only the highest weights up to
the optimal link density [38], as explained earlier in Chapter 4.

Content Placement

Recall the goal of content placement: to make popular content (news, software update
etc) easily reachable by interested nodes, by pushing L copies of it from its source to
L “strategic” relays. The accessibility that a relay offers to the rest of the network is
related to the expected meeting delay between the relay and any other node. This delay
is minimized (and accessibility maximized) by relays who meet the highest number
of (unique) nodes per unit time [190]. Using the graph W, this number amounts to
a node’s degree: di =

∑N
j=1 wij , with wii = 0 by convention. Thus, we define the

utility of a network state x as:

U(x) =
∑N

i=1
xi · di. (4.34)

MIT INFO ETH TVCM

Scale and
context

92 campus stu-
dents & staff

41 conference at-
tendees

20 lab students &
staff

24/104 nodes,
2/4 disjoint
communities

Period 9 months 3 days 5 days 11 days
Scanning In-
terval

300s (Bluetooth) 120s (Bluetooth) 0.5s (Ad Hoc
WiFi)

N/A

# Contacts to-
tal

81 961 22 459 22 968 1 000 000

Table 4.8: Mobility trace characteristics.
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SimBet

is a DTN routing algorithm based on social network analysis. It assesses similarity
(number of neighbors in common) to detect nodes that are part of the same community,
and (ego) betweenness centrality to identify bridging nodes, that could carry a message
from one community to another. We calculate these metrics on the binary graph Wbin.
Thus, in SimBet the utility of node i, for a destination node d is13:

ud(i) = α · Simd(i) + β ·Bet(i) (4.35)

and the utility of a network state is, as above, the sum of individual relay utilities:
Ud(x) =

∑N
i=1 xiud(i).

SimBet was first published as a single-copy utility-based protocol. It was later
enhanced [147] with the option of using a fixed number of copies L.

BubbleRap

uses an approach to routing similar to SimBet. Again, betweenness centrality is used to
find bridging nodes until the content reaches the destination community. Communities
are explicitly identified by a community detection algorithm, instead of implicitly by
using similarity. Once in the right community, content is only forwarded to other nodes
of that community: a local centrality metric is used to find increasingly better relays
within the community. We use Wbin to obtain betweenness and apply the Louvain
method [166] on the same graph to detect communities. Thus, in BubbleRap the utility
of node i, for a destination node d is:

ud(i) = I{i ∈ Cd} · LBet(i) + I{i ∈ Cd} ·GBet(i), (4.36)

where I{i ∈ Cd} is an indicator variable for node i belonging to the destination’s com-
munity, and LBet(i) and GBet(i) are the local and global centralities, respectively.
The utility of a network state is: Ud(x) =

∑N
i=1 xiud(i).

Bubble Rap does not originally limit the number of copies, but this is easily accom-
plished with only insignificant modification of the algorithm.

For all three problems, the respective Markov chain P from Eq. (4.13) is now en-
tirely defined14 and we can apply the convergence analysis from Section 4.9 to both
the purely greedy and to the randomized local search versions of each of them. While
content placement fundamentally differs from routing (in one problem, node charac-
teristics are sought for, in the other the nodes themselves), our three example problems
are suddenly similar: same state space, just different utilities. This is, to a great extent,
the merit of our unified framework DTN-Meteo, whose declared goal is to exploit the
similarities of DTN problems and algorithms. On a practical level, applying the analy-
sis step of DTN-Meteo to each problem still exhibits some particularities: (i) content
placement, has a single utility function per network scenario – in routing, we must
evaluate a collection of utilities (one per destination d) for each network; (ii) content

13For parameters α and β, we use the original paper values: α = β = 0.5.
14The state space Ω is formed by all L-node subsets of N , i.e., |Ω| =

(N
L

)
, as we ignore the delay of the

initial replication phase.
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Figure 4.15: Results of the χ2 goodness-of-fit test for exponentiality

placement usually has a single optimal state – in routing, for each utility function or
destination d, there are

(
N−1
L−1

)
optimal states (any subset of L nodes containing d);

(iii) local maxima (and thus an algorithm’s behavior) radically change with the utility
function, as shown in [182].

4.10.2 Traces and Mobility Models
To cover a broad range of scenarios, we use three real contact traces and two synthetic
mobility trace for validation: (i) the Reality Mining trace (MIT) [164], (ii) the Infocom
2005 trace (INFO) [191], (iii) the ETH trace [172], and (iv) two synthetic scenarios
created with a recent mobility model (TVCM104, TVCM24) [?], which is theoretically
tractable and very well-understood.

Their characteristics are summarized in Table 4.8. In addition, we also validate on
these traces, the theoretical result we obtained in Section 4.8.4. In that section, we
showed that despite the fact that pairwise intercontact times may not always obey the
exponential assumption, the pairwise residual intercontact times can still be exponen-
tial, as long as the pairwise intercontact times have an exponential tail.

To validate this in the above traces, we used MATLAB’s χ2 goodness-of-fit test
for exponentiality of both pairwise intercontact times and their residuals15. Recall that
goodness-of-fit tests measure the distance between the empirical CDF (i.e., the one
observed in traces) and the CDF of the hypothesized distribution (exponential, in our
case). The hypothesis is rejected if the distance is not small enough (this is determined
via the significance level). We chose the χ2 test as: (i) it makes no strong assumptions
about the samples, (ii) it applies even when the parameters of the hypothesized distri-
bution are estimated from the samples, and (iii) it can test for any distribution (discrete
or continuous), for which the CDF can be computed. However, the χ2 test does require
a large enough sample size in order to be valid, therefore we only tested pairs with at

15To sample residuals of a given node pair (i, j), we determine the times of its first and last contacts
in the trace. Between these times, we randomly select geometrically-spaced contacts of any node pair (to
ensure Bernoulli arrivals) and measure the time from the selected contact to the next (i, j) contact. We aim at
sampling about the same number of residuals as there are (i, j) contacts (i.e., about one residual per contact).
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least 50 contacts (in all but the INFO trace, this represents more than 70% of all con-
tacts). Finally, the test also requires binning, to be done such that no bin has less than
5 samples. We found that, in most cases, a good number of bins is between 15 and
25 (MATLAB attempts to merge bins with less than 5 values and issues a warning if it
fails).

eth info mit tvcm24 tvcm104
0

500

1000

1500

2000

2500

3000

3500

4000

E
xp

ec
te

d 
de

la
ys

Traces

Expected convergence delay

 

 

pred.
meas.

(a) Absorption by optimum

eth info mit tvcm24 tvcm104
0

500

1000

1500

2000

2500

3000

3500

4000

E
xp

ec
te

d 
de

la
ys

Traces

Expected convergence delay (local max.)

 

 

pred.
meas.

(b) Absorption by local max.

Figure 4.16: Absorption probability validation for purely greedy content placement
and routing.
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Figure 4.17: Expected delay validation for state-of-the-art routing schemes.

Under these settings, Fig. 4.15 shows that, in all traces, a large percentage of pair-
wise residual times are exponential, despite the much smaller percentage of corre-
sponding pairwise intercontact times. The results are similar under a variety of sig-
nificance levels and numbers of bins. This serves to validate our theoretical analysis
from Section 4.8.4 in the real world.
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4.10.3 Measuring the Accuracy of DTN-Meteo

In simulations (trace replays), we measure absorption or convergence quantities – prob-
abilities and average delays – as follows. For every node i in the network, we set i as a
source of content/messages and do one simulation run. For the two routing algorithms,
we do one run per source–destination node pair (using only a subset of randomly cho-
sen destinations, in larger scenarios). In each run, the source node i generates pieces of
content/messages using a Poisson process. This ensures, via the PASTA property [192],
that we do not introduce any sampling bias. The content/message generation process
produces a sample of at least 1 000 observations per source node/run for shorter traces
and up to 15 000 observations per source node/run for longer ones. For all measured
delays, we compute the 95th percentile using the normal distribution (too small to be
visible in most plots).

To obtain the source (and destination) independent metrics, we then average over
all source (and destination) nodes.

L
Optimum Best local max.

pred. meas. pred. meas.

ETH 5 1.00 1.00 N/A N/A
INFO 3 0.34 0.36 0.18 0.20
MIT 2 0.39 0.38 0.42 0.42
TVCM24 4 0.10 0.10 0.38 0.38
TVCM104 2 0.30 0.28 0.25 0.26

Table 4.9: Absorption probabilities

Tab. 4.9 shows the measured vs. predicted (Thm. 9.1) success probabilities of
greedy content placement. The first two columns give the probability of absorption
by the global optimum, the second two – the probability of absorption by a local max-
imum. In all cases, the prediction is reliably accurate, both with a single absorbing
state, the global maximum (in ETH) and when local maxima are present, resulting in
multiple absorbing states (in INFO, MIT, TVCM24, TVCM104). The delivery ratios
of the greedy routing algorithms show similar accuracy; we omit them due to space
limitations.

The first two plots in Fig. 4.17 compare the measured and predicted (Thm. 9.2)
values of the convergence delay of greedy content placement, averaged over all initial
states (L values as in Tab. 4.9). The theoretical results coincide once again surprisingly
well with the measured delays, both for absorption by the optimum state – Fig. 4.16(a),
and for absorption by a local maximum – Fig. 4.16(b). In Fig. 4.16(b), the ETH trace
does not have any local maxima with our utility.

Figs. 4.17(a) and 4.17(b) compare the measured and predicted (Thm. 9.2) values of
the end-to-end delivery delay of greedy SimBet and BubbleRap routing, averaged over
all initial states (L values as in Tab. 4.9). Again, the theoretical results of both algo-
rithms coincide well with the measured delays, except for BubbleRap routing on the
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Figure 4.18: Predictions and meas. for randomized content placement and routing

MIT trace. We investigate the potential causes of such deviations in the Section 4.10.4.
Finally, in Fig. 4.18, we explore the randomized versions of content placement and

SimBet routing. As explained in Section 4.9.2, randomization helps navigate around
local maxima, at the cost of convergence time. Figs. 4.18(a) and 4.18(b) show the pre-
dicted (Thm. 4) versus measured values for randomized content placement and respec-
tively, randomized SimBet routing. The predictions generally show similar accuracy
as their greedy counterparts, with the exception of randomized SimBet routing on the
ETH trace and the TVCM104 scenario. This is also examined in the following.

4.10.4 What Influences the Accuracy of DTN-Meteo?
As seen above, in some cases, the prediction of DTN-Meteo may deviate from the
results obtained through simulation. In this section, we discuss the factors that lead to
such discrepancies. These factors fall generally in two categories: First, the simulation
results may be statistically unreliable, usually because the underlying trace is not long
enough. Second, DTN-Meteo’s operation may be disturbed by breaking one or more
of the three basic assumptions made in Section 4.8.4 (tail exponentiality, stationarity,
independence).

Looking into the first category, simulation results on single trace instances can be
deceiving. If the algorithm’s expected time to completion is larger than the trace’s
length, simulation results will gravely underestimate that algorithm’s delay: in routing,
for example, the delay will be calculated over only the small subset of messages that
do get delivered, producing a very biased statistic. This is readily noticeable in the
case of randomized algorithms. While these algorithms can provably “escape” local
maxima, they might take long to do so, as pointed out in Section 4.9.2. This problem
has been explored in detail and illustrated through an example in Fig. 9 from [182].
In contrast, DTN-Meteo can produce a reliable estimate of the expected delay, quickly,
even for the scenarios corresponding to such traces, provided there are enough samples
to estimate the pairwise contact rates. Furthermore, DTN-Meteo allows one to pick
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the right simulation duration when using synthetic simulation models. We consider
additional applications of our framework in Section 4.10.5.

Significant departures from the assumptions made by our framework, can create
further problems. At the same time, as discussed in Section 4.8.6, dropping one of our
three basic assumptions (tail exponentiality, stationarity, independence) can quickly
render an already complex framework intractable. Although it is usually hard to isolate
each of these factors, synthetic mobility models (e.g. TVCM [?]) have independent
node mobility by design and can be made to create stationary scenarios. We can there-
fore isolate and test the effect of non-exponentiality. In the simplest case of TVCM,
nodes exhibit some spatial preference (a common characteristic of human mobility, of-
ten responsible for the observed “communities” in a contact graph) as follows: each
node has a small, local “home” area and performs random trips inside this area, fol-
lowed by some roaming trips around the whole network area, then back to doing home
trips, and so on, driven by a simple 2-state Markov chain.

Lemma 4.2 of [193] shows that, in order for pairwise intermeeting times in this
simple model to have an exponential tail, a first requirement is that the nodes’ transmis-
sion range must be significantly smaller than the size of their preferred subarea (and,
implicitly, than the whole network area, as well). To show the effect of the nodes’
transmission range on DTN-Meteo’s prediction accuracy, we used a simple TVCM
scenario with 20 nodes moving within an area of 200 × 200. Nodes are split in two
groups of 12 and, respectively 8 nodes, each with their own preferred subarea. The two
subareas are equally sized (84 × 84) and non-overlapping. The strength of the nodes’
spatial preference is controlled by the home probability: the probability that the next
trip is spent exclusively within the node’s preferred subarea, as opposed to “roaming”
over the whole area. Varying the home probabilities and the nodes’ transmission range,
Fig. 4.19(a) shows DTN-Meteo’s prediction error relative to simulation results for con-
tent placement with L = 1 copy. The error drops significantly at all levels of spatial
preference, as the transmission range is reduced and the intercontact times become
more exponential.

A second interesting observation is that the error increases as the home probability
increases (up to 0.9) and then falls again, when communities become disjoint (i.e. home
probability is 1, making nodes move only locally). This is also predicted by Lemma 4.2
in [193], which says that the 2-state chain driving local and roaming trips must have
converged between two consecutives contacts of two nodes, for the intermeeting time
of these nodes to have an exponential tail. While this convergence is also affected by
transmission range (as clearly evident in Fig. 4.19(a)), it results from a more subtle
interplay of various spatial factors.

Summarizing, the above example allows us to conclude that: (i) departures from
exponentiality in the underlying mobility model are already known to lead to prediction
inaccuracies, even for the analytical predictions of expected intercontact times (as can
be seen by the prediction errors of [?]); hence, this seems to be the main culprit for
DTN-Meteo’s inaccuracies, at least in the case of TVCM; more importantly, DTN-
Meteo itself does not lead to additional errors; (ii) in many cases, when it comes to
synthetic models, one can tune out such sources of error, or at least predict parameters
that would lead to non-conforming scenarios.

The above analysis already provides some hints as to potential problems in real

117



0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

R
e
la

ti
v
e
 e

rr
o
r 

(%
 o

f 
m

e
a
s
u
re

m
e
n
t)

Home probabilities (tvcm20 scenario)

Relative error in average convergence delay

 

 

tx=2

tx=5

tx=10

tx=20

tx=30

(a) Greedy content placement (L = 1)

info mit
0

10

20

30

40

50

60

70

R
el

at
iv

e 
er

ro
r 

(%
 o

f m
ea

su
re

m
en

t)

Traces

Relative error in average end−to−end delay

 

 

original
w/o rejected links (χ2: 20 bins, sig. 99.9%)
w/o rejected links (χ2: 15 bins, sig. 95%)

(b) BubbleRap (L = 1)

Figure 4.19: Effect of (non-)exponentiality on relative errors of predicted delays

traces: community structure is particularly strong in the MIT trace16 (compared to
ETH and INFO), and it is very likely to originate, at least partially, from spatial pref-
erence (even if more complex than described above). Further, there is also evidence of
node mobility correlations [40], not present in the TVCM case. Although, traces are
not really amenable to a similar “sensitivity” analysis, it may still be possible to get an
idea of the effect of (tail) non-exponentiality, by ignoring those links in simulation and
analysis, for which the χ2 test rejects the exponential hypothesis (see Section 4.10.2).
Fig. 4.19(b) shows DTN-Meteo’s prediction error relative to simulation results for Bub-
bleRap with L = 1, in three variants of the INFO and MIT traces17: the original trace,
and the trace without links rejected by χ2 at significance levels 95%, and respectively
99.9%. Decreasing the significance level makes it easier for the test to reject the expo-
nential hypothesis (i.e., more links to ignore). Thus, Fig 4.19(b) shows that the more
non-exponential links we ignore, the better DTN-Meteo’s prediction. In other words,
while DTN-Meteo can tolerate a number of non-exponential links, its prediction will
slowly worsen, as this number increases.

4.10.5 The Practical Value of DTN-Meteo
Beyond the theoretical aspects of our analysis, we show here how DTN-Meteo may
be useful to protocol or system designers. We believe this utility is along three main
directions.

Correctness Analysis: First, DTN-Meteo offers valuable insight into a protocol’s
inner-workings, which simulations alone cannot provide: e.g., a small delivery ratio
can be directly linked to the presence of local maxima. This is a crucial issue for
greedy algorithms in DTNs. Our model can predict whether a given (greedy) algorithm
will work for a given mobility scenario; if it does not, some randomization may need

16As shown in Table 4.8, the MIT Reality experiment followed people along their daily routine on a larger
scale and for a much longer time than the other two traces, making it more likely to observe such structure.

17ETH has less nodes, making it harder to perform such operations.
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to be introduced (as discussed in Sec. 4.9.2). Moreover, DTN-Meteo allows to identify
which properties of mobility or of the utility function are responsible for such conver-
gence or lack thereof. For example, in [182], we treat this issue at large for the case of
greedy content placement, and find that this algorithm is only correct under relatively
strong requirements on the mobility scenario: for L-copy greedy content placement,
each node should have at least L higher utility neighbor nodes.

Protocol Tuning: DTN-Meteo can also be used for tuning key protocol parameters.
For example, in Table 4.10 we show how to choose the right number of replicas for
SimBet to achieve a desired performance on the ETH scenario. It can further help tune
parameters of a utility function (e.g. α and β in SimBet) or compare two functions, to
have as little local maxima as possible and good delays.

Desired Expected Delay < 475 285 190 135
Minimum Required L 1 2 3 4

Table 4.10: Minimum L to achieve expected delay in ETH with SimBet

Simulation Speedup/Tuning: Finally, DTN-Meteo has a number of advantages
over simulations, when used for the (quantitative) performance evaluation of DTN al-
gorithms. First, as mentioned above, trace-driven simulations often suffer from the
rather short time span of the data collection, which makes it hard to achieve statis-
tical significance. This is especially true when evaluating algorithms with (average)
completion/convergence times longer than the trace.

Second, even if the trace is long enough, simulations usually require considerably
more resources (time, computational power) to achieve the same level of statistical
significance as DTN-Meteo. As an example, consider the case of unicast routing. To
obtain the average delay from all source nodes to a certain destination d, DTN-Meteo’s
largest task consists in inverting a matrix. Depending on the matrix’ size (determined
by the network size and number of copies allowed) and sparsity, this can require from
a few milliseconds to an hour, on a regular laptop computer. In contrast, obtaining the
same results through simulations requires the trace to be replayed as many times as
there are source nodes, each time generating a large enough number of messages to
achieve a good confidence level. In our experience, in function of the trace length, the
network size and the number of copies allowed, this may require a computer cluster
and may take from half an hour to a day or even more.
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So far we have considered offloading mainly through Device-to-Device commu-
nication, exploiting the storage resources of mobile nodes and the local bandwidth
between nearby devices. Specifically, we have assumed that nodes opportunistically
(i.e., when they themselves discover a nearby device, and not controlled by an opera-
tor as in cellular D2D models) exploit an “out-of-band” channel (e.g., WiFi, 802.11p,
Bluetooth) to exchange or relay end-to-end messages or content. Additionally, we have
assumed that participating nodes are tolerant to some delays, not requiring the desired
files to be delivered or retrieved immediately, but instead can wait (or sometimes must
wait) until this opportunistic D2D exchange achieves delivery. In this second part of
the thesis, we will mostly move away from D2D communication and consider a het-
erogeneous cellular infrastructure, where the goal is again to offload data traffic but
this time from expensive parts/links of the infrastructure (expensive in terms of cost or
congestion, etc.) towards cost-efficient ones. In this first chapter of Part II, we will still
maintain that aspect of delay tolerance, but consider a HetNet with WiFi and Cellular
connectivity.

5.1 Introduction
A common cost-effective way to cope with the problem of highly congested mobile
networks has been offload some traffic to WiFi networks. In 2016, 60% of the total
mobile data traffic was offloaded through WiFi or femto-nodes. Wireless operators
have already deployed or bought a large number of WiFi access points (AP) [194].

There are two main types of WiFi offloading. The usual way of offloading is on-
the-spot offloading: when there is WiFi available, all traffic is sent over the WiFi net-
work; otherwise, all traffic is sent over the cellular interface. This is standard prac-
tice in today’s industry. More recently, “delayed” offloading has been explored: if
there is currently no WiFi availability, (some) traffic can be delayed instead of being
sent/received immediately over the cellular interface. In the simplest case, traffic is
delayed until WiFi connectivity becomes available. This is already the case with cur-
rent smartphones, where the user can select to send synchronization or backup traffic
(e.g. Dropbox, Google+) only over WiFi. A more interesting case is when the user
(or the device on her behalf) can choose a deadline (e.g. per application, per file, etc.).
If up to that point no AP is detected, the data are transmitted through the cellular net-
work [195, 51].

As a first contribution on this topic, we analyzed the case of on-the-spot offloading
in [49, 50]. We model the transmission of traffic as a queue with multiple transmission
states (corresponding to WiFi connectivity, cellular connectivity, or even multiple lay-
ers of cellular infrastucture such as macro, pico, femto, etc.), and stochastic transitions
between these states that depend on user mobility and network topology. In this chapter
we will focus on the case of delay offloading. Delayed offloading offers additional flex-
ibility and promises potential performance gains to both the operator and user. First,
more traffic could be offloaded, further decongesting the cellular network. Second, if
a user defers the transmission of less delay-sensitive traffic, this could lead to energy
savings [196]. Finally, with more operators moving away from flat rate plans towards
usage-based plans [197], users have incentives to delay “bulky” traffic to conserve their
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plan quotas or to receive better prices [9].
Despite it’s promise, at the time of our investigation, there was no real consensus as

to the added value of delayed offloading. Recent experimental studies largely diverge
in their conclusions about the gains of delayed offloading [195, 51]. Additionally, the
exact amount of delay a flow can tolerate is expected to depend heavily on (a) the
user, and (b) the application type. For example, a study performed in [198] suggests
that “more than 50% of the interviewed users would wait up to 10 minutes to stream
YouTube videos and 3-5 hours for file downloads”. More importantly, the amount of
patience will also depend on the potential gains for the user. As a result, two interesting
questions arise in the context of delayed offloading:

• If deadlines are externally defined (e.g. by the user or application), what kind
of performance gains for the user/operator should one expect from delayed of-
floading and what parameters do these depend on?

• If an algorithm can choose the deadline(s) to achieve different performance-cost
trade offs, how should these deadlines be optimally chosen?

We will first consider the former question, propose a queueing analytic model for
delayed offloading, based on 2D Markov chains, and derive expressions for the average
delay, and other performance metrics as a function of the deadlines, and key system
parameters. We will also give closed-form approximations for different regimes of
interest (Section 5.2). Subsequently we will discuss how traffic should be “steered”
between the two interfaces, towards achieving different cost-performance tradeoffs.

5.2 Analysis of Delayed Offloading
We consider a mobile user that enters and leaves zones with WiFi coverage, with a rate
that depends on the user’s mobility (e.g. pedestrian, vehicular) and the environment
(e.g. rural, urban). Without loss of generality, we assume that there is always cellular
network coverage. We also assume that the user generates flows over time (different
sizes, different applications, etc.) that need to be transmitted (uploaded or downloaded)
over the network1. Whenever there is coverage by some WiFi AP, all traffic will be
transmitted through WiFi, assuming for simplicity a First Come First Served (FCFS)
queueing discipline. In [54] we show that our results can be applied to Processor
Sharing (PS) queueing as well, which often better approximates how a wireless link is
shared between concurrent flows. When the WiFi connectivity is lost, we assume that
flows waiting in the queue and new flows arriving can be delayed until there is WiFi
coverage again. However, each flow has a maximum delay it can wait for (a deadline),
which might differ between flows and users [198]. If the deadline expires before the
flow can be transmitted over some WiFi AP, then it is sent over the cellular network2.

1We will use the terms “flow”, “file”, and “packet” interchangeably throughout the paper, as the most
appropriate term often depends on the application and the level at which offloading is implemented.

2In practice the switch in connectivity might sometimes occur while some flow is running. Without loss
of generality, we will assume that the transmission is resumed from the point it was interrupted when WiFi
was lost. It might continue over the cellular network (vertical handover) or paused until WiFi becomes
available again or the deadline expires.
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CellullarWiFi
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Figure 5.1: The WiFi network availability model modelled as an alternating renewal
process. During ON periods there is WiFi connectivity while during OFF periods, only
cellular connectivity is available.

We model the WiFi network availability as an ON-OFF alternating renewal pro-
cess [199]

(
T

(i)
ON , T

(i)
OFF

)
, i ≥ 1, as shown in Fig. 5.1. The duration of each ON

period (WiFi connectivity), T (i)
ON , is assumed to be an exponentially distributed ran-

dom variable with rate η, and independent of the duration of other ON or OFF periods.
During such ON periods data can be transmitted over the WiFi network with a rate
equal to µ. Similarly, all OFF periods (Cellular connectivity only) are assumed to be
independent and exponentially distributed with rate γ. We further assume that traffic
arrives as a Poisson process with rate λ, and file sizes are exponentially distributed. Fi-
nally, to capture the fact that each file or flow may have a different deadline assigned to
it, we assume that deadlines are also random variables that are exponentially distributed
with a mean deadline of 1

ξ .

The above model is flexible enough to describe a large number of interesting set-
tings: high vs. low WiFi availability (by manipulating γ

γ+η ), low vs. high speed users
(low γ, η vs. high γ, η, respectively), low utilization vs. congested scenarios (via λ
and µ), etc. However, the assumptions of exponentiallity, while necessary to proceed
with any meaningful analysis (as it will be soon made evident), might “hide” the ef-
fect of second order statistics (e.g. variability of ON/OFF periods, flow sizes, etc.).
To address this, in Section 5.3 we relax most of these assumptions, and validate our
results in scenarios with generic ON/OFF periods, generic flow size distributions, and
non-exponential deadlines.

Our goal is to analyze this system to answer the following questions: (i) if the
deadlines are given (e.g. defined “externally” by the user or application), what is the
expected performance as a function of network parameters like WiFi availability statis-
tics, and user traffic load? (ii) if the deadlines are “flexible”, i.e. the user would like
to choose these deadlines in order to optimize his overall performance (e.g. trading off
some delay to wait for WiFi connectivity, to avoid the often higher energy and mone-
tary cost of cellular transmission), how should they be chosen? Before proceeding, we
summarize in Table 5.1 some useful notation. The total time a file spends in the system
(queueing+ service time) will be referred to as the system time or transmission delay.
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Table 5.1: Variables and Shorthand Notation.

Variable Definition/Description
TON Duration of ON (WiFi) periods
TOFF Duration of periods (OFF) without WiFi connectivity

λ Average packet (file) arrival rate at the mobile user
πi,c Stationary probability of finding i files in cellular state
πi,w Stationary probability of finding i files in WiFi state
πc Probability of finding the system under cellular coverage only
πw Probability of finding the system under WiFi coverage
pr Probability of reneging
η The rate of leaving the WiFi state
γ The rate of leaving the cellular state
µ The service rate while in WiFi state
ξ The reneging rate

E[S] The average service time
E[T ] The average system (transmission) time
Td The deadline time

ρ = λE[S] Average user utilization ratio

5.2.1 Performance of WiFi queue
All files arriving to the system are by default sent to the WiFi interface with a deadline
assigned (drawn from an exponential distribution). Files are queued if there is another
file already in service (i.e. being transmitted) or if there is no WiFi connectivity at the
moment, until their deadline expires. If the deadline for a file expires (either while
queued or while at the head of the queue, but waiting for WiFi), the file abandons the
WiFi queue and is transmitted through the cellular network. These kind of systems are
known as queueing systems with impatient customers [200] or with reneging [201].
Throughout our analysis, we’ll assume that files will abandon the queue only during
periods without WiFi connectivity3.

Our main concern is the performance of the WiFi queue, for two reasons: First, this
is the place where files accumulate most of the delay. Second, the cellular interface
is assumed to be the default option, which has enough capacity to serve all flows at
reasonable speed (i.e. a utilization/load of less than 80 − 90%) but is expensive and
needs to be avoided (which is why all flows are initially sent to the WiFi interface).
At the end of the chapter we briefly discuss situations where either interface can get
congested, and how traffic flows should be assigned between interfaces in that case.

Given the previously stated assumptions, the WiFi queue can be modeled with a 2D
Markov chain, as shown in Figure 5.2. States with WiFi connectivity are denoted with
{i, w}, and states with only cellular connectivity {i, c}. i corresponds to the number

3In this manner, abandonments are plausibly associated with the accumulated “opportunity cost”, i.e. the
time spent waiting for WiFi connectivity (the “non-standard” option for transmission). Instead, if WiFi is
available, but there are some files in front, it might make no sense to abandon, as queueing delays might also
occur in the cellular interface.
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Figure 5.2: The 2D Markov chain for the WiFi queue in delayed offloading.

of customers in the system (service+queue). During WiFi states, the system empties at
rate µ (since files are transmitted 1-by-1) and during cellular states the system empties
at rate i · ξ since any of the i queued packets can renege. The following theorem uses
probability generating functions (PGF) to derive the mean system time for this queue.
The use of PGFs in 2D Markov chains is known for quite a long time [202], [203],
[204].

Theorem 2.1. The mean system time for the WiFi queue when delayed mobile data
offloading is performed is

E[T ] =
1

λ

[(
1 +

γ

η

)
λ− µ( γ

η+γ − π0,w)

ξ
+

(λ− µ) γ
η+γ + µπ0,w

η

]
, (5.1)

where π0,w is the probability of the system being idle during WiFi connectivity, and can
be obtained as explained subsequently.

Proof. Let πi,c and πi,w denote the stationary probability of finding i files when there
is only cellular network coverage, or WiFi coverage, respectively.

Writing the balance equations for the cellular and WiFi state gives

(λ+ γ)π0,c = ηπ0,w + ξπ1,c (5.2)
(λ+ γ + iξ)πi,c = ηπi,w + (i+ 1)ξπi+1,c + λπi−1,c (5.3)

(λ+ η)π0,w = γπ0,c + µπ1,w (5.4)
(λ+ η + µ)πi,w = γπi,c + µπi+1,w + λπi−1,w (5.5)

The long term probabilities of finding the system in cellular or WiFi state are πc =
η

η+γ

and πw = γ
η+γ , respectively.

We define the PGFs for both the cellular and WiFi states as Gc(z) =
∑∞

i=0 πi,cz
i,

and Gw(z) =
∑∞

i=0 πi,wz
i, |z| ≤ 1. After multiplying Eq.(5.3) with zi and adding to

Eq.(5.2), we obtain

(λ+ γ)Gc(z) + ξ(1− 1

z
)

∞∑
i=1

iπi,cz
i = ηGw(z) + λzGc(z). (5.6)
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The summation in the above equation gives
∑∞

i=1 iπi,cz
i = zG

′

c(z) Hence, after some
rearrangements in Eq.(5.6) we obtain

ξ(1− z)G
′

c(z) = (λ(1− z) + γ)Gc(z)− ηGw(z). (5.7)

Repeating the same procedure for Eq.(5.4)-(5.5) we get

(λ+ η)Gw(z) = γGc(z) + λzGw(z) + µ(
1

z
− 1)(Gw(z)− π0,w),

which after some rearrangements yields to

((λz − µ)(1− z) + ηz)Gw(z) = γzGc(z)− µ(1− z)π0,w.

Next, we make two replacements α(z) = λ(1−z)+γ, and β(z) = (λz−µ)(1−z)+ηz.
Now, we have the system of equations

Gw(z) =
γzGc(z)− µ(1− z)π0,w

β(z)
, (5.8)

G
′

c(z)−
α(z)β(z)− ηγz

ξ(1− z)β(z)
Gc(z) =

ηµπ0,w

ξβ(z)
. (5.9)

The roots of β(z) are

z1,2 =
λ+ µ+ η ∓

√
(λ+ µ+ η)2 − 4λµ

2λ
. (5.10)

It can be shown easily that these roots satisfy the relation 0 < z1 < 1 < z2. We
introduce the function f(z) = −α(z)β(z)−ηγz

ξ(1−z)β(z) , as the multiplying factor of Gc(z) in
the differential equation of Eq.(5.9). Performing some simple calculus operations, the
above function transforms into

f(z) = −λ

ξ
+

γ

ξ(1− z)

(
ηz

β(z)
− 1

)
. (5.11)

After some algebra and applying the partial fraction expansion the function f(z)
becomes

f(z) = −λ

ξ
+

γ

ξ

(
M

z − z1
+

N

z2 − z

)
. (5.12)

We determine the coefficients M and N in the standard way as M =
µ
λ−z

z2−z |z=z1=
µ
λ−z1
z2−z1

= z1z2−z1
z2−z1

> 0, and N =
µ
λ−z

z−z1
|z=z2=

µ
λ−z2
z2−z1

< 0.

In order to solve the differential equation Eq.(5.9) we can multiply it by e
∫
f(z)dz .

Hence, we get

G
′

c(z)e
∫
f(z)dz + f(z)Gc(z)e

∫
f(z)dz =

ηµπ0,w

ξβ(z)
e
∫
f(z)dz. (5.13)

We thus need to integrate the function in Eq.(5.15):
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∫
f(z)dz = −λ

ξ
z +

γM

ξ
ln |z − z1| −

γN

ξ
ln(z2 − z). (5.14)

The constant normally needed on the right-hand side of Eq.(5.14) can be ignored in our
case. We next raise Eq.(5.14) to the power of e to get

e
∫
f(z)dz = e−

λ
ξ z |z − z1|

γM
ξ (z2 − z)−

γN
ξ . (5.15)

Now, Eq.(5.13) is equivalent to

d

dz

(
e−

λ
ξ z |z − z1|

γM
ξ (z2 − z)−

γN
ξ Gc(z)

)
=

ηµπ0,w

ξβ(z)
e
∫
f(z)dz (5.16)

We define k1(z) and k2(z) as

k1(z) = e−
λ
ξ z (z1 − z)

γM
ξ (z2 − z)−

γN
ξ , z ≤ z1, (5.17)

k2(z) = e−
λ
ξ z (z − z1)

γM
ξ (z2 − z)−

γN
ξ , z ≥ z1. (5.18)

Eq.(5.16) now becomes

d

dz
(k1(z)Gc(z)) =

ηµπ0,w

ξβ(z)
k1(z), z ≤ z1, (5.19)

d

dz
(k2(z)Gc(z)) =

ηµπ0,w

ξβ(z)
k2(z), z ≥ z1, (5.20)

and after integrating we obtain

k1(z)Gc(z) =
ηµπ0,w

ξ

∫ z

0

k1(x)

β(x)
dx+ C1, z ≤ z1 (5.21)

k2(z)Gc(z) =
ηµπ0,w

ξ

∫ z

z1

k2(x)

β(x)
dx+ C2, z ≥ z1. (5.22)

The bounds of the integrals in Eq.(5.21) and Eq.(5.22) come from the defining region of
z in Eq.(5.19)-(5.20). We need to determine the coefficients C1 and C2 in Eq.(5.21) and

Eq.(5.22). We take z = 0 in Eq.(5.21). We have k1(0) = z
γM
ξ

1 z
− γN

ξ

2 , and knowing that

Gc(0) = π0,c, we get for C1 = π0,cz
γM
ξ

1 z
− γN

ξ

2 . In a similar fashion we get C2 = 0.
Finally, for the PGF in the cellular state we have

Gc(z) =
ηµπ0,w

∫ z

0
k1(x)
β(x) dx+ ξπ0,cz

γM
ξ

1 z
− γN

ξ

2

ξk1(z)
, z ≤ z1, (5.23)

Gc(z) =
ηµπ0,w

∫ z

z1

k2(x)
β(x) dx

ξk2(z)
, z ≥ z1. (5.24)
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In the last equation, the ’zero probabilities’ π0,c and π0,w are unknown. We can find

them in the following way: We know that πc = η
η+γ = Gc(1) =

ηµπ0,w

∫ 1
z1

k2(x)

β(x)
dx

ξk2(1)
.

From this we have

ξk2(1)

η + γ
= µπ0,w

∫ 1

z1

k2(x)

β(x)
dx. (5.25)

Similarly, from the boundary conditions in Eq.(5.23) for z ≤ z1, we get

ηµπ0,w

∫ z1

0

k1(x)

β(x)
dx+ ξπ0,cz

γM
ξ

1 z
− γN

ξ

2 = 0. (5.26)

After solving the system of equations Eq.(5.25) and Eq.(5.26), for the ’zero probabili-
ties’ we obtain

π0,w =
ξk2(1)

(η + γ)µ

1∫ 1

z1

k2(x)
β(x) dx

, and (5.27)

π0,c = −
ηk2(1)

∫ z1
0

k1(x)
β(x) dx

(η + γ)z
γM
ξ

1 z
− γN

ξ

2

∫ 1

z1

k2(x)
β(x) dx

. (5.28)

The value of the integral
∫ k1(x)

β(x) dx is always negative, hence π0,c is always positive.
By using a vertical cut between any two-pairs of neighboring states in Fig. 5.2 and

writing balance equations we have

λπi,c + λπi,w = µπi+1,w + (i+ 1)ξπi+1,c. (5.29)

Summing over all i yields to

λ(πc + πw) = µ(πw − π0,w) + ξ
∞∑
i=0

(i+ 1)πi+1,c. (5.30)

The last equation, obviously reduces to

λ = µ(πw − π0,w) + ξE[Nc], (5.31)

where E[Nc] = G
′

c(1), and E[Nw] = G
′

w(1). Eq.(5.31) yields

E[Nc] =
λ− µ(πw − π0,w)

ξ
. (5.32)

So far, we have derived E[Nc] as the first derivative at z = 1 of Gc(z). In order to find
the average number of files in the system, we need E[Nw] as well. We can get it by
differentiating Eq.(5.8):
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G
′

w(z) =
β(z)

(
γGc(z) + γzG

′

c(z) + µπ0,w

)
β2(z)

− β
′
(z) (γzGc(z)− µ(1− z)π0,w)

β2(z)
, (5.33)

and setting z = 1. After some calculus we obtain

E[Nw] =
(γE[Nc] + µπ0,c) η − γπc(µ− λ)

η2
. (5.34)

Replacing Eq.(5.32) into Eq.(5.34) we get

E[Nw] =
γ

η

λ− µ (πw − π0,w)

ξ
+

µπ0,w

η
− γπc(µ− λ)

η2
. (5.35)

The average number of files in the system is

E[N ] = E[Nc] + E[Nw]. (5.36)

Finally, using the Little’s law E[N ] = λE[T ] [199], we obtain the average packet
delay in delayed offloading as in Eq.(5.1).

The above result gives the total expected delay that incoming flows experience in
the WiFi queue. For flows that do get transmitted over WiFi (i.e. whose deadline does
not expire) this amounts to their total delay. Flows that end up reneging (deadline
expires before transmission) must be transmitted through the cellular system and thus
incur an additional delay ∆ (related to their transmission time over the cellular link,
i.e. packet size

cellular rate , and possibly some queueing delay as well). The following Corollary
gives the probability of reneging for each.

Corollary 5. The probability that an arbitrary flow arriving to the WiFi queue will
renege, i.e. its deadline will expire before it can be transmitted over a WiFi AP is

pr =
λ− µ(πw − π0,w)

λ
. (5.37)

In other words, the rate of flows sent back to the cellular network is given by λ · pr.
This must be equal to ξ ·E[Nc], which is the average abandonment rate in Fig. 5.2, i.e.
λpr = ξE[Nc]. Replacing E[Nc] from Eq.(5.32) gives us the above result. This also
gives us another important metric, the offloading efficiency of our system, namely the
percentage of flows that get offloaded over some WiFi network, as Eoff = 1− pr.

The above expressions can be used to predict the performance of a delayed offload-
ing system, as a function of most parameters of interest, such as WiFi availability and
performance, user traffic load, etc. As we shall see later, it does so with remarkable
accuracy even in scenarios where many of the assumptions do not hold. However,
Eq.(5.1) cannot easily be used to solve optimization problems related to the deadline
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Figure 5.3: The reduced Markov chain for ρ→ 0.

(ξ), analytically, as the parameters π0,c and π0,w involve ξ in a non-trivial way. To this
end, we propose next some closed-form approximations for the low and high utilization
regimes.

5.2.2 Low utilization approximation
One interesting scenario is when resources are underloaded (e.g. nighttime, rural areas,
or mostly low traffic users) and/or traffic is relatively sparse (e.g. background traffic
from social and mailing applications, messaging, Machine-to-Machine communica-
tion). For very low utilization, the total system time essentially consists of the service
time, as there is almost no queueing, so we can use a fraction of the Markov chain from
Fig. 5.2 with only 4 states, as shown in Fig. 5.3 to derive E[T ] and pr. The system
empties at either state (0, w) if the packet is transmitted while in WiFi connectivity pe-
riod or state (0, c), if the packet spends in queue more than the deadline it was assigned
while waiting for WiFi availability.

The goal here is to find the average time until a packet arriving in a WiFi or cellular
period finishes its service, i.e. the time until the system, starting from the state (1, c) or
(1, w) first enters any of the states (0, c) or (0, w). Hence, the average service time is

E[S] =
η

γ + η
E[Tc] +

γ

γ + η
E[Tw], (5.38)

where E[Tc] (E[Tw]) is the average time until a packet that enters service during a cel-
lular (WiFi) network period finishes its transmission. This can occur during a different
period. The expression for E[Tc] is equal to

E[Tc] = P [Ic = 1]E[Tc|Ic = 1] + P [Ic = 0]E[Tc|Ic = 0], (5.39)

where Ic is an indicator random variable having value 1 if the first transition from
state (1, c) is to state (0, c). This means that the packet is transmitted during the same
cellular period. Otherwise, its value is 0. The probabilities of these random variables
are
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P [Ic = 1] = ξ
ξ+γ , and P [Ic = 0] = γ

ξ+γ , respectively. For the conditional
expectations from Eq.(5.39), we have

E[Tc|Ic = 1] =
1

ξ + γ
, (5.40)

E[Tc|Ic = 0] =
1

ξ + γ
+ E[Tw]. (5.41)

Eq.(5.40) is actually the expected value of the minimum of two exponentially dis-
tributed random varibles with rates ξ and γ. Replacing Eq.(5.40) and (5.41) into
Eq.(5.39), we get

E[Tc]−
γ

ξ + γ
E[Tw] =

1

ξ + γ
. (5.42)

Following a similar procedure for E[Tw] we obtain

E[Tw]−
η

µ+ η
E[Tc] =

1

µ+ η
. (5.43)

After solving the system of equations Eq.(5.42)-(5.43), we have

E[Tw] =
ξ + γ + η

ξµ+ ξη + µγ
, (5.44)

E[Tc] =
µ+ γ + η

ξµ+ ξη + µγ
. (5.45)

Now, replacing Eq.(5.44)-(5.45) into Eq.(5.38), we have the average service time,
and the low utilization approximation is (E[T ] ≈ E[S]):

E[T ] =
(η + γ)2 + γξ + ηµ

(ξµ+ ξη + µγ)(γ + η)
. (5.46)

To find the probability of reneging, we need to know π0,c. We find it solving the
local balance equations for Fig. 5.3. After solving the system we get

π0,c =
η

η + γ

ξ(µ+ λ+ η) + µγ

ξ(µ+ λ+ η) + µγ + λ2 + λ(η + γ + µ)
. (5.47)

Replacing Eq.(5.47) and πc = η
η+γ into Eq.(5.37), we get the probability of reneging

for low utilization as

pr =
θ1ξ

θ2ξ + θ3
, (5.48)

where θ1 = η(λ+η+γ+µ)
η+γ , θ2 = µ+ λ+ η, and θ3 = µγ + λ2 + λ(η + γ + µ).

Hence, we can write the results for the low utilization regime for both the average
delay and probability of reneging as following:

Low utilization approximation: The expected system time in the WiFi queue and
the probability of reneging for sparse input traffic can be approximated by
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E[T ] =
(η + γ)2 + γξ + ηµ

(ξµ+ ξη + µγ)(γ + η)
, (5.49)

pr =
θ1ξ

θ2ξ + θ3
, (5.50)

where θ1 =
η(λ+η+γ+µ)

η+γ
, θ2 = µ+ λ+ η, and θ3 = µγ + λ2 + λ(η + γ + µ).

5.2.3 High utilization approximation
Another interesting regime is that of high utilization. As explained earlier, wireless
resources are often heavily loaded, especially in urban centers, due to the increasing
use of smart phones, tablets, and media-rich applications. Hence, it is of special interest
to understand the average user performance in such scenarios. Here, we provide an
approximation that corresponds to the region of high utilization (ρ→ 1).

The expected system time in the WiFi queue for a user with heavy traffic can be
approximated by

E[T ] =
1

λ

[(
1 +

γ

η

)
λ− µπw

η
+

(λ− µ)πw

η

]
. (5.51)

The approximation Eq.(5.51) comes from Eq.(5.1) by replacing π0,w = 0.
To find the approximation for the probability of reneging in the high utilization

regime we proceed as follows. Since from Eq.(5.37) the only term that depends on ξ
is π0,w (we will need it later to solve optimization problems), we will not take it equal
to 0. We will approximate it by a first order Taylor approximation at ξ = 1. For that
purpose, we will denote π0,w as π0,w(ξ). So, we write

π0,w(ξ) = π0,w(1) + (ξ − 1)π
′

0,w(1), (5.52)

where π0,w(1) =
A(1)

(η+γ)µ
∫ 1
z1

A(x)
β(x)

dx
, and π

′

0,w(1) =
A(1)

(η+γ)µ

ln (A(1)e)
∫ 1
z1

A(x)
β(x)

dx−
∫ 1
z1

A(x) lnA(x)
β(x)

dx(∫ 1
z1

A(x)
β(x)

dx
)2 ,

where A(x) = (x−z1)
γM

(z2−x)γN e−λx.
Hence, the probability of reneging in the high utilization regime can be approxi-

mated by

pr =
λ− µπw

λ
+

µ

λ
π0,w, (5.53)

where π0,w is given by Eq.(5.52).
Now, we can write jointly the expressions for the average file delay and probability

of reneging in a delayed offloading system for high utilization.
High utilization approximation: The expected system time in the WiFi queue and

the probability of reneging for a user with heavy traffic can be approximated by

E[T ] =
1

λ

[(
1 +

γ

η

)
λ− µπw

η
+

(λ− µ)πw

η

]
, (5.54)

pr =
λ− µπw

λ
+

µ

λ
π0,w, (5.55)

where π0,w is the first order Taylor series approximation of Eq.(5.27).
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Figure 5.4: Average delay for pedestrian
user scenario.
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Figure 5.5: Average delay for vehicular
user scenario.

5.3 Performance evaluation
In this section we will validate our theory against simulations for a wide range of
traffic intensities, different values of file sizes, WiFi availability periods with differ-
ent distributions, and different deadline times. We define the WiFi availability ratio
as AR = E[TON ]

E[TON ]+E[TOFF ] = γ
η+γ . Unless otherwise stated the durations of WiFi

availability and unavailability periods will be drawn from independent exponential dis-
tributions with rates η and γ, respectively. The deadlines are exponentially distributed
with rate ξ, although we will simulate scenarios with deterministic deadlines as well.
We mainly focus on two scenarios, related to the user’s mobility. The first one consid-
ers mostly pedestrian users with data taken from [195]. Measurements in [195] report
that the average duration of WiFi availability period is 122 min, while the average du-
ration with only cellular network coverage is 41 min (we use these values to tune η and
γ), with AR=0.75. The second scenario corresponds to vehicular users, related to the
measurement study of [51]. An AR of 11 % has been reported in [51], although not all
the details are mentioned there. For more details about the measurements we refer the
interested reader to [195] and [51]. Finally, unless otherwise stated, file/flow sizes are
exponentially distributed, and file arrival at the mobile user is a Poisson process with
rate λ.

5.3.1 Validation of main delay result
We first validate here our model and main delay result (Eq.(5.1)) against simulations
for the two mobility scenarios mentioned (pedestrian and vehicular). The data rate for
WiFi is assumed to be 1 Mbps. The mean packet size is assumed to be 7.5 MB for the
pedestrian scenario and 125 kB for the vehicular scenario.

Fig. 5.4 shows the average file transmission delay (i.e. queueing + transmission)
for the pedestrian scenario, for two different average deadline times of Td1 = 1 hour
(ξ1 = 1/3600 s−1) and Td2 = 2 hours (ξ2 = 1/7200 s−1), respectively. The range of
arrival rates shown corresponds to a server utilization of 0-0.9. We can observe from
Fig. 5.4 that there is a good match between theory and simulations. Furthermore, the
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Table 5.2: Probability of reneging for pedestrian and vehicular scenarios.

Scenario Deadline λ = 0.1 λ = 0.5 λ = 1 λ = 1.5

Pedestrian(Theory) 1 hour 0.103 0.109 0.252 0.501
Pedestrian(Simulation) 1 hour 0.1 0.117 0.239 0.508

Vehicular(Theory) 60 s 0.32 0.778 0.889 0.926
Vehicular(Simulation) 60 s 0.32 0.776 0.891 0.925
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Figure 5.6: The delay for BP ON-OFF
periods vs. theory.
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Figure 5.7: Low utilization delay ap-
proximation for AR = 0.75.

average file transmission delay is increased by increasing the arrival rate, as expected,
due to queueing effects. On the other hand, the average delay increases for higher
deadlines, since flows with lower deadlines leave the WiFi queue earlier, leading to
smaller queueing delays. Fig. 5.5 further illustrates the average file transmission delay
for the vehicular scenario with average deadline times Td1 = 30s (ξ1 = 1/30s−1) and
Td2 = 60s (ξ2 = 1/60s−1). Despite the differences of the vehicular scenario, similar
conclusions can be drawn. Finally, Table 5.2 depicts the respective probabilities of
reneging for the two scenarios. The percentage of flows that abandon the WiFi queue
is higher in the vehicular scenario, since the availability ratio of the WiFi network is
very small (11%), and deadlines are rather small. These observations agree with [51].
Nevertheless, our theory matches simulation values in all scenarios.

So far, we have assumed exponential distributions for ON and OFF periods, ac-
cording to our model. While the actual distributions are subject to the user mobility
pattern, a topic of intense research recently, initial measurement studies ([195, 51])
suggest these distributions to be ”heavy-tailed”. To this end, we consider a scenario
with ”heavy-tailed” ON/OFF distributions (Bounded Pareto). Due to space limitations,
we focus on the vehicular scenario only. The shape parameters for the Bounded Pareto
ON and OFF periods are α = 0.59 and α = 0.64, respectively. The average deadline
is 100s. Fig. 5.6 compares the average file delay against our theoretical prediction.
Interestingly, our theory still offers a reasonable prediction accuracy, despite the con-
siderably higher variability of ON/OFF periods in this scenario. While we cannot claim
this to be a generic conclusion for any distribution and values, the results underline the
utility of our model in practice.
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Figure 5.8: Low utilization pr approx-
imation for AR = 0.75
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Figure 5.9: High utilization delay ap-
proximation for AR = 0.5.

5.3.2 Validation of approximations
We next validate the approximations we have proposed in Section 5.2. We start with
the low utilization approximation of Section 5.2.2 with AR = 0.75 (similar accuracy
levels have been obtained with other values) and with a deadline of 2min. Fig. 5.7
shows the packet delay for low arrival rates in the range 0.01−0.11, which correspond
to a maximum utilization of up to 0.2. As λ increases, the difference between the
approximated result and the actual value increases, since we have considered only the
service time for this approximation. The same conclusion holds for the probability of
reneging (Fig. 5.8).

Next, we consider the high utilization regime and respective approximation (Eq.(5.54)).
We consider ρ around 0.8. Fig. 5.9 shows the delay for high values of λ (AR = 0.5).
We can see that our approximation is very close to the actual delay and should become
exact as ρ gets larger.

5.3.3 Variable WiFi rates and non-exponential parameters
While in our model we consider a fixed transmission rate for all WiFi hotspots, this is
not realistic in practice. For this reason, we have also simulated scenarios where the
WiFi rate varies uniformly in the range 0.4-1.6 Mbps. Fig. 5.10 shows the delay for
the vehicular scenario with a deadline of 10 minutes. Even in this case, our theory can
give solid predictions for the incurred delay.

In all of the above scenarios, we have assumed variable deadlines for each file
(drawn from an exponential distribution). In some cases, the user might choose the
same deadline for many (or most) flows that can be delayed, which would be a measure
of her patience. To this end, we simulate a scenario where the deadline is fixed for an
arrival rate of 0.1. The other parameters are the same as for the vehicular scenario.
In Fig. 5.12 we compare simulation results for this scenario against our theory (which
assumes exponentially distributed deadlines with the same average). It is evident that
even in this case, there is a reasonable match with our theory.

To conclude our validation, we finally drop the exponential packet assumption as
well, and test our theoretical result vs. generic file size results. Fig. 5.11 compares
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Figure 5.10: Variable WiFi rates with
the same average as theory.
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Figure 5.11: Deterministic packets
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Figure 5.12: The delay for determinis-
tic deadlines vs. theory.

0.2 0.4 0.6 0.8 1 1.2 1.4
0

5

10

15

20

25

30

Arrival rate

T
r
a
n
s
m
i
s
s
i
o
n
 
d
e
l
a
y

 

 

BP file size
Theory

Figure 5.13: The delay for BP packet
sizes vs. theory.

analytical and simulation results for deterministic, and Fig. 5.13 does it for Bounded
Pareto files sizes (shape parameter α = 1.2 and cv = 3). In both scenarios, the deadline
is Td = 20s. Mean file size is in both cases 125KB, AR is 0.5, and the rest of the
parameters correspond to the vehicular scenario. Our theoretical prediction remains
reasonably close, despite higher size variability.

5.3.4 Delayed offloading gains
We have so far established that our analytical model offers considerable accuracy for
scenarios commonly encountered in practice. In this last part, we will thus use our
model to acquire some initial insight as to the actual offloading gains expected in differ-
ent scenarios. The operator’s main gain is some relief from heavy traffic loads leading
to congestion. The gains for the users are the lower prices usually offered for traffic mi-
grated to WiFi, as well as the potential higher data rates of WiFi connectivity. There are
also reported energy benefits associated [196], but we do not consider them here. In this
last part, we will investigate the actual gains from data offloading, in terms of offload-
ing efficiency. Higher offloading efficiency means better performance for both client
and operator. We compare the offloading efficiencies for on-the-spot offloading [49] vs.
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delayed offloading for different deadline times (Td1 = 2min, Td2 = 1min). Fig. 5.14
illustrates the offloading efficiency vs. availability ratio for a moderate arrival rate of
λ = 0.2. For comparison purposes we also depict the line x = y (offloading efficiency
= availability ratio). First, as expected, we can observe that offloading efficiency in-
creases with AR. However, this increase is not linear. More interestingly, the actual
offloading efficiencies are always higher than the respective availability ratio. As ex-
pected, the delayed offloading provides higher offloading efficiencies compared to on-
the-spot offloading, with higher deadlines leading to higher offloading efficiencies. For
the same AR doubling the deadline time, the offloading efficiency is increased by about
10%. Also, although not shown here, the respective offloading efficiency increases
even further as traffic loads decreases. Summarizing, these findings are particularly in-
teresting to operators (and users), as they imply that high offloading efficiencies can be
achieved for loaded regions, without necessarily providing almost full coverage with
WiFi APs.
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Figure 5.14: Offloading gains for delayed vs. on-the-spot offloading.

5.4 Optimizing Delayed Offloading

The results considered so far allow us to predict the expected system delay when the
deadlines are defined externally (e.g. by the user or the application). However, the user
(or the device on her behalf) could choose the deadline in order to solve an optimiza-
tion problem among additional (often conflicting) goals, such as the monetary cost for
accessing the Internet and the energy consumption of the device. For example, the user
might want to minimize the delay subject to a maximum (energy or monetary) cost, or
to minimize the cost subject to a maximum delay the user can tolerate.

To formulate and solve such optimization problems, we need analytical formulas
for the average delay and the incurred cost. We already have such formulas for the delay
of files sent over WiFi, where we will use the two approximations of Sections 5.2.2
and 5.2.3. Furthermore, we can assume that files transmitted over the cellular network
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incur a fixed delay ∆, capturing both the service and queueing delays over the cellular
interface4. To proceed, we need to also assume simple models for energy and cost,
in order to get some initial intuition about the tradeoffs involved. We are aware that
reality is more complex (for both energy and cost) and may differ based on technology
(3G, LTE), provider, etc. We plan to extend our models in future work.

Assume a user has to download or upload a total amount of data equal to L. On
average pr · L data units will be transmitted through the cellular interface. Assume
further that Dc and Dw denote the costs per transmitted data unit for a cellular and
WiFi network, where Dw < Dc (often Dw = 0). Finally, let cc and cw denote the
transmission rates, and Ec and Ew energy spent per time unit during transmission over
the cellular and WiFi network, respectively. It is normally the case that cc < cw as well
as Ec ≈ Ew [205]. It follows then that the total monetary and energy costs, D, and E,
could be approximated by

D = (Dc −Dw)pr +Dw and E =

(
Ec

cc
− Ew

cw

)
pr +

Ew

cw
. (5.56)

5.4.1 Optimization problems

Optimization problem 1: Eq.(5.56) suggests that both the average power consump-
tion and cost depend linearly on the probability of reneging, pr, which we have also
derived in Section 5.2, and which is a function of the system deadline 1

ξ . The system
delay is also a function of ξ. We can thus formulate optimization problems of the fol-
lowing form, for both the high and low utilization regimes, where ξ is the optimization
parameter

min
ξ

E[T ] + pr∆

s. t. pr ≤ Pmax
r ,

(5.57)

where E[T ] is given by Eq.(5.49), and pr by Eq.(5.50), for low utilization, and Eq.(5.54)
and Eq.(5.55), for high utilization, respectively. Due to the linearity of Eq.(5.56), we
can express the constraint directly for pr, where Pmax

r depends on whether we con-
sider monetary cost, energy or a weighted sum of both, and the respective parameters.
Finally, we can also exchange the optimization function with the constrain, to minimize
the cost, subject to a maximum delay. This provides us with a large range of interesting
optimization problems we can solve.

If we express the inequality constraint in Eq.(5.57) through ξ, we have the equiv-
alent constraint ξ ≤ θ3P

max
r

θ1−θ2Pmax
r

. The probability of reneging from Eq.(5.50) is an

increasing function of ξ, since p
′

r(ξ) > 0. This implies that maximum pr corresponds
to maximum ξ. We denote by f(ξ) the total average delay of Eq.(5.57) (delay function
from now on). Hence we have

4We could also try to model the cellular queue as an M/M/1 or G/M/1 system, but we are more interested
in the dynamics of the WiFi queue, since this is where the reneging decisions take place. To keep things
simple, we defer this to future work.
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f(ξ) =
A1ξ +A2

B1ξ +B2
+

θ1ξ

θ2ξ + θ3
∆, (5.58)

where A1 = γ,A2 = (η + γ)2 + ηµ,B1 = (µ+ η)(γ + η), B2 = µγ(γ + η). In order
to solve the optimization problem given by Eq.(5.57), we need to know the behavior
of the delay function. For that purpose, we analyze the monotonicity and convexity of
Eq.(5.58). To do that we need the first and second derivatives, which are

f
′
(ξ) =

A1B2 −A2B1

(B1ξ +B2)2
+

θ1θ3∆

(θ2ξ + θ3)2
, and

f
′′
(ξ) =

2(A2B1 −A1B2)

(B1ξ +B2)3
− θ1θ2θ3∆

(θ2ξ + θ3)3
.

It is worth noting that A1B2 < A2B1. This prevents delay function being always
concave. The delay function is decreasing in the interval for which f

′
(ξ) ≤ 0. This

happens when

ξ ≤ ξ0 =
θ3

√
A2B1−A1B2

θ1θ3∆
−B2

B1 − θ2

√
A2B1−A1B2

θ1θ3∆

.

Hence, the delay function is decreasing in the interval (0, ξ0), and increasing in the
rest, with ξ0 being a minimum. Further, the solution of f

′′
(ξ) > 0 gives the interval

where the function is convex. This happens when

ξ ≤ ξ1 =
θ3 3

√
2A2B1−A1B2

θ1θ2θ3∆
−B2

B1 − θ2 3

√
2A2B1−A1B2

θ1θ2θ3∆

. (5.59)

It can be easily proven that ξ0 < ξ1.
Such constrained-optimization problems are often solved with the Lagrangian method

and KKT conditions. However, the optimal solution for our problem can be found more
easily. The delay function looks like in Fig. 5.15. The optimal deadline depends on
the maximum cost, that is proportional to the probability of reneging. So, we can de-
termine the optimal deadline based on the value of Pmax

r . If this value of Pmax
r is

quite high, the corresponding reneging rate ξq1 (dashed line in Fig. 5.15) will be higher
than the global minimum ξ0. Consequently, the global minimum of Eq.(5.59) is also
the optimal reneging rate. On the other hand, if the maximum cost is quite low (low
Pmax
r ), the maximum reneging rate ξq,2 (dotted line in Fig. 5.15) is lower than the

global minimum. This implies that the minimum delay will be achieved for the max-
imum reneging rate of ξq,2 =

θ3P
max
r

θ1−θ2Pmax
r

. In other words, the average deadline time
that minimizes the delay for a given maximum cost is

Td,opt =
1

ξopt
=

1

min
(
ξ0,

θ3Pmax
r

θ1−θ2Pmax
r

) . (5.60)

140



Similar steps can be followed to solve the same optimization problem for high
utilization, as well as other problems. These sometimes involve a quadratic constraint
function.

Optimization problem 2: After minimizing the transmission delay subject to a
maximum reneging rate (cost, energy), our next goal now is to minimize the reneging
probability subject to a maximum transmission delay, which can be for example due to
QoS requirements. Hence, the optimization problem in this case would be

min
ξ

pr =
θ1ξ

θ2ξ + θ3

s. t. E[T ] + pr∆ ≤ Tmax.

(5.61)

Just as in Optimization problem 1, we study the monotonicity and convexity of the
delay function, with the only difference that now it is the constrain function. For the
probability of reneging, we already now that it is an increasing function. Following
a similar procedure as in the previous problem, we get for the optimum value of the
deadline (from a quadratic constraint)

Td,opt =
1

max

(
0,

K2−
√

K2
2−4K1K3

2K1

) , (5.62)

where K1 = A1θ2 + θ1∆B1 − TmaxB1θ2, K2 = TmaxB1θ3 + TmaxB2θ2 −A1θ3 −
A2θ2 − θ1∆B2, K3 = A2θ3 − TmaxB2θ3, C1 = 1

λ

(
1 + γ

η

)
(λ− µπw).

In [54] we have also considered the respective optimization problems for high uti-
lization regime, where the expressions for E[T ] and pr are given by Eq.(5.54) and
Eq.(5.55), respectively. The interested reader can find the details there.

5.4.2 Optimization evaluation
We will now validate the solutions of the previous optimization problem for two dif-
ferent cases. In both of them the arrival rate is 0.1, and the maximum cost per data
unit one can afford is 2.8 monetary units. The transmission of a data unit through WiFi
costs 1, and through cellular 5 units. The choice of these values is simply for better
visualizing the results; different values yield similar conclusions. Fig. 5.16 shows the
delay vs. cost curve for cellular rate being 2× lower than WiFi rate. First thing that
we can observe is that the minimum delay is achieved for the highest possible cost
(2.8). The optimal average deadline is Td = 1s. This is in agreement with the optimal
value predicted from Eq.(5.60), and shown with an asterisk in Fig. 5.16. We replace
Eq.(5.50) into Eq.(5.56) to get the relationship between the cost and the renege rate.
We have shown in Eq.(5.56) that the cost is directly proportional to pr, and the later
one is an increasing function of ξ. This implies that the maximum cost is in fact the
maximum ξ (minimum deadline). This practically means that in Eq.(5.57), ∆ is small
and that the delay in the WiFi queue represents the largest component of the delay. As
a consequence of that, it is better to redirect the files through the cellular interface as
soon as possible. Hence, in these cases (when cellular rate is comparable to the WiFi),
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Figure 5.16: The delay vs.
cost curve for high cellu-
lar rate.

1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6
5

5.2

5.4

5.6

5.8

6

6.2

6.4

6.6

6.8

Cost

D
e
l
a
y

 

 

Delay vs. cost func.
Eq.(46)

Figure 5.17: The delay vs.
cost curve for low cellular
rate.

the optimum is to assign the shortest possible deadline constrained by the monetary
cost.

Fig. 5.17 corresponds to a scenario with the same parameters as in Fig. 5.16, except
that now the cellular rate is much lower (10×). In that case, ∆ is high, and pr∆ is the
largest component of the delay function. As can be seen from Fig. 5.17, it is not the
best option to leave as soon as possible from the WiFi queue, i.e. choose the smallest
possible deadline. The optimum delay is achieved for Td = 5s. This corresponds to
an average cost of D = 2.1 which is also very close to the theoretical solution of the
problem. This is reasonable since for a large difference between the WiFi and cellular
rates it is better to wait and then (possibly) be served with higher rate, than to move to
a much slower interface (cellular).

Further, we use the solutions of the four optimization problems for exponentially
distributed deadline times to see how accurately our theory can predict the optimal
deadline times, but for deterministic deadlines. The optimal policy essentially finds the
optimal value for the average deadline (assuming these are exponential). In practice,
the chosen deadline will be assigned to all files, and will be deterministic. We consider
four scenarios, one for each optimization problem. The costs are the same as before.
The arrival rate for low utilization scenarios is 0.1, while for the high ones, 1.5. In
Table 5.3, we show the optimal deadlines by using our model (e.g. Eq.(5.60)), and the
optimal deterministic deadlines by using simulations (delay vs. cost plots) with the
same parameters as in theory. As can be seen from Table 5.3, the error in determining
the optimal deadline decreases for higher arrival rates. The error is in the range 10%-
20%. This is reasonable, since the simulated scenarios are with deterministic deadlines
and in our theory we use exponential deadlines. Another reason is that in optimization
problems, we are only using the low and high utilization approximations and not the
exact result (Eq.(5.1)).

5.5 Related Work
Some recent influential work in offloading relates to measurements of WiFi availabil-
ity [195, 51]. Authors in [195] have tracked the behavior of 100 users (most of which
were pedestrians) and their measurements reveal that during 75% of the time there is
WiFi connectivity. In [51], measurements were conducted on users riding metropolitan
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Table 5.3: Optimal deterministic deadline times vs theory.

Sc. Constraint Td (theory) Td (deterministic) Relative error
1 D ≤ 2.8 2.71 2.2 18%
2 Tmax = 6.6 1.56 1.22 22%
3 D ≤ 3.8 1.73 1.55 11%
4 Tmax = 15 7.97 6.82 15%

area buses. In contrast to the previous study, the WiFi availability reported there is
only around 10%. The mean duration of WiFi availability and non-availability periods
is also different in the two studies, due to the difference in speeds between vehicular
and pedestrian users. The most important difference between the two studies relates to
the reported offloading efficiency, with [51] reporting values in the range from 20%-
33% for different deadlines, and [195] reporting that offloading does not exceed 3%.
We believe this is due to the different deadlines assumed together with the different
availabilities.

The authors in [206] define a utility function related to delayed offloading to quan-
titatively describe the trade-offs between the user satisfaction in terms of the price that
she has to pay and the experienced delay by waiting for WiFi connectivity. However,
their analysis does not consider queueing effects. Such queueing effects may affect the
performance significantly, especially in loaded systems (which are of most interest) or
with long periods without WiFi. The work in [207] considers the traffic flow charac-
teristics when deciding when to offload some data to the WiFi. However, there is no
delay-related performance analysis. Modeling the cost factors is the focus of [208],
which also shows where the offloading APs should be installed. A WiFi offloading
system that takes into account a user’s throughput-delay tradeoffs and cellular budget
constraints is proposed in [209]. However, only heuristic algorithms are proposed, and
queueing effects are ignored. Finally, in [210], an integrated architecture has been pro-
posed based on opportunistic networking to switch the data traffic from the cellular to
WiFi networks. Summarizing, in contrast to our work, these papers either perform no
analysis or use simple models that ignore key system effects such as queueing.

To our best knowledge, the closest work in spirit to ours is [52]. The results in
[52] are the extension of the results in [195] containing the analysis for delayed of-
floading. Authors there also use 2D Markov chains to model the state of the system.
However, they use matrix-analytic methods to obtain a numerical solution for the of-
floading efficiency. Such numerical solutions unfortunately do not provide insights on
the dependencies between different key parameters, and cannot be used to formulate
and analytically solve optimization problems that include multiple metrics.

As a final note, in [49], we have proposed a queueing analytic model for on-the-spot
mobile data offloading, and a closed form solution was derived for the average delay.
While the model we propose here shares some similarities (ON/OFF availabilities, 2D
Markov chain approach) with the basic model in [49], it is in fact considerably more
difficult to solve.
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5.6 Conclusion
Summarizing, in this chapter we have proposed a queueing analytic model for the per-
formance of delayed mobile data offloading, and have validated it against realistic WiFi
network availability statistics. We have also considered a number of scenarios where
one or more of our model’s assumptions do not hold, and have observed acceptable
accuracy, in terms of predicting the system delay as a function of the user’s patience.
Finally, we have also shown how to manipulate the maximum deadlines, in order to
solve various optimization problems involving the system delay, monetary costs, and
energy costs.
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Chapter 6

User Association in HetNets

145



6.1 Introduction

In the previous chapter, we considered offloading through out-of-band communication,
namely WiFi access points. Here we will generalize to a scenario consisting of various
types of base stations, with heterogeneous powers and coverage ranges, such as macro-
cells, micro-cells, pico-cells, femto-cells, etc. These networks are offered referred
to as HetNets (or sometimes Ultra-Dense Networks, UDN depending on the density
and topology of base stations. Note that WiFi can also be seen as a type of small
cell. However, we will here assume that all these cells are under the control of a
single operator, whose goal is to optimally utilize all its available BSs, balancing their
loads, while also ensuring good user QoS.1 Finally, we also remove in this chapter the
assumption of delay-tolerance (Note that a user is still sensitive to delay, but the order
of delays experienced here is assumed smaller, and the source of delays is queueing
and transmission delay, rather than the explicit and larger delays to encountered a WiFi
AP, considered in the previous chapter).

In a HetNet, a large number of small cells (SC) are deployed along with macrocells
to improve spatial reuse [55, 56, 57]. The higher the deployment density, the better the
chance that a user equipment (UE) can be associated with a nearby base station (BS)
with high signal strength, and the more the options to balance the load. At the same
time, denser deployments experience high spatio-temporal load variations, and require
sophisticated user association algorithms. There are two key, often conflicting concerns
when assigning UEs to a BS: (i) maximizing the spectral efficiency, and (ii) ensuring
that the load across BSs is balanced to ensure efficient utilization of BSs, and preempt
congestion events (i.e., no BS is underutilized while neighboring ones are operating
close or above their capacity). The former is usually achieved by associating the UE to
the BS with maximum SINR: this association rule was the norm up to LTE (Long-Term
Evolution)-release 8. While this rule also maximizes the instantaneous rate of a user
(i.e., the modulation and coding scheme - MCS - supported), it reflects user QoS only
when the BS is lightly loaded. However, user performance, in terms of per flow delay,
may be severely affected if the BS offering the best SINR is congested [211, 212].

As a result, a number of research works have studied the problem of user as-
sociation in heterogeneous networks, optimizing user rates [60, 61], balancing BS
loads [62], or pursuing a weighted tradeoff of them [63]. For instance, a distributed
user-association algorithm is proposed in [213], where the global outage probabil-
ity and the long term rate maximization are studied. The authors in [214] propose
a framework that studies the interplay of user association and resource allocation in fu-
ture HetNets, by formulating a non-convex optimization problem and deriving perfor-
mance upper bounds. Range-expansion techniques, where the SINR of lightly loaded
BSs is biased to make them more attractive to the users are also popular [56, 57]. Fi-
nally, a framework that has received much attention is [63]. This framework jointly
considers a family of objective functions, each of which directs the optimal solution
towards different goals (e.g. throughput optimal, delay-optimal, load balancing, etc.),
using an iterative algorithm. [64, 215, 216] extend this framework to further include

1Note that energy-efficiency might be another concern of such an operator, sometimes having the opposite
intention to “unbalance” loads, so as to turn off underloaded BSs. We have considered such a scenario in [68].
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energy management, e.g., by switching off under-loaded BSs.
Nevertheless, the majority of these works are relatively simplified, not taking into

account key features of future networks. Firstly, most existing studies only consider
homogeneous traffic profiles. For example, [63, 64] assume that all flows generated by
a UE are “best-effort” (i.e. elastic). However, modern and future networks will have to
deal with high traffic differentiation, with certain flows being able to require specific,
dedicated2 (i.e., non-elastic) resources [67]. Such dedicated flows do not share BS
resources like best-effort ones, are subject to admission control, and sensitive to differ-
ent performance metrics [68]. Secondly, the majority of related studies only consider
downlink (DL) traffic. Uplink (UL) traffic is becoming important, due to symmetric
(e.g. social networking) applications, Machine-Type Communication (MTC), etc. Yet,
due to the asymmetric transmit powers of UEs and BSs, leading to different physical
data rates, the BS which is optimal for DL traffic might lead to severely degraded per-
formance for UL traffic. Summarizing, a proper user-association scheme should con-
sider all the above dimensions, and attempt to strike an appropriate tradeoff between
them.

On top of that, most related works focus on the radio access part (e.g., considering
the user rate on the radio interface or BS load), ignoring the backhaul (BH) network.
While this might be reasonable for legacy cellular networks, given that the macro-
cell backhaul is often over-provisioned (e.g., fiber), this might be quite suboptimal
for future cellular networks. The considerably higher number of small cells, and re-
lated Capital Expenditure (CAPEX) and Operational Expenditure (OPEX) suggest that
backhaul links will mostly be inexpensive wired or wireless links (in licensed or unli-
censed bands), and often underprovisioned [69]. Multiple BS might also have to share
the capacity of a single backhaul link due to, e.g, point-to-multipoint (PMP) or multi-
hop mesh topologies to the aggregation node(s) [70]. Finally, various BS-coordinated
schemes have been proposed in the literature as a promising way to better use the
available spectrum and further improve system performance, e.g., enhanced Inter-Cell
Interference Coordination (eICIC) [217, 218] and Coordinated Multi-Point (CoMP)
transmission [219] scenarios. Such schemes are expected to further stress the backhaul
network capacities. Hence, as the radio access technologies are constantly improving,
it is argued that the backhaul network will emerge as a major performance bottleneck,
and user association algorithms that ignore the backhaul load and topology can lead to
poor performance [220].

As a result of this increasing focus on the backhaul, some recent works have ap-
peared that attempt to jointly consider radio access and backhaul. These are mostly
concerned with joint scheduling issues (for in-band or PMP backhaul links) [220, 221],
signaling overhead and performance tradeoffs for cooperative multi-point communica-
tion [222], and Software-Defined-Networking (SDN)-based implementation flexibil-
ity [223].

The user rate maximization problem is studied in [224] under backhaul capacity
constraints, and in [225] jointly with backhaul resource allocation and flow control.
Also, a distributed user association scheme was developed for maximizing the network-

2In terms of LTE systems, dedicated flows are differentiated by their QoS class (QCI) ranging from 1 to
4, whereas best-effort from 5 to 9 [67].
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wide spectrum efficiency in [226] using combinatorial optimization. Some backhaul
aware association heuristics include: [227] where the sum of user rates is attempted to
be optimized in an energy-efficient manner, [228] where the ergodic capacity is maxi-
mized under an iterative algorithm, and [229] where resource allocation is investigated
in conjunction with carrier aggregation. Other works in this context include investiga-
tion of caching capabilities to overcome the backhaul capacity limitations and enhance
QoS [230, 81]. Finally, Chen et al. attempt to derive the total expected delay by con-
sidering retransmission over the wireless backhaul links [231].

Nevertheless, to our best knowledge, none of these works formally addresses the
problem of optimal user association in traffic-differentiated and backhaul-limited Het-
Nets. To this end, in this chapter we revisit the user association problem, jointly con-
sidering the radio access and backhaul networks. Specifically, our main contributions
can be summarized as follows:

1. We use the popular framework of α-optimal user association [63] as our starting
point, and introduce (i) traffic differentiation, (ii) UL traffic, and (iii) backhaul
topology and capacity constraints.

2. We then analytically prove optimal association rules, depending on whether UL
and DL traffic of the same UE can be “split” to different BSs or not [74]. We also
show how this optimal regime can be attained using an iterative and distributed
algorithm that does not require global network knowledge.

3. We use this framework to investigate the various tradeoffs arising in this com-
plex association problem, and provide some initial insights and guidelines about
the impact of traffic differentiation and backhaul limitations in optimal user-
association policies for future HetNets.

6.2 System Model and Assumptions
In the following, we describe our traffic arrival model (Section 6.2.1), then discuss
our assumptions related to the access network (Section 6.2.2) and backhaul network
(Section 6.2.3).

We use a similar problem setup as the one used in a number of related works [63,
64, 232, 215], and extend it accordingly. To keep notation consistent, for all variables
considered, a first superscript “D” and “U” refers to downlink (DL) and uplink (UL)
traffic, respectively. A second superscript “b” or “d” refers to best-effort and dedicated
traffic, respectively. For brevity, in the following we present most notation and assump-
tions in terms of downlink traffic only, assuming that the uplink case and notation is
symmetric. Specific differences will be elaborated, where necessary. In Table 6.1, we
summarize some useful notation we use throughout the paper.

6.2.1 Traffic Model
(A.1 - Traffic arrival rates) Traffic at location x ∈ L consists of file (or more gener-
ally flow) requests arriving according to an inhomogeneous Poisson point process with
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Table 6.1: Notation

Variable Best-Effort Flows Dedicated Flows
Downlink Uplink Downlink Uplink

Flow type superscript D,b U,b D,d U,d
Flow type probability zD · zb zU · zb zD · zd zU · zd

Devoted amount of bandwidth for BS i wD
i · ζD wU

i · ζU wD
i · (1− ζD) wU

i · (1− ζU )

Traffic arrival rate at location x λD,b(x) λU,b(x) λD,d(x) λU,d(x)

Maximum rate | servers at location x for BS i cD,b
i (x) cU,b

i (x) kDi (x) kUi (x)

Load density at location x for BS i ρD,b(x) ρU,b(x) ρD,d(x) ρU,d(x)

Alpha-fair parameter ∈ [0,∞) αD,b αU,b αD,d αU,d

Utilization (load) of BS i ρD,b ρU,b ρD,d ρU,d

Probability to route a flow from x to BS i pD,b(x) pU,b(x) pD,d(x) pU,d(x)

Mean flow size (bits) | flow duration (sec) at x 1
µD,b(x)

1
µU,b(x)

BD(x),1

µD,d(x)

BU (x),1

µU,d(x)

Capacity of BH link j CD
h (j) CU

h (j) - -
Congestion indicator at BH link j ID(j) IU (j) - -

arrival rate per unit area λ(x)3. This inhomogeneity facilitates the creation of “hotspot”
areas. Each new arriving request is for a downlink (DL) flow, with probability zD, or
uplink (UL) flow with probability zU = 1 − zD. Each DL (or UL) flow can further
be a best-effort flow (e.g., file download) with probability zb, or dedicated flow (e.g., a
VoIP call), with probability zd = 1 − zb. zD and zb are input parameters that depend
on the traffic mix.

Using a Poisson splitting argument [233], it follows that the above gives rise to 4
independent, Poisson flow arrival processes with respective rates

λD,b(x) = zD · zb · λ(x), λD,d(x) = zD · zd · λ(x) (6.1)
λU,b(x) = zU · zb · λ(x), λU,d(x) = zU · zd · λ(x), (6.2)

(λD,b(x) for downlink best-effort flows, λU,b(x) for uplink best-effort flows, etc.).
(A.2 - Best effort flow characteristics) Each best-effort flow is associated with a

flow-size (in bits) drawn from a generic distribution with mean 1/µD,b(x). This can
model heterogeneous flow characteristics across locations.

(A.3 - Dedicated flow characteristics) Each dedicated flow has a required data-
rate (in bits per second) that is drawn from a generic distribution with mean BD(x).
This rate must be guaranteed by the network throughout the flow’s duration. This
duration (in seconds) is another, independent random variable with mean 1/µD,d(x).

6.2.2 Access Network
(B.1 - Access network topology) We assume an area L ⊂ R2 served by a set of
base stations B, that are either macro BSs (eNBs) or small cells (SCs). These together
constitute the access network.

(B.2 - DL resources) Each BS i ∈ B is associated with a transmit power Pi and
a total downlink bandwidth wD

i . Out of the total bandwidth, ζDi · wD
i is allocated to

3Without loss of generality, we do not distinguish between users at location x, as we assume that all
users/flows related to location x are treated similarly.
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Figure 6.1: Access network queuing systems for different flows.

best-effort traffic and (1 − ζDi ) · wD
i for dedicated traffic (0 ≤ ζDi ≤ 1). Throughout

this paper, we will assume that this allocation is static, at least for a given time window
of interest (based on long term traffic characteristics and operator policy).

Remark: Dynamically updating the ζDi parameters could further improve perfor-
mance. This could, for example, be achieved through dynamic/flexible TDD, where
the amount of downlink and uplink resources are jointly optimized with the association
parameters. We have recently extended our framework in this direction. We refer the
interested reader to [78].

(B.3 - DL physical data rate) BS i can deliver a maximum physical data transmis-
sion rate of cD,b

i (x) to a user at location x, in absence of any other best-effort flows
served, which is given by the Shannon capacity4

cD,b
i (x) = ζDi · wD

i · log2(1 + SINRi(x)), (6.3)

where SINRi(x) = Gi(x)Pi∑
j ̸=i Gj(x)Pj+N0

.5 N0 is the noise power, and Gi(x) represents
the path loss and shadowing effects between the i-th BS and the UE located at x (as well
as antenna and coding gains, etc.)6. We assume that effects of fast fading are filtered
out. Our model assumes that the total intercell interference at location x is static, and

4We use Shannon capacity for clarity of presentation. However, our approach could be easily adapted to
include modulation and coding schemes (MCS). Furthermore, capacity improving technologies, e.g., the use
of MIMO, and modifications to this capacity formula are othogonal to our framework.

5We have assumed that the interference caused to a BS, does not depend on the load of the (neighbor-
ing) BSs that interfere with it. This is standard practice to avoid the “coupled queues” problem which is
usually not tractable, e.g. see [211],[63]. For a study of random HetNet deployments with such load-based
interference, we refer the reader to our recent work of [234].

6In the case of UL, we assume that the Tx power of each user is PUE , and slightly abuse notation
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considered as another noise source, as is previously considered in most aforementioned
works [63, 64].

The next 4 points (B.4-B.7) describe the scheduling and performance model for
best effort traffic only. We return to dedicated traffic in (B.8-B.9).

(B.4 - Best effort load density) We introduce the load density for best effort flows,
at different locations x,

ρD,b
i (x) =

λD,b(x)

µD,b(x)cD,b
i (x)

, (6.4)

which is the contribution of location x to the total load of a BS i, when location x is
associated to BS i.

(B.5 - Best effort load) Each location x is associated with routing probabilities
pD,b
i (x) ∈ [0, 1], which are the probabilities that best effort DL flows generated for

users at location x get associated with (i.e., are served by) BS i. We can thus define the
total best effort load ρD,b

i for BS i as

ρi
D,b =

∫
L
pD,b
i (x)ρD,b

i (x)dx. (6.5)

Similarly to [211, 63], we are interested in the flow-level dynamics of this system, and
model the service of DL best-effort flows at each BS as a queueing system with load
ρD,b
i shown in Fig. 7.7. Finally, since we are interested in the aggregation of all flows at

BS level (i.e., all flows from all locations x assosicated to BS i), even if flow arrivals at
each location are not Poisson (as in A.1), the Palm-Khintchine theorem [233] suggests
that the Poisson assumption could be a good approximation for the input traffic to a
BS.

(B.6 - Best effort scheduling) Proportionally fair scheduling is often implemented
in 3G/4G networks for best-effort flows, due to its good fairness and spectral efficiency
properties [67]. This can be modeled as an M/G/1 multi-class processor sharing (PS)
system (see, e.g., [211, 63, 64]). It is multi-class, because each flow might get different
rates for similarly allocated resources, due to different channel quality and MCS at x.
Channel-based scheduling could also be included in the model and can be accounted
for using a multiplicative factor in the average service rate [235].

(B.7 - Performance for best effort flows) The stationary number of flows in BS i

is equal to E[Ni] =
ρD,b
i

1−ρD,b
i

[233]. Hence, minimizing ρD,b
i minimizes E[Ni], and by

Little’s law it also minimizes the per-flow delay for that base station [233]. Also, the
throughput for a flow at location x is cD,b

i (x)(1− ρD,b
i ). This observation is important

to understand how the user’s physical data rate cD,b
i (x) (related to users at location x

only) and the BS load ρD,b
i (related to all users associated with BS i) affect the optimal

association rule.
(B.8 - Dedicated traffic load density) Unlike best-effort flows which are elastic,

dedicated flows are subject to admission control, since they require some resources for

for SINR, G, etc., as these don’t play a major role in the remaining discussion. Note that since the uplink
power of each UE is fixed, the aggregate uplink interference at a given point location x is independent of the
actual uplink association of these UEs. The case of power-controlled uplinks would introduce all the control
variables in the denominator of the SINR expression, significantly complicating the problem. One can see
the chosen setup as a pessimistic bound on the uplink intereference.
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exclusive usage in order to be accepted in the system. Specifically, let ciD,d(x) denote
the maximum offered rate to users at location x corresponding to dedicated flows only
(referred to (1 − ζi) - see B.3 above). If each flow at x demands, on average, a rate
of BD(x) (see A.3), then at most kDi (x) = ci

D,d(x)
B(x) dedicated flows from x could

be served in parallel by BS i (assuming again no other flows in the system), and any
additional flows would be rejected7. Similarly to the best effort case (B.4), we can
define a system load density for dedicated traffic at x

ρi
D,d(x) =

λD,d(x)

µD,d(x)kDi (x)
=

λD,d(x) ·BD(x)

µD,d(x) · ciD,d(x)
. (6.6)

Hence, a different number of resources kDi (x) can be offered to different locations x,
depending on the rate demand BD(x) as well as the channel quality (rate ci

D,d(x)) at
location x.

(B.9 - Dedicated traffic performance) Given the above heterogeneous blocking
model for dedicated flows, we can approximate the allocation of BS i dedicated re-
sources with an M/G/k/k (or k-loss) system, where the total load ρD,d

i can be calcu-
lated as in (B.5) and Eq. (6.5), using the density of Eq. (6.6) and corresponding routing
probability pD,d

i (x) for dedicated flows (see also Fig. 7.7). It is known that for M/G/k/k
systems, minimizing ρD,d

i is equivalent to minimizing the blocking probability for new
flows [233]. This observation is important to understand that a similar tradeoff (as in
B.7) exists between choosing a BS at x that maximizes kDi (x) (related only to flow and
channel characteristics at x) and choosing a BS whose total load ρD,d

i (related to all
users attached to BS i).

(B.10 - UL/DL association split) We investigate two scenarios, depending on the
whether a UE is allowed to be attached to different BSs for its DL and UL traffic [74]:

Split UL/DL: Each UE can be associated to different BSs for its DL and UL traffic.
This allows one to optimize UL and DL performance independently [236].

Joint UL/DL: Each UE must be associated with the same BS for both UL and DL
traffic. This is the standard practice in current networks.

6.2.3 Backhaul Network
(C.1 - Backhaul network topology) Each access network node (either eNB or SC)
is connected to the core network through the eNB aggregation gateway via a certain
number of backhaul links that constitute the backhaul network. This connection can be
either direct (“star” topology) or through one or more SC aggregation gateways (“tree”
topology). Fig. 6.2 shows such a backhaul routing topology.

Without loss of generality, we assume that there is a fiber link from the eNB to
the core network, and focus on the set of capacity-limited backhaul links (wired or
wireless) connecting SCs to the eNB, denoted as Bh. We denote as routing path Bh(i)
the set of all backhaul links j ∈ Bh along which traffic is routed from BS i to an eNB

7In fact, since the rate requirement for each flow is a random variable, using its mean BD(x) in the
denominator yields a lower bound for kDi (x) (by Jensen’s inequality), which can be used as a conservative
estimate.
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Figure 6.2: Backhaul topology in future Hetnet.

aggregation point. For example, in Fig. 6.2, Bh(1) = {1}, and Bh(3) = {1, 2, 3}. We
further denote as B(j) the set of all BS i ∈ B whose traffic is routed over backhaul
link j. E.g., B(1) = {1, 2, 3, 4} and B(2) = {2, 3, 4} in Fig. 6.2. In the case of
a star topology, there is exactly one (unique) backhaul link used for each BS (i.e.,
∥Bh(i)∥ = ∥B(j)∥ = 1, ∀i, j). Finally, we assume that the backhaul route for each BS
is given, e.g., calculated in practice as a Layer 2 (L2) spanning tree, and is an input to
our problem. In Section 7.3.9, we highlight some limitations of L2 backhaul routing.

(C.2 - Backhaul load) Each backhaul link j ∈ Bh is characterized by a DL and
UL capacity, denoted as CD

h (j) and CU
h (j) bps. The capacity on the UL and DL

might be the same or different (e.g., Frequency-Division Duplex (FDD). Additionally,
dynamic Time-Division Duplex (TDD) systems [237]) could also be assumed for the
backhaul links as well, where the UL/DL resource split is yet another control variable
(the interested reader can find more details here [238]. Backhaul links usually don’t
implement any particular scheduling algorithm, and can be seen as a data “pipe”.

Without loss of generality, we focus on a scenario with only best-effort traffic, when
including backhaul constraints. This will allow us to better understand the impact of
backhaul limitations on the wide system performance. Focusing on the DL, the load
on a backhaul link j ∈ Bh consists of the sum of downlink loads (corresponding to
best-effort traffic) of all BSs using that link:∑

i∈B(j)

ρD,b
i c̃Di , (6.7)

where c̃Di is a parameter tuned by the operator. It corresponds to the total rate that BS
i can support on the air (and thus has to also carry over the backhaul) when it is busy
(i.e. for ρi percent of the time). Note that, while ρi gives the load of the BS, the actual
rate for the same load might vary, and it depends on the MCS (Modulation and Coding
Scheme) of the users currently being served by it. For example, if the active users
(creating the load ρi) are close to the BS and are being served with the maximum MCS
then the actual rate that needs to be carried on the backhaul is very close to the peak
nominal rate and c̃Di shall be relatively high. However, if it is generated by a larger
number of users distributed around the entire coverage area of this BS the average
MCS (and thus rate) per user will be lower, and thus c̃Di shall be quite lower than the
previous scenario. To that end, depending on how conservative the operator wants to
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be (or perhaps depending on past statistics) one could set c̃i close the peak rate, or
close to the average by being more aggressive (it is well known that a heavily loaded
BS actually has a lower rate per user than a lightly loaded one [69])8.

(C.3 - Backhaul provisioning) We have derived the backhaul link load (
∑

i∈B(j) ρ
D,b
i c̃Di )

and defined the backhaul capacity limitation (CD
h (j)) for each backhaul link j ∈

Bh (see C.2). Thus, each of these links is subject to and additional constraint to
avoid exceeding its maximum capacity and backhaul congestion (

∑
i∈B(j) ρ

D
i c̃Di ≺

CD
h (j) ∀j ∈ Bh).

Throughout this paper, we assume that the backhaul network is either under-provisioned
if the capacity of at least one backhaul link is exceeded, or provisioned otherwise. We
investigate the user-association problem separately for each scenario in Sections 6.3
and 6.4, by focusing on different tradeoffs.

6.3 User-Association for Provisioned Backhaul Networks

We start our discussion for optimal user-association by first assuming that the backhaul
network is provisioned. In other words the backhaul constraints are always satisfied
and can be safely ignored when deriving the optimal association rules. Our focus
will thus be on the radio access network performance: uplink/downlink and traffic-
differentiation tradeoffs.

We remind to the reader that based on our system model, the association policy con-
sists in finding appropriate values for the routing probabilities pl,ti (x), l ∈ {D,U}, t ∈
{b, d}, for DL and UL, best-effort and dedicated traffic, respectively (defined earlier in
assumption B.5 and B.9). That is, for each location x, we would like to optimally
choose to which BS i to route different flow types generated from (UL) or destined at
(DL) users in x9. Our goal for this association problem is threefold: (i) ensure that the
capacity of no BS is exceeded; (ii) achieve a good tradeoff between spectral efficiency,
user QoS and load balancing, (iii) investigate how UL/DL association split impacts the
optimal rule derivation and the overall performance benefits.

We define the feasible region for the aforementioned routing probabilities, by re-
quiring that no BS capacity being exceeded.

Definition 6.3.1. (Feasible set): Let l ∈ {U,D}, t ∈ {b, d}, and let ϵ be an arbitrarily

8Note that, since the routing paths on the backhaul network are given (see C.1), if a small cell uses links
i and j to send its traffic to the macro cell, then all of its traffic will be send over both links.

9The use of a probabilistic association rule convexifies the problem at hand. As it will turn out, the
optimal values will turn out to be integer anyway.
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small positive constant. The set f l,t of feasible BS loads ρl,t = (ρl,t1 , ρl,t2 , . . . , ρl,t∥B∥) is

f l,t =
{
ρl,t | ρl,ti =

∫
L
pl,ti (x)ρl,ti (x)dx,

0 ≤ ρl,ti ≤ 1− ϵ,∑
i∈B

pl,ti (x) = 1,

0 ≤ pl,ti (x) ≤ 1, ∀i ∈ B,∀x ∈ L
}
.

(6.8)

Lemma 3. The feasible sets fD,b, fD,d, fU,b, fU,d as well as the [fD,b; fD,d], [fU,b; fU,d],
[fD,b; fU,b], [fD,b; fD,d; fU,b; fU,d], are convex.

Proof. The proof for the feasible set fD,b is presented in [63]. It can be easily adapted
for the other cases, too (e.g., see [239]).

Following [63] we extend the proposed objective to also include the DL dedicated
traffic (see B.8-B.9). We introduce the parameter θ ∈ [0, 1] that helps the operator
weigh the importance of DL best effort versus DL dedicated traffic performance. αD,b

(αD,d) ≥ 0 controls the amount of load balancing desired in the DL best-effort (dedi-
cated) resources. Lets denote αD = [αD,b;αD,d] and ρD = [ρD,b; ρD,d].

Definition 6.3.2. (Objective function for DL) Our objective is

ϕαD (ρD) =
∑
i∈B

θ
(1− ρD,b

i )1−αD,b

αD,b − 1
+ (1− θ)

(1− ρD,d
i )1−αD,d

αD,d − 1
, (6.9)

when αD,d, αD,b ̸= 1. If αD,b (or, αD,d) is equal to 1, the respective fraction must be
replaced with log(1− ρD,b

i )−1 (or, log(1− ρD,d
i )−1).

As a final step, we want to further extend this objective to also capture the UL traffic
performance and thus we introduce τ ∈ [0, 1] to trade it off with DL. Lets assume that
α = [αD,b;αD,d;αU,b;αU,d] and ρ = [ρD,b; ρD,d; ρU,b; ρU,d].

Definition 6.3.3. (Objective function for DL and UL) The objective that jointly con-
siders DL and UL performance follows

ϕα(ρ) = τ · ϕαD(ρD) + (1− τ) · ϕαU(ρU). (6.10)

Lemma 4. The objective function ϕα(ρ) is convex.

Proof. Since ϕα(ρ) is a weighted non-negative sum of convex functions [63], convex-
ity is preserved [240].

Definition 6.3.4. (Optimization Problem) Our problem is

min
ρ
{ϕα(ρ)|ρ ∈ F}. (6.11)
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Lemma 5. This is a convex optimization problem.

Proof. This is a convex optimization problem since the objective is convex on the con-
vex feasible set F .

While θ linearly weights the best effort versus dedicated flow performance (see
Eq. 6.9), the impact of αb, αd is not obvious. We now discuss their impact on the
system performance and refer to [63], [71] for the respective proofs.

• Optimizing Spectral Efficiency: αb = 0 maximizes the average physical rate for
best-effort flows (defined in B.3), whereas αd = 0 maximizes the number of ded-
icated flows that can be served concurrently (defined in B.8). This is equivalent
to maximizing the user SINR and thus the spectral efficiency.

• Optimizing flow-level QoS: if αb = 1 the corresponding optimal rule tends to
maximize the average user throughput. If αb = 2 the per-flow delay is min-
imized since the objective for best effort flows corresponds to the delay of an
M/G/1/PS system. If αd = 1 the corresponding optimal rule becomes equivalent
to the average idle dedicated servers in a k-loss system, and the actual blocking
probability is minimized.

• Optimizing Load-Balancing: As αb → ∞, the maximum BS utilization is min-
imized. Hence, load-balancing has the highest priority. Similarly for αd and
balancing the loads in terms of dedicated traffic.

As a final note, observe that the association rules optimize the objective with respect
to best effort traffic (e.g., maximally balanced loads) will usually be different than the
association that optimizes for dedicated traffic. Since both dedicated and best effort
traffic for each node must be served by the same BS, this creates a conflict that must be
optimally resolved.

6.3.1 Optimal Split UL/DL User Association
In the Split UL/DL, since UL and DL traffic can be split at location x, the problem of
optimal DL and UL association decouples into two independent problems. Specifically,
minρ ϕα(ρ) = minρD ϕαD(ρD) + minρU ϕαU(ρU).

Note that all DL best-effort and dedicated flows at x have to be downloaded from
the same BS, i.e., pDi (x) = pD,b

i (x) = pD,d
i (x). Also, all UL best-effort and dedicated

should be offloaded to the same BS, so pUi (x) = pU,b
i (x) = pU,d

i (x). Nevertheless,
as explained in Split UL/DL scenarios pDi (x) and pUi (x) can take different values (see
B.10). In that case, the optimal user association rules follow. In the remainder of this
section, we focus on the downlink, and we omit the superscripts {D,U} to simplify
notation. (We return to the Joint UL/DL association problem in the next subsection.)

Theorem 3.1. If ρ∗ = (ρ∗1, ρ
∗
2, · · · , ρ∗||B||) denotes the optimal load vector, the optimal

association rule at x is

i(x) = argmax
i∈B

(
1− ρ∗bi

)αb

·
(
1− ρ∗di

)αd

eb(x) ·
(
1− ρ∗di

)αd

+ ed(x) ·
(
1− ρ∗bi

)αb
(6.12)
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where eb(x) = θzDzb

µb(x)ci(x)
and ed(x) = (1−θ)zDzd

µd(x)ki(x)
, can be seen as weight for the

corresponding individual rules, and together forming a (weighted) harmonic mean of
these.

Proof. We prove that the above association rule (Eq. 6.12) indeed minimizes the ob-
jective of Eq. (6.9). This is a convex optimization problem. Let ρ∗ = [ρ∗b; ρ∗d] be
the optimal solution of Problem (6.9). (We will relax this assumption in Section 6.3.3,
as the optimal vector ρ∗ is not necessarily known.) Hence, the first order optimality
condition is that

⟨∇ϕα(ρ
∗), ρ− ρ∗⟩ ≥ 0 (6.13)

for any ρ ∈ f . Let p(x) and p∗(x) be the associated routing probability vectors for
ρ and ρ∗, respectively. Using the deterministic cell coverage generated by (6.12), the
optimal association rule is given by:

p∗i (x) = 1
{
i = argmax

i∈B

(
1− ρ∗bi

)αb

·
(
1− ρ∗di

)αd

eb(x) ·
(
1− ρ∗di

)αd

+ ed(x) ·
(
1− ρ∗bi

)αb

}
. (6.14)

Then the inner product in Eq. (6.13) can be written as:

⟨∇ϕα (ρ∗) ,∆ρ∗⟩ =
∑

z={b,d}

∂ϕα

∂ρz
(ρ∗) (ρz − ρ∗z)

=
∂ϕα

∂ρb
(ρ∗)(ρb − ρ∗b) +

∂ϕα

∂ρd
(ρ∗)(ρd − ρ∗d)

= θ
∑
i∈B

1

(1− ρbi )
αb (ρ

b
i − ρ∗bi ) + (1− θ)

∑
i∈B

1

(1− ρdi )
αd (ρ

d
i − ρd∗i )

=
∑
i∈B

θ
∫
L
ρbi (x)(pi(x)− p∗i (x))dx

(1− ρbi )
αb +

(1− θ)
∫
L
ρdi (x)(pi(x)− p∗i (x))dx

(1− ρdi )
αd

=

∫
L

λ(x)
∑
i∈B

(pi(x)− p∗i (x))
[eb(x)(1− ρ∗di )α

d

+ ed(x)(1− ρ∗bi )α
b

(1− ρ∗bi )αb(1− ρ∗di )αd

]
dx,

(6.15)

where eb(x) = θzDLzb

µb(x)ci(x)
and ed(x) = (1−θ)zDzd

µd(x)ki(x)
. Note that,

∑
i∈B

pi(x)
eb(x)(1− ρ∗di )α

d

+ ed(x)(1− ρ∗bi )α
b

(1− ρ∗bi )αb(1− ρ∗di )αd ≥

∑
i∈B

p∗i (x)
eb(x)(1− ρ∗di )α

d

+ ed(x)(1− ρ∗bi )α
b

(1− ρ∗bi )αb(1− ρ∗di )αd

(6.16)

holds because p∗(x) in (6.14) is an indicator for the minimizer of eb(x)(1−ρ∗d
i )α

d
+ed(x)(1−ρ∗b

i )α
b

(1−ρ∗b
i )αb (1−ρ∗d

i )αd .

Hence, (6.13) holds.

In the case of split UL/DL association, the above analysis can be applied separately
on UL and DL traffic, and optimize UL and DL associations independently.
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6.3.2 Optimal Joint UL/DL User Association
Current cellular networks (e.g. 3G/4G) suggest that a UE should be connected to a
single BS for both UL and DL traffic [241], i.e. pDi (x) = pUi (x). In that case, the two
problems are coupled and the (single) optimal association rule at x shall appropriately
weigh DL and UL performance as it follows.

Theorem 3.2. If ρ∗ = (ρ∗1, ρ
∗
2, · · · , ρ∗||B||) denotes the optimal load vector, and given

the set of all flow-types Ω = {(D, b), (D, d), (U, b), (U, d)}, the optimal rule at x is

i(x) = argmax
i∈B

∏
c∈Ω

((1− ρ∗c)α
c

)∑
c∈Ω

ec(x)
∏

l∈Ω ̸=c

((1− ρ∗c)αc)
, (6.17)

where eD,b(x) = τ θDzDzb

µD,b(x)cDi (x)
, eD,d(x) = τ (1−θD)zDzd

µD,d(x)kD
i (x)

, eU,b(x) = (1−τ) θUzUzb

µU,b(x)cUi (x)

and eU,d(x) = (1− τ) (1−θU )zUzd

µU,d(x)kU
i (x)

are the corresponding weight factors.

Proof. We refer the interested reader to [239].

Remark 1. The above optimal rule derived in Eq. (6.17) suggests that in the Joint
UL/DL scenario associated with objectives that potentially conflict with each other
(due to the different flow type performances), it is optimal to associate a user with
the BS that maximizes a weighted version of the harmonic mean of the individual as-
sociation rules when considering each objective alone. To better understand this, we
focus on a simple scenario with only DL and UL best-effort traffic. And assume the
following BS options for a user: (BS A) offers 50Mbps DL and only 1Mbps UL; (BS
B) 200Mbps DL and 0.5Mbps UL; (BS C) 20Mbps DL and 5Mbps UL. If we care
about UL and DL performance equally (i.e. τ = 0.5), one might assume that the BS
that maximizes the arithmetic mean (or arithmetic sum) of rates would be a fair choice
(i.e. BS B). However, this would lead to rather poor UL performance. Maximizing the
harmonic mean would lead to choosing (BS C) instead10. Additionally, note that in the
case of split UL/DL, covered in Section 6.3.1, where each user is free to be associated
with two different BSs for the DL and UL traffic offloading, DL traffic would be as-
sociated with (BS B), and UL traffic with (BS C) by maximizing the arithmetic mean
(or, sum) of their throughputs 11. These simple examples intuitively explain how split
UL/DL impacts the user association policies, by allowing to independently optimize
each objective. This also demonstrates why UL/DL split may perform considerably
better than the joint association. We will further explore this in the simulation section.

Summarizing, we showed that our framework supports both best-effort and ded-
icated (in both DL and UL direction) traffic demand and we analytically found the
corresponding optimal rules in different scenarios. Nevertheless, we highlight that
our derived formulas allow to add more dimensions in our setup and flexibly derive

10While this simple example captures the main principle, the actual rule is more complex, as it weighs
each objective with the complex factor el(x).

11The usage of harmonic mean and arithmetic mean/sum appears in a number of physical examples, such
as in the calculation of the total resistance in circuits where all resistances are set in series or in parallel.
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the optimal rules without any analytical calculations (e.g., by using the arithmetic or
harmonic mean maximization). For instance, consider a more modern offloading tech-
nique, where different downlink, or uplink, flow types are able to be offloaded to dif-
ferent BSs (e.g., per flow/QCI offloading) with conflicting aims. Using our model we
can consider an additional respective α-function for each flow type, and analytically
optimize the complete objective as showed earlier.

6.3.3 Iterative Algorithm Achieves Optimality

The above derived association rules (see e.g., Eq. (6.12) or (6.17)) tell a UE at some
location x, where to associate given the optimal BS load vector. However, the loads
might not be optimal at that time (i.e. equal to ρ∗, e.g. see proof of Theorem 3.1). In
the following, we show that starting within a feasible point ρ(0), iterative application
of these rules, push the BS load vector to converge to the global optimal point. In such
an iterative framework two parts are involved: the mobile device and the BS. Later,
in our summarizing Remark 2, we show that our framework (in both over and under
provisioned backhaul cases) (i) is applicable for distributed implementations, as well
as (ii) satisfies various important properties (e.g., scalability).

Mobile Device: At the beginning of the k period, each new flow request coming
from a user at location x simply selects the BS i that maximizes the derived rule (see
e.g., Eq. (6.12)), using device-centric information (e.g. data rate) and BS broadcast
control messages (e.g. current BS load).

Base Station: At each iteration k, each BS measures its utilization ρ̃(k) after some
required amount of time (e.g., see Eq. (6.5)). Then, based on the previous BS loads ρ(k)

and the latest measurement ρ(k), the new BS vector ρ̃(k+1) needed for the broadcast
message in the next iteration would be

ρ̃(k+1) = β(k) · ρ(k) + (1− β(k)) · ρ̃(k), (6.18)

where β(k) ∈ [0, 1) is an exponential-averaging parameter. Note that, in the Split
UL/DL scenario the UL and DL loads can be independently updated, whereas in the
other cases the corresponding loads should be updated using the same β(k).

This iterative algorithm converges to the global optimum, by requiring a simple
modification of the proof found on the original algorithm [63]. The descent direction
at x, improving the objective at the next k + 1 iteration i.e. satisfying

⟨∇ϕα(ρ
(k)), ρ(k+1) − ρ(k)⟩ < 0, (6.19)

is now provided from Eq. (6.12) under joint DL dedicated/DL best-effort association.
This formula appropriately projects the direction under the constraint pbi (x) = pdi (x);
as shown in the proof of Theorem 3.1. Similarly for the Joint UL/DL association,
where the optimization problem does not decouple.
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6.4 User-Association for Under-Provisioned Backhaul
Networks

While the rules derived above, that try to reflect different performance tradeoffs, al-
ways lead to BS loads that are supported from the access network, they perhaps will
not be supported from the backhaul link (or the corresponding backhaul link path) for
that BS, since they ignore potential backhaul limitations. To that end, in this section
we try to extensively consider the backhaul network and related limitations while ex-
tracting the optimal association rules, and include to our goals (i) that no backhaul link
is congested, (ii) the impact of backhaul topology and capacity on key performance
metrics. In order to better elucidate this problem at hand and without loss of generality,
we focus on a simple scenario with only best-effort traffic. So, in the remainder of the
section we drop the corresponding superscripts “b”, “d” to simplify notation.

One of the main challenges when attempting to consider these backhaul constraints
is to maintain the user association policy distributed, mainly for scalability reasons.
To that end, we chose to consider the backhaul constraints in the objective function
as appropriate penalty functions [72]. First, this facilitates deriving a distributed im-
plementation of the policy. Second, it allows us to treat the backhaul constraint as a
“soft” constraint in general (that could gradually converge into a “hard” constraint and
a strictly feasible solution, as we shall see).

6.4.1 Optimal Split UL/DL User Association
We follow the same presentation as the provisioned case, and start out discussion with
the Split UL/DL case. As the association problem can be decoupled, in that case, into
two independent problems, we focus on the optimal DL association problem, and we
omit the superscripts {D,U}. We return to the Joint UL/DL case in the next section.
To better illustrate our approach, we first consider a simple BH star topology, and then
generalize for tree topologies.

Optimal User Association for Star BH Topology
In the following, since for star topologies there is exactly one backhaul link (j)

associated with each BS (i), it is i = j (see C.1). Let I(i) be an indicator variable
showing if the i-th BH link is congested (I(i)=1) or not (I(i)=0) (see C.2)

I(i) =

{
0, when ρic̃i

Ch(i)
< 1

1, otherwise.
(6.20)

Furthermore, the objective shall be extended to include the penalty functions for
the backhaul constraints, as follows:

ϕα(ρ) =
∑
i∈B

(1− ρi)
1−α

α− 1
+ γ

∑
i∈Bh

I(i)
(

ρic̃i
Ch(i)

− 1

)2

. (6.21)

The first term is the standard α-fair function for each BS i, already analyzed in the
previous section. The second sum introduces a penalty for each backhaul link i whose
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capacity is exceeded (I(i) = 1). γ could be chosen as a small constant, introduc-
ing a “soft” constraint for the backhaul links (i.e., backhaul capacity could be slightly
exceeded, if this really improves access performance), or, preferably, be iteratively
adapted using increasing values, so as to converge to a “hard” constraint. This penalty
function is quadratic on the amount of excess load (quadratic penalty functions are of-
ten considered in convex optimization literature [242]). The corresponding optimal
backhaul-aware rules follow.

Theorem 4.1. If ρ∗ = (ρ∗1, ρ
∗
2, · · · , ρ∗||B||) denotes the optimal load vector, the optimal

association rule at location x is

argmax
i∈B

ci(x)
(1− ρ∗i )

α

1 + 2γ · (1− ρ∗i )
α · c̃i · I(i)

Ch(i)
·
(

ρ∗
i c̃i

Ch(i)
− 1
) . (6.22)

Proof. We now prove that the above rule indeed minimizes the cost function of Eq. (6.21)
within the penalty term γ. This is a convex optimization problem (quadratic penalty
functions are convex due to the composition property of convexity [240]). Let ρ∗ be
the optimal solution of this problem. Again, it is adequate to check if

⟨∇ϕα(ρ
∗), ρ− ρ∗⟩ ≥ 0 (6.23)

for all ρ ∈ f . Let p(x) and p∗(x) be the associated routing probability vectors for ρ and
ρ∗, respectively. Using the deterministic cell coverage generated by (6.22), the optimal
association rule is given by:

p∗i (x) = 1
{
i = argmax

i∈B

ci(x)(1− ρ∗i )
α

1 + 2γ · (1− ρ∗i )
α · c̃i · I(i)

Ch(i)
·
(

ρ∗
i c̃i

Ch(i)
− 1
)}. (6.24)

Before proceeding to the calculation of the inner product, we analytically calculate
the derivative of the corresponding cost function ϕα(ρ), described in Eq. (6.21). The
derivative is an i-th dimensional vector; the i-th element of which has value:

∇ϕα(ρi) =

{
(1− ρi)

−α, if ρic̃i
Ch(i)

≤ 1

(1− ρi)
−α + γI(i) 2ρic̃

2
i−2c̃iCh(i)
Ch(i)2

, if ρic̃i
Ch(i)

≥ 1.
(6.25)

When ρi =
Ch(i)
c̃i

, we work out explicitly from the definition to calculate the derivative.
It is:

lim
ρi→

Ch(i)

c̃i

+
∇ϕα(ρi) = lim

ρi→
Ch(i)

c̃i

−
∇ϕα(ρi) = (1− ρi)

−α. (6.26)

Summarizing, The i-th element of the derivative of the considered function can be
written:

∇ϕα(ρi) = (1− ρi)
−α + γI(i)2ρic̃

2
i − 2c̃iCh(i)

Ch(i)2
. (6.27)

Thus, the inner product defined in Eq. (6.23), becomes:
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⟨∇ϕα (ρ∗) ,∆ρ∗⟩ =
∑
i∈B

{ 1

(1− ρ∗i )
α
+ γI(i)2ρ

∗
i c̃

2
i − 2c̃iCh(i)

Ch(i)2

}
(ρi − ρ∗i )

=
∑
i∈B

1 + 2γI(i)(1− ρ∗i )
α (ρ∗

i c̃
2
i−c̃iCh(i))
Ch(i)2

(1− ρ∗i )
α

∫
L
ρi(x) (pi(x)− p∗i (x)) dx

=

∫
L

λ(x)

µ(x)

∑
i∈B

1 + 2γ(1− ρ∗i )
αc̃i

I(i)
Ch(i)

(
ρ∗
i c̃i

Ch(i)
− 1
)

ci(x)(1− ρ∗i )
α

 (pi(x)− p∗i (x)) dx.

Note that,

∑
i∈B

pi(x)

{1 + 2γ(1− ρ∗i )
αc̃i

I(i)
Ch(i)

(
ρ∗
i c̃i

Ch(i)
− 1
)

ci(x)(1− ρ∗i )
α

}
≥

∑
i∈B

p∗i (x)

{1 + 2γ(1− ρ∗i )
αc̃i

I(i)
Ch(i)

(
ρ∗
i c̃i

Ch(i)
− 1
)

ci(x)(1− ρ∗i )
α

}

holds because p∗i (x) in (6.24) is an indicator for the minimizer of
1+2γ·(1−ρ∗

i )
α·c̃i· I(i)

Ch(i)
·
(

ρ∗i c̃i
Ch(i)

−1

)
ci(x)(1−ρ∗

i )
α .

Hence (6.23) holds.

Regarding the optimal association rule of Eq. (6.22), we note that when the capac-
ity constraint for the backhaul link i is not active (i.e., I(i) = 0, in provisioned BH
networks), the above theorem states that the optimal association rule is the same as
the one found in [63], or the one defined in Eq. (6.12) when θ → 1. However, when
the backhaul link of BS i gets congested, a second term is added in the denominator
that penalizes that BS making it less preferable to UEs at location i, even if the offered
radio access rate ci(x) is high, or the radio interface of i is not itself congested.

Optimal User Association for Tree BH Topology)
We now consider a more complex backhaul scenario, where a single backhaul link

might route traffic from multiple BSs, and the traffic of a single BS might be routed
over multiple backhaul links (multi-hop path) towards the eNB. I(j) is now

I(j) =

{
0, when

∑
i∈B(j) ρic̃i

Ch(j)
< 1

1, otherwise.
(6.28)

Similarly, the backhaul constraint must be modified accordingly, and the cost func-
tion becomes

ϕα(ρ) =
∑
i∈B

(1− ρi)
1−α

α− 1
+ γ

∑
j∈Bh

I(j)


∑

i∈B(j)

ρic̃i

Ch(j)
− 1


2

. (6.29)
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Theorem 4.2. If ρ∗ = (ρ∗1, ρ
∗
2, · · · , ρ∗||B||) denotes the optimal load vector, the optimal

association rule at location x is

argmax
i∈B

ci(x)
(1− ρ∗i )

α

1 + 2γ · (1− ρ∗i )
α · c̃i

∑
j∈Bh(i)

I(j)
Ch(j)

·
( ·

k∈B(j)

∑
ρ∗
k c̃k

Ch(j)
− 1

)
(6.30)

Proof. The steps of this proof are similar to the star case, so we present here directly
the corresponding inner product.

⟨∇ϕα (ρ∗) ,∆ρ∗⟩ =

=
∑
i∈B

{ 1

(1− ρ∗i )
α
+ 2γ

∑
j∈Bh(i)

I(j)
[∑k∈B(j) ρ

∗
k c̃k

Ch(j)2
c̃i −

c̃i
Ch(j)

]}
(ρi − ρ∗i )

·
∫
L
ρi(x) (pi(x)− p∗i (x)) dx =

=

∫
L

λ(x)

µ(x)

∑
i∈B


1 + 2γ(1− ρ∗i )

αc̃i
∑

j∈Bh(i)

I(j)
Ch(j)

·

( ∑
k∈B(j)

ρ∗
k c̃k

Ch(j)
− 1

)
ci(x)(1− ρ∗i )

α

 ·
· (pi(x)− p∗i (x)) dx ≥ 0,

(6.31)
due to the corresponding maximizer p∗i (x) derived from (6.30).

There are a number of interesting differences between the optimal association rules
of star and tree topology. First, the penalty term in the denominator of the rule (Eq. (6.30))
now considers the whole backhaul path Bh(i) that traffic from BS i traverses, and adds
a penalty for every link along that path that is congested (outer sum in the denomi-
nator). This observation provides some support for the number of BH hops heuristic
proposed in [243, 227]. However, our analysis also suggests that it can be suboptimal,
as a path with few hops might still include one or more congested links, and provides
the optimal way to weigh in the amount of congestion on each link.

Second, the actual congestion on each backhaul link j is now not only dependent
on the load of the candidate BS i, but also on other BSs whose load is routed over
j. Hence, a BS i which would otherwise be a good candidate for traffic at location x,
might still be penalized and not selected, even if it does not impose itself a large load
on a backhaul link j. This is because other BSs sharing the same backhaul link might
be heavily loaded or congested.

In the case of split UL/DL traffic, the above analysis can be applied separately
on UL and DL traffic, and optimize UL and DL associations independently. Finally,
although we have provided separate solutions for star and tree topologies, to better
illustrate our approach, the optimal rule for the tree topology is generic, and includes
star topologies as well.
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6.4.2 Optimal Joint UL/DL User Association
In the Joint UL/DL case, we remind the reader that each user at x shall be associated
with one BS for both UL and DL traffic, i.e. pDi (x) = pUi (x) ∀i ∈ B , as discussed
in Section 6.3.2. The penalty function should now consider both uplink and down-
link capacity being exceeded on each backhaul link, and the objective function ϕα(ρ)
becomes

τϕαD(ρD) + (1− τ)ϕαU(ρU) + γ
∑

k∈{D,U}

∑
j∈Bh

Ik(j)


∑

i∈B(j)

ρki c̃
k
i

Ck
h(j)

− 1


2

(6.32)
Here, we present our results directly for the general case of tree backhaul topology,

and we remind the reader that this is applicable to star backhaul topologies as well.

Theorem 4.3. If ρ∗ = (ρ∗1, ρ
∗
2, · · · , ρ∗||B||) denotes the optimal load vector, the optimal

user-association rule at location x is

i(x) = argmax
i∈B

(
1− ρ∗Di

)αD

·
(
1− ρ∗Ui

)αU

eD(x) ·
(
1− ρ∗Ui

)αU

+ eU (x) ·
(
1− ρ∗Di

)αD , (6.33)

where if gD = τ, gU = 1− τ , then for l ∈ {D,U}:

el(x) =

zl

gl + 2γ
(
1− ρ∗li

)αl ∑
j∈Bh(i)

Il(j)

Cl
h
(j)

 ∑
k∈B(j)

ρ∗lk c̃lk

Cl
h
(j)

− 1


µl(x)cli(x)

.

Proof. We refer the interested reader to [239].

The penalty function for the backhaul network is simply the sum of the respective
penalty functions for UL and DL, described in Theorem 4.1. However, despite the sim-
ilarities of the cost functions, as we can see, the resulting association policy in the Joint
UL/DL case is more complex.

6.4.3 Iterative Algorithm Achieves Optimality
Our proposed iterative framework stays similar in nature as the one described in Sec-
tion (6.3.3).

We now focus on the penalty method and the emerging convergence to the global
optimal point. Using the proposed (quadratic) penalty functions we now solve a se-
quence of unconstrained problems (e.g. see Eq. (6.21)) with monotonically increasing
values of γ at each iteration (chosen so that the solution to the next problem is “close”
to the previous one; otherwise we risk getting stuck in steep valleys). Thus, let ρ(k) =
{ρ(0), ρ(1), ..., ρ(k)} be a sequence generated within iterations, where ρ(l), 0 ≤ l ≤ k,
is the global minimum of ϕ(ρ) with penalty constant γ(l) at the l iteration. Then any
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limit point ρ(k) of the sequence is a solution to this problem. This is a well known
result for such convex objectives proposed from Luenberger in 1984 [244].

Remark 2. In this remark we want to underline various important properties of
our derived rules (regarding both Sections 6.3 and 6.4). Firstly, no matter the num-
ber of traffic types and the backhaul topology design, all derived rules are “device
centric”, i.e., the user is able to optimally select where to associate based on own mea-
surements (e.g. ci(x) in Eq. (6.22)) and BS broadcast information that jointly capture
its access and backhaul performance (e.g., in Eq. (6.22) this broadcast corresponds to
the fraction seen). (For dedicated traffic inclusion in backhaul-limited scenarios see
e.g. [245]). 12 This allows for distributed implementations that do not require any con-
troller to govern the BSs and the UEs with access to all the necessary information, e.g.,
as in [249], [250]. 13 Our rules also satisfy the following important properties: scal-
able, (constant amount of BS broadcast messages irrespective of the number of users,
backhaul topology), simple (constant complexity of the rule with respect to the num-
ber of BSs), and offers flexible performance by properly choosing the α values in the
respective α-fair cost functions.

6.5 Simulations

In this section we briefly present some numerical results and discuss related insights.
We consider a 2 × 2 km2 area. Figure 6.3(a) shows a color-coded map of the hetero-
geneous traffic demand λ(x) (flows/hour per unit area) (blue implying low traffic
and red high), with 2 hotspots. We assume that this area is covered by two macro BSs
and eight SCs. The macro BSs that are shown with asterisks are numbered from 1-
2, and the SCs that are shown with triangles are numbered from 3-10, as we can see
in Fig. 6.3(b)-(c), Fig. 6.4, and in Fig. 6.5. We also consider standard parameters as
adopted in 3GPP [251], listed in Table 6.214. If not explicitly mentioned, we assume
θD = θU = τ = 0.5, and the split UL/DL scenario as default.

Before proceeding, we need to setup a metric to evaluate load balancing (or, utiliza-
tion) efficiency. Thus, we introduce the Mean Squared Error (MSED,b), between the
DL best-effort utilization of different BSs, normalized to 1. We define the DL load bal-
ancing metric for best-effort traffic to be 1−MSED,b, that increases on the amount of
load balancing15. Similarly, we can define them for the other three cases 1−MSED,d,
1−MSEU,b, 1−MSEU,d.

12Such broadcast quantities can be easily integrated through the newly proposed Access Network Discov-
ery and Selection Function (ANDSF) mechanism [246], or in the absolute/dedicated priority list mechanisms
of LTE [247], or in IEEE 802.16m [248].

13Such centralized schemes usually imply a high (a) burden of collecting all the necessary information to
a central location (usually implemented in a server deep in the core network), processing, and redistributing
to every user, (b) computational complexity that increases exponentially in the network size.

14As for (i) the sizes and ratios of different flows, (ii) splitting parameters, we can use different values in
order to capture different simulation scenarios, and derive similar results.

15We should note that different load balancing metrics could have been used, e.g. the maximum, median
and minimum BS load; however, we chose to use MSE since it facilitates the visualization of the network
performance.
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Table 6.2: Simulation Parameters

Parameter Variable Value
Transm. Power of eNB/ SC/ UE PeNB/PSC/PUE 43/24/12 dBm

BS Bandwidth for DL, UL w/W 10/10 MHz
Noise Power Density N0 -174 dBm/Hz

Splitting parameter for DL, UL ζDi , ζUi 0.5/0.5
Average DL/UL flow sizes 1

µD,b /
1

µU,b 100/20 Kbytes
Average DL/UL flow demands BD(x)/BU (x) 512, 128 kbps

Different flow ratios zb, zD 0.3,0.6

6.5.1 Provisioned Backhaul

We now focus on the case of provisioned backhaul as considered in Section 6.3 and
investigate the involved tradeoffs both qualitatively and quantitatively. We will present
the impact of our proposed association rules via coverage snapshots to show how users
associate in the considered network, while we will also provide values for related per-
formance metrics that complete our study numerically.

Spectral efficiency vs. Load balancing. Figure 6.3(b) outlines the optimal DL
user-associations if αD,b = αD,d = 0, i.e., when spectral efficiency is maximized.
Thus, each UE at x is attached to the BS that offers the highest DL SINR and promises
higher DL physical rate for best effort flows cD,b

i (x), and more “dedicated” servers
kDi (x); i.e. most of UEs are attached to macro BSs due to their high power trans-
mission, and fewer to SCs, forming small circles around them. Consequently, macro-
cells are overloaded and load imbalance within the cells is sharpened (decreased 1 −
MSED,b, 1 −MSED,d; see line 1 of Table 6.3). However, in Fig. 6.3(c) we empha-
size the load-balancing efficiency and set αD,b = αD,b = 10. Now, most SCs vastly
increase their coverage area in order to offload the overloaded macro BSs (e.g., BSs 6,
8, 10); “heavily” loaded (due to the hotspots) BSs, roughly maintain the same coverage
(BS 4 and 7). Thus load balancing is improved, at the cost of E[cD,b], E[kD] (see line
2 of Table 6.3). For further implications of α parameters we refer the reader to [63].

Best-effort versus dedicated traffic performance. Although in the previous sce-
narios the best-effort- and dedicated- related traffic rules (represented from αD,b, αD,d)
are aligned, one could ask how would two conflicting optimization objectives affect our
network? The answer lays in the usage of θD, that judges which objective carries more
importance. E.g., an operator has two main goals: (i) to maximize the average number
of servers for “dedicated” traffic captured by E[kD] (set αD,d = 0), (ii) to better bal-
ance the utilization of best-effort resources between BSs (set αD,b = 10). As shown
in Fig. 6.3(d), if θ → 0 E[kD] is maximized, whereas as θ → 1, 1 −MSED,b (DL
best-effort load balancing) is optimized, and each objective comes at the price of the
other.

DL vs. UL traffic performance is considered in Figure 6.3(b), 6.4(a)-6.4(b), with
respective numerical performance metrics in Table 6.4. The first two figures depict the
DL and UL optimal associations, in case of split UL/DL, for each user at x. However,
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Figure 6.3: DL Optimal user-associations (Spectral efficiency vs. Load balancing and
best-effort vs. ded. traffic performance)

if split is not available from the operator point of view, we have to weight whether the
DL or UL performance is more important while selecting a single BS for Joint UL/DL
association, using parameter τ . To that end, Figure 6.3(b) (also) outlines the optimal
associations in the Joint UL/DL case if the whole emphasis is on the DL performance
(τ = 1): this hurts the UL performance due to the asymmetric transmission powers
of the UEs and BSs (see line 1 of Table 6.4). In Fig. 6.4(a) the emphasis is moved
on the UL performance (τ = 0), and each UE is attached to the nearest BS, in order
to minimize the path loss [236] and enhance the UL performance; this hurts its DL
performance though (see line 3 of Table 6.4). Finally, Fig. 6.4(b) shows the optimal
coverage areas when one assigns equal importance to the UL and DL performance (i.e.
τ = 0.5): this moderates both DL and UL performance (line 2 of Table 6.4). This
also corroborates the notion that split is able to simultaneously optimize UL and DL
performances, as already discussed in theory.

6.5.2 Under-provisioned Backhaul
We now continue with some backhaul-limited network scenarios. We remind to the
reader that our focus is on the backhaul links between the macro cells and SCs (for
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Table 6.3: Numerical values for Figure 6.3.

Rates and Servers Load Balancing
E[cD,b] (Mbps) E[kD] 1-MSED,b 1-MSED,d

Fig. 6.3(b) 16.3 32 0.77 0.78
Fig. 6.3(c) 14.3 27 0.96 0.995
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(a) UL performance optimization τ = 0.
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(b) Equal emphasis of DL vs. UL τ = 0.5.

Figure 6.4: Optimal user-associations (DL vs. UL traffic performance)

simplicity we assume provisioned links between the macro cells and core network). As
already discussed in assumption C.1, we investigate two different backhaul topology
families: (i) “star” topologies (single-hop paths), (ii) “tree” topologies (with multi-
hop paths), along with two backhaul links types: wired and wireless16. Our aim is
to evaluate the derived association rules described in Section 6.4 for different under-
provisioned scenarios, by fixing the aforementioned trade-offs related to the traffic
differentiation as it follows: θD = θU = 1 (we only focus on the best-effort flows
by dropping the superscripts “b” and “d”), and αD = αU = 1 (throughput optimal
values). Also, we assume fixed backhaul routing paths, pre-established with tradi-
tional Layer 2 routing, that the BH capacities on the DL and UL are the same (i.e.
CD

h (j) = CU
h (j) = Ch, ∀j ∈ Bh), and if not explicitly mentioned we assume them

to be equal to 400Mbps. We maintain this assumption to facilitate our discussion, al-
though our framework works for heterogeneous backhaul links and UL/DL capacities
(see C.2). We finally assumed that c̃i is the 80% of the maximum user capacity asso-
ciated with BS i (we have also tried higher values for more “conservative” scenarios,
and also lower for more “aggressive” with similar conclusions).

Before proceeding, we need to make an assumption about the backhaul link capac-
ities. In case of wired backhaul links, we assume that the peak backhaul capacity Ch

is always guaranteed. For wireless backhaul links we adopt a simple model associating
peak backhaul capacity to distance: if the length of the i-th link is ri, the peak capacity

16Note that copper and fiber access are the key technologies for wired backhaul links, and microWave and
millimeter-wave P2P or P2MP access are the counterpart for the wireless backhaul links [252].
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Table 6.4: Numerical values for Figure 6.4.

DL performance UL performance
E[cD,b] (Mbps) E[kD] E[cU,b] (Mbps) E[kU ]

Fig. 6.3(b) 16.3 32 2.3 18
Fig. 6.4(b) 14.7 28 3 24
Fig. 6.4(a) 13.3 26 3.6 28
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Figure 6.5: DL optimal associations in different scenarios.

drops as:

d(ri) =

{
1, ri ≤ r0

( r0ri )
n, otherwise,

(6.34)

where r0 is some threshold range within which the maximal rate is obtained (e.g.
Line-of-Sight), and n is the attenuation factor. Hence, the available capacity drops
to d(ri)Ch(j) (≤ Ch(j)). For our simulations, we assumed that r0 = 200m, and
n = 3. While the above model is perhaps oversimplifying, our main goal is to sim-
ply include a generic model for the propagation related impact on wireless backhaul,
compared to wired, without getting into the details of specific backhaul implementa-
tions. For detailed path loss models for different backhaul technologies, we refer the
interested reader to [231].

Coverage Snapshots. In Fig. 6.5(a) we depict the optimal DL user-associations
for provisioned backhaul network with respect to the traffic arrival rates shown in
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Fig. 6.3(a). Compared to the associations showed in Figure 6.3(b) where αD = αU =
0, we note that now some SCs have slightly increased coverage area, in order to im-
prove the mean user throughput [63].

In the following, we focus on different under-provisioned backhaul scenarios, and
study the DL associations (similar behavior in the UL; we refer the interested reader
to [239] for them). In Fig. 6.5(b) we adopt a wired-star backhaul topology, where SCs
shrink their coverage areas, by handing-over users to other BSs, in order to offload the
corresponding (under-provisioned) backhaul links; this phenomenon becomes more
intense in the “hot-spot” areas (e.g., BS7 have vastly decreased their coverage areas)
due to the higher traffic demand. Similarly, in Fig. 6.5(c), we assume a wireless-star
backhaul topology, where SCs further decrease their coverage areas, due to the higher
backhaul capacity loss caused from the long wireless links (see Eq.(6.34)).

In Fig. 6.5(d) we adopt a wireless-tree topology, where some SCs are required to
carry also traffic of other SCs, and end up more congested. As a result, most SCs
further decrease their coverage area, compared to the star-wireless topology. However,
BS7 and BS10 enlarge their coverage areas, compared to the star case. This occurs
because these SCs are far from the eNB, and multi-hop topology allows them to route
their traffic over shorter wireless links with smaller capacity losses, compared to the
star case (Fig. 6.5(c)). Hence, there are two main factors affecting the coverage areas
in such wireless backhaul networks: (topology) each BS-load might traverse through
multi-hop backhaul paths, by “wasting” resources from more than one backaul links
(drawback for tree topologies); (location) the higher the η,r0 the worse the capacity
loss “wastage” over a dedicated direct backhaul link (drawback for star topologies that
require longer links).

As backhaul networks become increasingly complex, e.g. “mesh” topologies, each
BS has multiple possible routing paths to follow, beyond what is shown in the figures
(we remind the reader that the above shown topologies are simply the given spanning
routing trees). The above observations thus underline the shortcomings of predeter-
mined, Layer 2 (L2) backhaul routing mechanisms, and call for a joint optimization of
user-association on the radio access network along with dynamic, Layer 3 (L3) back-
haul routing.

Under-provisioning impact on user performance. Figure 6.6(a), 6.6(b) depict
the average DL and UL user throughputs, as a function of the backhaul capacity con-
straint Ch, on different scenarios. Generally, as Ch drops, the mean throughputs are
decreased, since users are handed over to (potentially far-away) macro BSs, causing
performance degradation. Interestingly, the slope of the dropping rate becomes more
steep for lower values of Ch, due to the logarithimic capacity formula chosen in as-
sumption (B.2). Also, as Ch increases, the average throughputs “converge” to the
value corresponding to a provisioned backhaul network. Note that the average UL
throughput convergences more quickly, compared to the DL. This happens due to the
asymmetry between the DL and UL traffic demand on the radio access network: the
UL one is much lower, mainly due to the asymmetry between the transmission powers
of BSs and UEs, as well as different file sizes assumed in each direction. Beyond this
point, the UL backhaul resources will be underutilized. This calls for a flexible TDD
duplexing scheme, that will dynamically distribute the backhaul resources accordingly,
for example by giving more backhaul resources to DL when the UL demand is already

170



50 300 500
0

5

10

15

C
h
 (Mbps)

D
L 

T
hr

ou
gh

pu
t (

M
bp

s)

 

 

Wired−Star
Wired−Tree
Wireless−Tree
Wireless−Star

(a) DL (global) user throughput.

50 300 500
1.5

2

2.5

3

3.5

C
h
 (Mbps)

U
L 

T
hr

ou
gh

pu
t (

M
bp

s)

 

 

Wired−Star
Wired−Tree
Wireless−Tree
Wireless−Star

(b) UL (global) user throughput.

Figure 6.6: Mean throughputs overall all users in the network.

satisfied (e.g. the eIMTA scheme [253]). Finally, in the wired case, star topology is
always slightly better than the tree, whereas in the wireless the opposite, as explained
earlier.

Table 6.5: Mean throughp. for handed-over users (in Mbps).

Topology Ch = 50 250 500 (Mbps)
DL / UL thr.: Star-Wired 1.1 / 0.2 3.1 / 1.6 4.1 / X
DL / UL thr.: Tree-Wired 0.6 / 0.1 2.4 / 0.7 3.2 / X
DL / UL thr.: Tree-Wirel. 0.2 / 0.03 1.7 / 0.07 2.1 / 0.15
DL / UL thr.: Star-Wirel. 0.1 / 0.001 1.4 / 0.05 1.7 / 0.02

One could notice that user throughputs drop slightly on the Ch constraint, e.g. in a
wired-star topology if Ch drops 500→ 50 Mbps (10 times), the mean user throughput
only drops 15 → 6 Mbps (∼ 3 times). This is due to the fact that, under-provisioned
backhaul links do not affect the whole network, but specific groups of users associated
with the cells that suffer from low backhaul capacity. To better illustrate this, in Ta-
ble 6.5 we show the average throughput of the handed-over users, as a function of Ch.
Indeed, their performance is severely affected: for the same scenario, their DL through-
put drops all the way to 1.1 Mbps (∼ 15 times). (In scenarios with no handovers, we
mark the respective table entry with an X .)

Under-provisioning impact on Network Performance. Turning our attention
to network-related performance, Fig. 6.7(a) considers spectral efficiency (bit/s/Hz),
normalized by the maximum corresponding value when the network is provisioned.
Load-balancing (“utilization”) efficiency is further considered in Fig. 6.7(b) in terms
of the MSE metric, described earlier. Both efficiencies converge to 1 as the network
gets provisioned. Low Ch values will push users to handover to far-away BSs, and this
will potentially decrease their SINR (spectral efficiency decrease), and create steep
differences between BSs loads, e.g. by congesting macro BSs and under-utilizing the
SCs (load balancing decrease). Note that, the joint degradation of these performances
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Figure 6.7: Downlink Network Efficiencies (normalized).

also impacts user performance negatively (e.g. user throughput), as explained in Sec-
tion B.7.

Note that regarding spectral efficiency (for the wireless scenario), there is a crucial
point that judges which topology is better than the other in different under-provisioned
cases (that is actually the point where the two curves meet). Obviously, this point, that
is highly affected by the network topology and the given set of assumptions, can sig-
nificantly vary between different performance metrics (e.g., in terms of load balancing
and user throughput). Note that it is not possible to analytically derive this cross point,
as this depends on the value of the objective function of the respective optimization
problem. As a result, the actual cross point can only be found via sensitivity analysis.
Nevertheless, we provide here the two main factors that affect this tradeoff between star
and tree topology, to provide some qualitative insights. These factors are: (i) path loss
characteristics: the higher the path loss (e.g. higher η) the worse the capacity loss on a
long direct backhaul link required for a star topology, favoring multi-hop connectivity
(i.e. a tree topology). (ii) the number of hops: the higher the number of backhaul hops
the higher the total backhaul resources consumed “per BS” or “per bit of radio access”,
which might disfavor a tree topology.

Table 6.6: UL/DL Split Vs. Joint-association Improvements

Performance τ = 0 τ = 0.5 τ = 1

DL / UL Throughput 6% / 32% 4% / 35% 0% / 37%
DL / UL Spectr. Eff. 4% / 29% 3% / 31% 0% / 33%
DL / UL Uiliz. Eff. 7% / 34% 4% / 38% 0% / 41%

Split UL/DL impact. As discussed earlier, while split is able to optimize the DL
and UL performance, simultaneously, Joint UL/DL association is incapable of this par-
allel optimization and using 0 ≤ τ ≤ 1 we can trade-off which dimension carries more
importance. Table 6.6 illustrates the performance improvements that split promises
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over the Joint UL/DL association, in terms of various metrics, for various τ when
backhaul is underprovisioned. We underline that split enhances the UL performance
considerably, e.g. the average UL throughput is increased up to 37%. This is due to
the dependency that Joint UL/DL generates between the DL and UL associations in the
access network, that often makes the DL the bottleneck in the backhaul (due to afore-
mentioned asymmetry between the peak access rates). Thus, DL will often “preempt”
the backhaul constraint, and potentially (i) leave some UL resources unused, (ii) cause
UL performance degradation.

Comparison with existing work. We now compare our proposed algorithm with two
others user-association schemes; specifically, we run them in our considered network
topology for the wired backhaul case (similar behavior for the wireless). In Table 6.7
we depict the performance decrease compared to our scheme in terms of: Spectral Ef-
ficiency (SE), User Performance (UP) (in terms of idle dedicated servers for dedicated
traffic and throughput for best-effort) and Load Balancing (LB). We have assumed
that all BSs associated with a BH link that is congested decrease their SE and UP
proportionally to the amount of congestion by illustrating the effective corresponding
performance.

Firstly, we investigate the algorithm proposed from Mesodiakaki et al. that focuses
on dedicated traffic demand [227, 243]. This algorithm involves two stages, each of
which independently considers access and backhaul performance: in the first, a subset
of cells for each users’ association is selected as candidates separately for DL and UL
based on the radio access conditions (i.e., the DL data rate or the UL path loss without
considering the BS load). Then, the best one among them is selected based on the BH
conditions: the BS with the fewest backhaul hops to the core is selected as optimal.
However, such a simplistic criterion can lead to rather suboptimal performance as ex-
plained in Section 6.4.1. Specifically, in our case, in both DL and UL, we see that
effective SE and UP are decreased since the path with the fewest hops might include
congested backhaul links (obviously, this is more intense in the tree topology where
multiple BSs share the resources of a single backhaul link). LB is also slightly hurt (by
also hurting UP) since the reference algorithm ignores the BS loads.

Table 6.7: Comparison with existing work.

DL performance UL performance
Algorithm SE UP LB SE UP LB

[227, 243] Star-Wired 1.4 1.3 1.2 1.8 2.1 1.3
[227, 243] Tree-Wired 1.5 1.4 1.2 2.2 3.2 1.4

[228] Star-Wired 5.3 5.6 2.1 3.9 5.1 1.1
[228] Tree-Wired 5.7 5.9 2.4 4.1 5.4 1.2

Secondly, we consider the user-association algorithm proposed by Domenico et al.
for DL best-effort flows [228]. There, the ergodic capacity is attempted to be maxi-
mized through an iterative algorithm: at each step every user changes its association
if the corresponding gain in terms of ergodic capacity is positive. Nevertheless, such
an iterative algorithm, strongly dependent on the initial condition as well as the corre-
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sponding step directions, does not necessarily converge to the best point by potentially
getting stuck in subpar conditions. Also, this algorithm does not take into account het-
erogeneous traffic demand, and thus BS loads. UL traffic and BH tree topology are
not considered, so we (i) assume that UL associations are identical as DL (as in Joint
UL/DL, see B.10), and (ii) extend the proposed resource allocation policy to evenly
split the available backhaul resources of a link in tree topologies. Simulation results
show significant performance degradation since in the (suboptimal) converged point
(i) some users end up being attached to far-away BSs, and (ii) some BSs are driven
to congestion while attempting to improve ergodic capacity by affecting LB and SE,
correspondingly. Joint degradation of them also impacts UP negatively, as explained in
(B.7).

6.6 Conlusions and Future Work
In this chapter we explored the problem of association in future HetNets and propose a
framework which can be derived to find optimized association algorithms that take into
account factors like traffic type, traffic direction (UL/DL), and backhaul network con-
nectivity and capacity. A couple of interesting issues arose from the simulation-based
evaluaton of these optimal policies. These have either been addressed in subsequent
work or are part of future work.

First, having the same amount of DL and UL resources in every BS is clearly sub-
optimal. Same goes for the resource split in the backhaul network. To this end, in [78]
we addressed the first issue, that of jointly optimizing the association variables in our
framework, together with the UL/DL resource allocation. This problem appears to be
non-convex at first, but with some appropriate transformations it can be convexified
and tackled with a distributed hierarchical algorithm, running at different time scales.
A preliminary treatment of backhaul resource allocation has also been pursued in [238].

Second, as the backhaul network becomes more complex (e.g. a mesh network)
routing should jointly be addressed with the user association problem, to further im-
prove performance. As was evident in this chapter, the user association on the radio
access might be limited by the available capacity on the backhaul path. In this chap-
ter we assumed this routing path to be given (e.g., chosen before, or in a slower time
scale than the user association variables, as is usually the case). However, re-visiting
the routing path together with the BS load-balancing problem is a promising direc-
tion. We plan to explore whether the joint problem can be convexified and solved in a
distributed/hierarchical manner as well.

Last but not least, we have made throughout this chapter the (strong) assumption
that the traffic demand is known at each location x. In practice, this traffic might
not only be unknown (at first) but also non-stationary. In our recent work of [254],
we have considered data-driven framework to learn the mean traffic demand while
optimizing the associations, in order to achieve robust association maps: to perform
well on average, but deteriorate gracefully when the statistics diverge from their mean
(e.g., flash crowds, special events, etc.).
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Chapter 7

Mobile Edge Caching
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As already argued in the previous chapters, a promising and highly-investigated
way of dealing with the tremendous increase in traffic demand is via the deployment
of many small cell base stations (e.g pico/femto-cells, or out-of-band WiFi APs) to-
gether with the standard macro-cellular network. The bulk of current state of the art
for small cell solutions tackle mainly aspects of self-organizing radio resource man-
agement, inter-cell and interference coordination (ICIC), energy-efficiency and MIMO
techniques, as well as traffic steering techniques like the ones considered in the last two
chapters. A common problem for a lot of work on small cell networks is the impact of
the backhaul network. While the reduced distances to the user and better spatial reuse
can greatly increase the (radio) capacity in the last hop, in order to support high cell
densification the capacity of the backhaul network needs to scale at unrealistic rates.
As a result, small cells are expected to be mostly connected by inexpensive wired or
wireless links, and thus will often be under-provisioned, according to the Small Cell
Forum [79]. This makes the backhaul network a potential new bottleneck that can
significantly reduce the envisioned gains by cell densification.

In the previous chapter, we investigated how to take such backhaul bottlenecks into
account, even when optimizing radio access functions like user association. While this
approach can redirect some traffic to different BSs, possibly connected with less con-
gested transport links, some important issues remain: (a) this is not always possible or
it introduces considerable suboptimalities on the radio access (e.g., in terms of spectral
efficiency); (b) the transport network (backhaul/fronthaul) might simply not be able
to support the aggregate radio traffic, for any routing path(s). To further alleviate the
backhaul bottleneck, but also to reduce content access latency, the idea of edge caching
has been proposed [80, 81, 82, 83]

The increasing demand for Internet content, and the inherent overlap between user
data requests, suggests that storing popular content closer to the user could: (a) avoid
congesting the capacity-limited backhaul links by avoiding duplicate backhaul trans-
missions, and (b) reduce the content access latency. Specifically, in [80], local content
caching has been identified as one of the five most disruptive enablers for 5G networks,
sparking a tremendous interest of academia and industry alike, as a cost-efficient way
of tackling the data tsunami. Using real measurement data, [84] has explored the poten-
tial benefits of forward caching inside the core of a 3G network (e.g. in the SGSNs or
GGSNs), suggesting that hit ratios up to 33% can be achieved for such caches. Similar
benefits based on real workloads have been also found for LTE networks [85]. While
these works already demonstrate the potential benefits of caching, a number of key
questions remain open.

Edge cache size can be a major bottleneck: First, the above measurement-based
studies have only considered caching in core nodes or backhaul aggregation points.
Such nodes see a significant amount of the global network traffic and could also be
equipped with large storage capacities (comparable to the size of regular CDN servers).
It remains widely open whether similar benefits could be achieved with small, local
caches at each BS and small cell. Such caches would have a much smaller storage
capacity due to CAPEX/OPEX cost reasons: each core node considered as a potential
caching location in the above studies would correspond to 100s or 1000s of small cells
in future ultra-dense networks. As a result, the storage space per local edge cache must
be significantly smaller to keep costs reasonable. This suggests that only a tiny fraction
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of the constantly and exponentially increasing content catalog could realistically be
stored at each edge cache. In most practical cases, a local edge cache would fit less
than 0.1 − 0.01% of the entire Internet catalog. E.g., a typical torrent catalog is about
1.5PB and the entire Netflix catalogue about 3PBs. More than 1TB storage would
be needed to just store 0.1% of either one [86]. Considering other VoD platforms,
YouTube, etc., this number explodes. Even, with a skewed popularity distribution,
local cache hit ratios would be rather low [87, 88, 89].

Convergence of cooperative caching and cooperatice communication: Second,
a number of technological advances are envisioned for future 5G networks, such as
Coordinated Multi-Point (CoMP) transmission, Coded Caching, and the CloudRAN
architecture. These technologies are considered as major drivers to improve the per-
formance on the radio access network (RAN) in 5G, but also introduce novel compli-
cations and challenges for caching algorithms. To cooperatively transmit a requested
content from multiple BSs, so as to improve radio access performance (e.g. through
diversity gains), that content must be available in the caches of all BSs involved in
a coordinated transmission. Otherwise, the effective rate of one or more of the links
might be severed by a congested backhaul link. Yet, storing the same content in mul-
tiple nearby BSs means not storing other contents there, thus leading to a considerable
decrease in cache hit rates and increased backhaul costs, if those contents are requested
instead. This creates a novel tradeoff: how could a caching policy facilitate coopera-
tive transmission opportunities (and radio access performance) while maximizing local
cache hit rates (and backhaul performance)?

Application-dependent caching optimization Third, specific applications, espe-
cially content streaming, are beginning to dominate the mobile data traffic (e.g., more
than 50% percent of the total traffic is consistently reported to be streamed video),
and this is not expected to change in the future. Any means to reduce network traffic
through caching should thus pay particular attention to this application. This raises the
question: could application-driven optimizations targeting video traffic further improve
the performance of edge caching?

In this chapter, we briefly present four main directions of ongoing and future planned
research to maximize the amount of traffic offloaded from, as well as to jointly optimize
the performance of, radio access and backhaul networks.

1. Using node mobility (UE or Relay) to trade-off content access delay (i.e. user
QoE) for cache hit ratio. (Section 7.1)

2. Exploiting the properties of video streaming to offload more data through edge
caching without any QoE impact. (Section 7.2)

3. Using alternative content recommendation to improve caching performance through
“soft cache hits”. (Section 7.3)

4. Coordinated caching and communication. (Section 7.4)
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7.1 Delay-tolerant Edge Caching

Installing a large enough number of small cells with local storage (SCs), to ensure every
user equipment (UE) has access to at least one such low range BS, still requires high
CAPEX/OPEX costs (e.g. rental costs, maintenance, backhaul). Combined with the
stagnating revenues per user, this maked operators reluctant to perform the necessary
densification. The more radical proposal to use UEs for storage and relaying (e.g.,
through Device-to-Device (D2D) communication) [90, 91] largely avoids these costs,
but is stifled by device resource constraints (especially battery) and privacy concerns.
As a result, SC storage and/or D2D might offer small performance mprovements, in
practice. E.g., a user requesting a content k might not have an SC in range, in which
case k must be fetched over an expensive macro-BS. Even if the user has some SCs
(or other UEs) in range, these might not in fact store content k (due to their relatively
small size compared to the content catalog). Fetching content k will again be costly,
e.g. over an SC backhaul link which is usually wireless and capacity-limited.

To improve this situation, one could exploit the mobility of UEs or even of BSs,
to tradeoff access delay for cache hit ratio. For example, if a user i requests a content
k, which is not “locally” available, the operator can ask the user to wait for some time
(e.g. up to some TTL). During that time, user i may encounter some other cache
storing k (either because i moved, or because the cache moved, in the case of mobile
relays [92]). E.g., consider a simple example where there are M total edge caches, and
intermeeting time between a user and such a cache is IID with rate λ. Assume that in
the baseline (“immediate access”) scenario, a user sees on average c of these M caches,
where c < 1 in most cases (since SC coverage is limited). In the “delayed access” case,
a user sees an additional M · λ · TTL caches, on average. Hence, the effective cache
size that the average user sees is approximately M · λ · TTL times larger, which may
lead to more cache hits.

The challenge here is to optimally allocate this larger (effective) cache space among
all contents. E.g. if a node sees at most one cache, the optimal policy (putting aside the
further considerations of Coded Caching [255]) is to store the most popular contents
in every cache, until it’s full. However, it is easy to see that this is suboptimal in the
delayed access case. If the size of each cache is C contents, and node i encounters 2
caches during a TTL, storing contents 1 to C in one cache, and C + 1 to 2C in the
other, would lead to much higher hit rates for that node than storing contents 1 to C in
both. While this example provides some intuition how the cache policy could exploit
mobility (and the additional cache space it allows node to “see”), finding the optimal
policy depends on the mobility characteristics, content popularities, and TTL.

7.1.1 Content Access Protocol

In this section, we state some assumptions about our system.
A.1 - Network Setup. There are three types of nodes:

• Infrastructure Nodes (I), e.g., macrocells, that provide full coverage, and can serve
any content request.
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• (Mobile) Helper Nodes (H), e.g., cars, buses, taxis, where |H| = H . Each of these
nodes has a cache size of C bytes, and can serve only requests for content in its
cache.

• End Users (U), e.g., smartphones, tablets, netbooks, that request different contents.

In the above, we are focusing on the case of mobile relays and storage points. These
provide many advantages, which are detailed in [92]. However, the theory is applicable
to the case of storage at static helper nodes (e.g., small cells) or even other UEs (see
e.g., [256]).

A.2 - Content Request Model. We assume the standard IRM request model,
where each node independently asks for some content i out of a catalogue K of content
(|K| = K), with probability ϕi [257, 258, 259]1. Without loss of generality, we assume
content is sorted by decreasing popularity as ϕ1 ≥ ϕ2 ≥ · · · ≥ ϕK . We also assume
that content i has size si.

A.3 - Delayed Access. A user requesting content i will wait up to a maximum time
TTLi to find a (mobile) helper with that content. If it does, then it retrieves the content
locally, imposing 0 cost on the infrastructure. If i is not found during that time, then
the content is fetched from an (expensive) I node.

A.4 - Contact Model (U − H). Unless otherwise stated, pairwise inter-contact
times between H and U are independent, drawn from a generic distribution FC(t) with
mean rate λ. Contact durations are drawn from another generic distribution FD(t) with
mean E[D]. We assume both distributions have bounded first and second moments.

A.5 - Cache Model. Let xij ∈ {0, 1}, i ∈ K, j ∈ H be an indicator variable
denoting if helper node j stores content i. We assume H nodes store entire contents,
and fractional storage is not allowed. Let further Ni denote the number of helper nodes
storing content i, that is

Ni =
∑
j∈H

xij . (7.1)

Ni will be a key control variable for our optimal cache allocation problem2.
The goal of the operator is to optimally choose these number of copies Ni for each

content i that it should push into the helpers (called “seeding” phase, e.g. the night
before). The basic protocol is made up of three phases and is depicted in Fig. 7.1. We
summarize some useful notation in Table 7.1.

7.1.2 Optimal Cache Allocation
To understand the basic ideas behind the cache allocation problem, let us consider a
simple subcase of the above problem setup where TTLi = TTL (i.e., all content
has the same delay-tolerance). Let us additionally assume that: (i) FC(t) = 1 − eλt,
i.e. inter-contact times are exponential, and (ii) E[D] is much larger than the time to

1In practice, these quantities can be estimated as an expected request rate during some MNO-defined time
window (e.g., a day [260, 83]). Several studies have shown that it is possible to predict the popularity with
good accuracy over relatively short periods (e.g., a few weeks for YouTube videos) [261].

2Note that given the assumption of IID mobility, it suffices to optimize the total number of copies Ni

without considering the per vehicle variables xij any more.
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Table 7.1: Notation.

CONTROL VARIABLES

Ni Number of replicas stored for content i

TTLi Deadline for content i

CONTENT

K Number of content in the catalogue

ϕi Number of requests for content i

si Size of content i

MOBILITY

Tij Inter-meeting time between U andH nodes

λ Mean inter-meeting time with vehicles

Mi Number of contacts within yi

CHUNK DOWNLOAD

bij Bytes downloaded per contact

µ Mean of bij

σ2 Variance of bij

Bi Total bytes downloaded per content i

fBi(x) Probability density function of Bi

FBi(x) Cumulative density function of Bi

OTHER PARAMETERS

H Number of vehicles

C Buffer size per vehicle

Ω
Weighted average of maximum slowdown
(WAMS)

TTLmax Maximum deadline
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Figure 7.1: Communication protocol.

download any of the contents (i.e., any content i can be downloaded in a single contact
with a helper storing i). In this setup, the optimization problem in hand is:

minimize
Ni

∑
i∈K ϕi · si · e−λ·Ni·TTL, (7.2)∑

i∈K Ni · si ≤ H · C, (7.3)
0 ≤ Ni ≤ H, ∀i. (7.4)

The objective (7.2) corresponds to the total bytes that have to be downloaded after
the TTL expires, and follows from basic properties of the exponential distribution.
Constraint (7.3) is a knapsack type constraint related to the total storage capacity in
H nodes, and constraint (7.4) simply says that the number of replicas must be non-
negative and at most equal to the total number of helpers (there is no benefit from
storing the same content twice in the same cache).

The above problem is a discrete optimization problem (as Ni must be integer)
which could be mapped into a non-linear knapsack variant, and thus is hard in the-
ory. However, if cache size C is larger than just a few contents (which is typically the
case), a very good approximation can be achieved by solving the continuous relaxation
of the above problem, i.e. assuming Ni ∈ R (and then rounding appropriately). In this
case the above problem is convex, and can in fact be solved analytically using KKT
conditions. The following gives the optimal allocation:
Result 1. The optimal number for the objective of (7.2) is given by:

N (i) =


0, if ϕi < L

1
λ·TTL ln

(
λ·TTL·ϕi

ρ

)
, if L ≤ ϕi ≤ U

H, if φ(i) > U

where L , 1+ρ
λ·TTL , U , (1+ρ)·eH·λ·TTL

λTTL , and ρ, µ(i), λ(i) and ρ are appropriate (non-
negative) Lagrangian multipliers.

There are a couple of things to observe here. First, the number of copies is an
increasing (as expected) but concave function of the content popularity, suggesting
diminishing returns per extra copy (it is useful to compare this to the simple motivating
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Figure 7.2: Optimal allocation in semi-log scale.

example discussed earlier). The number of copies is also a decreasing function of
the TTL, since the larger the delay tolerance, the more caches a node sees during a
TTL, and the higher the chance for a cache hit, even if fewer caches store i. The
capacity constraint affects this allocation mainly through multiplier ρ, which acts as
a scaling factor (the higher the capacity the smaller ρ is). Finally, in some scenarios
some low popularity contents get 0 copies while very popular contents are replicated
in all helpers. An example of the above allocation (in log-linear scale) can be seen in
Fig. 7.2.

7.1.3 Performance Evaluation

We validate our model through MATLAB simulations. We simulate the load on the
infrastructure and we compare it with other caching systems. We consider the optimal
allocation policy described earlier and we analyse the impact of different parameters in
the proposed cache system. Furthermore, we consider a square area of 5000m x 5000m
in the center of San Francisco. We use the Cabspotting3 trace to compute the average
meeting rate λ: we randomly place the U nodes and, considering a communication
range of 200m, we calculate the meeting rate with each H node. We find λ = 4
contacts/day. According to the density of the city and to the number of vehicles per
capita, we estimate to 100.000 the number of vehicles in the area considered. However,
in order to be realistic about initial technology penetration we assume that only 1% of
these vehicles is participating in the cloud. We assume that each car can store 100
contents (0, 1% of the catalogue). We set TTL to 3 minutes.

In our analysis, we also consider the content popularity of YouTube videos, since
a large percentage of mobile data traffic is represented by video files. We down-
load from [262] a database generated with YouStatAnalyzer that collects statistics for
100.000 YouTube videos. The database includes static (title, description, author, du-
ration, related videos, etc.) and dynamic information (daily and cumulative views,
shares, comments, etc.). In our simulations, we only take into account the number of

3GPS coordinates from 536 taxis in San Francisco over 23 days [112].
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views related to the last 360 days. However, these values are equal to the total number
of views per day in the world, then we scale them properly4.

Note that we have also created synthetic traces based on the work in [263]. Sim-
ulations based on these synthetic traces confirm the observations made using the real
trace. We therefore focus on the former.

Unless otherwise stated, we will use the parameters summarized in Table 7.2.

DESCRIPTION PARAM VALUE

Number of vehicles H 1000 cars

Buffer size C 100 contents/car

Meeting rate λ 4 contacts/day

Time-To-Live TTL 3 minutes

Number of contents K 100.000 contents

Communication range 200m

Table 7.2: Parameters of the scenarios considered.

Finally, we compare our allocation policies with:

• No cache: no contents are stored in the vehicles; the probability of miss is equal to
1, therefore the cost corresponds to the total demand: cost = ∆t

∑K
i=1 φ

(i);

• Random: contents are allocated randomly in the vehicles;

• Square root: this policy also has diminishing returns, similar to our optimal al-
location, but it replaces the logarithm with the square root (after an appropriate
normalization to satisfy the storage constraint); such policies have been shown to
perform well in P2P networks.

Fig. 7.3 shows the cost according to the value of TTL for the different policies. It
is very important to note that considerable gains can be achieved with very small TTL
values (in the order of a few minutes) and small number of vehicles participating in the
cloud (1%). This provides some evidence on the advantages of offloading based on a
vehicular cloud, compared to offloading using small cells or WiFi, as for example in
[51] or [195]. E.g, [51] reports minor gains for similar small deadlines, while [195]
requires a much longer TTL (order of 1-2 hours) to achieve similar gains. In addition,
increasing the TTL further has diminishing returns. This implies that even users not
willing to wait too long could participate in such a system (benefiting themselves and
the operator).

Fig. 7.4 shows the cost according to the buffer size. From the plot we can observe
that storing 100 contents/car (only 0,1% of the total number of contents) provides a
gain of almost 60%. In a scenario with a larger catalogue (e.g., 100 millions), it seems
doable to store 0,1% of the contents (e.g., 100.000 contents/car) needed to achieve good
savings. What is more, due to the intrinsic characteristics of the popularity distribution,

4We scale them linearly taking into account the number of YouTube users and the population of San
Francisco.
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the system might require an even smaller number of storage in order to achieve similar
gains.

In an urban environment, the great availability of vehicles leads to large gains for
the proposed infrastructure. However, an operator will probably keep using our frame-
work even if the number of vehicles available decreases: in Fig. 7.5 we depict the cost
savings according to the number of (vehicular) helper nodes nodes participating in the
cloud and the gain observed is not less than 50% when more than 250 vehicles are part
of the cloud.
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7.1.4 Extensions
The above framework and results provide some initial, yet important insights. In addi-
tion, we have considered a number of extensions to the above basic framework.

Generic Inter-contact Times

A first possible extension is to generalize the inter-contact times. This can be done be
replacing e−λ·Ni·TTL in objective (7.2) with (1 − FC(TTL))

Ni . It is easy to see that
the objective remains convex and optimal values for Ni can be found with standard
methods (albeit not always analytically, depending on FC(TTL)).

Limited Contact Duration

Although we have assumed unlimited contact duration (or equivalent, bandwidth), in
practice a content might not be downloaded in its entirety during a contact (e.g. the
node moves away before the download is finished). In this case, one could consider two
possible protocols: (Repeat) a node must restart the download of content i in the next
contact (with some node storing i); (Resume) a node keeps the bytes it has downloaded
so far, and continues with the remaining ones during a new contact. For the Repeat
policy, let us denote with pi = 1 − FD( si

rH
), the probability that content i of size si

is fully downloaded during a given contact during which the mean download rate is
rH . This download is successful if the contact duration is at least equal to si

rH
. Since

contact durations are assumed independent, one can use a Poisson thinning argument
(in the case of exponential contacts) and replace λ in all the above equations with pi ·λ,
to obtain the optimal allocation.

While analytically tractable, clearly the Repeat policy is not optimal (large con-
tents, even if popular, will get very few copies, because there is very little chance one
can download them in one shot). Resume on the other hand is in some sense “work
conserving” and can perform better. However, its analysis is more involved. In the
case of exponential inter-contact times, the total amount of bytes downloaded during
consecutive successful contacts form a Compound Poisson Process whose distribution
is a function of both FC(t) and FD(t). Nevertheless, one can approximate this with a
Gaussian distribution and derive an appropriate modification of (7.2) in closed form.
Convexity is maintained (for the continuous relaxation of the problem) and the optimal
solution can be obtained. For more details, please see [92, 93].

Variable TTL

Although we have assumed an equal TTL for all contents so far, the above results
easily generalize to different TTLi per content i. If different users further have dif-
ferent delay tolerance for the same content, then the value TTLi could be seen as the
average over all such users. However, objective (7.2) is only a first order approxi-
mation in that case. Nevertheless, if one assumes that the TTL per user is a random
variable from a known distribution, then one could replace the e−λ·Ni·TTLi (or even
(1−FC(TTLi))

Ni , for generic inter-contacts) with ETTLi

(
e−λ·Ni·TTLi

)
, where the

expectation is taken over the distribution of TTLi.
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A more interesting case arises if we consider TTLi as a second set of control
variables. The motivation for this is that the user perceives the enforced delay not in
absolute terms, but rather in relation to the total download time of the requested file.
E.g., a user requesting a web page (which normally takes a few 10s of seconds to
download) would not be happy with an extra delay of 5 minutes. However, these extra
5 minutes could more easily be “absorbed” if a user is downloading a large software or
video, which anyway takes some 10s of minutes. Hence, an operator could allocate a
higher TTL to a large content, and lower TTL to small contents. This can be easily
formalized with the concept of slowdown, a metric that has recently attracted a lot
of attention in queueing theory, and can be loosely defined as the total access delay
(wait + download) divided by the download time. In its simplest case, the optimization
problem then becomes:

minimize
Ni,TTLi

∑
i∈K ϕi · si · e−λ·Ni·TTLi , (7.5)∑

i∈K Ni · si ≤M · C, (7.6)∑k
i=1 ϕi · TTLi·rH+si

si
≤ S, (7.7)

0 ≤ Ni ≤M,∀i. (7.8)

We have just introduced TTLi as a control variable, and also added constraint (7.7)
which normalizes the total TTL “budget” we have to allocate (for some constant S).
This is a mixed integer program as some variables are integer (Ni) and others contin-
uous (TTLi). We can again let Ni take real values to simplify the problem. However,
note that the resulting problem is not convex in both variables anymore, even in this
simple setup. In fact it is “bi-convex”, as it is convex on either Ni or TTLi, but not
both. One can approach this problem with various solvers for bi-convex problem (e.g.
iteratively optimizing for one set of variables, then the second, alternating the two
sets till convergence). However, there are no strong guarantees of global convergence.
Things get more compicated if one considers a Resume type of policy. Nevertheless,
one can replace the respective objective with an approximate one (whose accuracy in-
creases when there are plenty of contacts during a TTL), and which gives rise to a
Geometric Program. The latter can be transformed into a convex one with appropri-
ate manipulations and solved using standard methods. We refer the interested reader
to [93].

Offloading through HetNets with SCs and UEs

As a final setup, in [256] we have considered a mixed setup, where a user can get the
content both from small cells or from other UEs, storing the content. Additionally,
we assume there that every UE that receives a given content k, can further act as a
local cache (with some probability, depending on incentives or other consideration).
This setup is different compared to the previous one, as the number of storage points
here increases over time, while in all previous scenarios the number of storage points
is selected initially (when the optimal cache allocation is selected, e.g. at nighttime)
and the number of caches remains unchanged during the delivery phase. While this
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evolving number of storage points complicates the analysis, necessary to derive an
objective in closed form (that can be then optimized), we have used [256] mean field
and fluid approximations for the problem, that were validated both against synthetic
and trace-based simulations.

7.2 Low Cost Caching for Streamed Video Content

So far, we have been assuming that contents are downloaded in their entirety before
they can be consumed. We then introduced an additional delay in the system, be-
fore such a download starts, in order to allow a user to encounter low cost nodes (e.g.
small cells or other UEs storing the content), and optimized the cache allocation in this
setup. In the simulation scenarios considered for such a system, we saw that interesting
offloading values can be achieved with delays ranging from 2-3 minutes to a few 10s.
Such delay values could be acceptable in some scenarios, e.g. large files, delay-tolerant
traffic (software updates, synchronization), developing regions and/or low cost plans.
Nevertheless, if one considers standard urban environments, such deadlines might re-
quire a significant monetary (or other plan-related) incentive by the operator, or might
be unacceptable altogether.

In this second part, we focus on streamed (video) content specifically, and try to go
one step further by exploiting the fact that streaming of stored video content offers some
delay tolerance “for free”. In other words, we would like to get some of the offloading
benefits of the previous approach, without any delay impact on the user. Video content
is split into many chunks that are streamed into the user’s playout buffer one by one,
and consumed at the playout speed. The user does not have to wait until the whole
content is found in a local cache, but can start streaming right away, fetching chunks
from the infrastructure or local/mobile caches, depending on availability of the latter
and buffer status. For example, consider a user that start watching a 1h video, and a
chunk corresponding roughly to the middle of the video. This chunk does not have to
be downloaded until 30 minutes after the user starts streaming. During that time, the
user might encounter a mobile cache storing this chunk and fetch it inexpensively. In
that case, traffic is offloaded from the main infrastructure (which would otherwise be
used to download the chunk), but without any impact to user experience.

It is important to note that, while chunks are also “downloaded” in the streaming
case (as contents were downloaded before), the difference here is that no extra delay
needs to be imposed on the user (and thus deteriorate her QoE). Any chunk not avail-
able in the playout buffer when its playout time arrives, can be streamed from the main
infrastructure. In this context, two interesting questions arise:

1. How many bytes of streamed video get offloaded through such mobile edge caching?

2. How can we optimize the edge cache allocation to maximize the amount of bytes
that get offloaded?

Our goal is to provide some initial answers to these questions assuming: (i) vehicular
nodes acting as (mobile) SCs and local caches, and (ii) streamed video-on-demand
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content as the main application5. Our main contributions are the following:

• We model the playout buffer dynamics of a user device in this setup as a queueing
system, and analyze the expected amount of offloaded traffic (corresponding to the
idle periods of this buffer) as a function of network characteristics (e.g., vehicle
density, file characteristics) and a given cache allocation.

• Based on this model, we formulate the problem of optimal allocation of content in
vehicles, that minimizes the total load on the cellular infrastructure. We formulate
the optimal allocation problem, show it is NP-hard, and propose appropriate approx-
imations for two interesting regimes of vehicular traffic densities.

As a final remark, while we have performed our analysis within the context of vehicular
mobile relays, the main framework and a number of our results could again be applied
to content streaming from fixed SCs or even UEs.

7.2.1 Problem Setup
In addition to the general network setup described in the previous section, we make
here the following additional assumptions6:

A.6 - Video Streaming Model. Each video is characterized by size si and consists
of a number of small chunks. New chunks are downloaded into a U node’s playout
buffer in order, and consumed for playout as follows:

• Helper download. When a U node is in range of (at least) one H node that stores
the requested content, the next immediate chunks not yet in the playout buffer are
downloaded in order at mean rate rH . E.g., assume that a node is currently viewing
chunk n, and its playout buffer already contains chunks n + 1, . . . , n + K; then,
chunks starting from chunk n+K+1 will be downloaded until the connection with
that H node is lost. This opportunistic connection is represented by the green region
in Fig. 7.6 (e.g., between t1 and t2 the node will download from cache 1). What is
more, we do not allow for simultaneous connections, i.e., a U node can download
from at most one H node at a time (we defer considering multi-connectivity to future
work). For this reason, in Fig. 7.6 the user will switch to cache 3 only at t4, i.e., after
it has finished downloading from cache 2.

• Infrastructure download. When a U node is not in range of an H node that stores the
requested content and its playout buffer is empty, new chunks are downloaded from
the infrastructure at a mean rate rI . This corresponds to the red region of Fig. 7.6.
However, if the playout buffer is not empty, no chunks are downloaded from I until
the buffer empties.

• Playout. Chunks in the playout buffer are consumed at a mean viewing (playout)
rate rP .
5Note that this scenario does not include live content streaming, which is not usually amenable to caching,

and is often optimized using multicast techniques.
6Note that we convert all file sizes and cache storage spaces into bits (rather than bytes), as transmission

rates are also quoted in bits/sec, to avoid normalization
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Figure 7.6: Sequence of contacts with three caches (above), and amount of data in
end user buffer over time (below, in green). The red region indicates when data is
downloaded from I.

A.7 - Download Rates. We assume rI = rP + ϵ (ϵ > 0 small), in order to limit the
access to the cellular infrastructure to the minimum required to ensure smooth playout
(for simplicity, we assume that ϵ = 0). Furthermore, we assume that rH ≥ rI , on
average (this is a reasonable assumption due to the reduced communication distance)7.

These assumptions are needed to adapt our architecture to facilitate stored (video)
content streaming (A.6), and specifically to ensure that the expensive infrastructure
nodes are used only when absolutely necessary (A.7). Based on this setup, the follow-
ing defines the new objective for our system:

A.8 - Data Offloading. A request for content i will download a number of bits
from I nodes. This number is a random variable Xi that depends on Ni as well as
the sample path of the contact variable(s). We denote as E[Xi|Ni] the expected value
of this quantity, where the expectation depends on distributions fC(t) and fD(t). Our
goal is to minimize it, since 1−E[Xi|Ni] is the traffic offloaded on average for requests
of content i. To keep notation simple, we will refer to this quantity as E[Xi].

The goal of the operator is to minimize the average number of bits downloaded
per content, E[Xi], among all content i ∈ K, by appropriately choosing the control
variables Ni (number of caches storing i). This is captured in the following:

Lemma 6. The optimal allocation Ni ∈ N, that minimizes the expected number of bits
downloaded from the infrastructure is given by the solution of the following optimiza-
tion problem:

minimize
Ni

K∑
i=1

ϕi ·E[Xi], (7.9)

subject to 0 ≤ Ni ≤ H, i ∈ K, (7.10)
K∑
i=1

si ·Ni ≤ C ·H, (7.11)

7Scenarios where rI (and/or rH ) are lower than the playout rate require initial buffering, which is known
to significantly degrade QoE [264], and are orthogonal issues to the problem addressed here. Nevertheless,
our framework could be easily extended to include such initial buffering.
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where E[Xi] is the expected number of bits downloaded from I for content i, when Ni

helper nodes store that content.

The objective function is subject to two constraints: (i) the number of replicas is
limited by the number of vehicles participating in the cloud and cannot be negative
(Eq. (7.10)); (ii) the allocation cannot exceed the aggregate buffer capacity C · H
of all vehicles. E[Xi] depends on the scenario parameters (content popularity, size,
helper node density and mobility, etc.). Also, while in Eq. (7.9) we just consider the
expected cost, in the limit of many content requests during a time window, this result
becomes asymptotically exact for a specific instance of requests (due to the law of large
numbers).

In this section, we approximate analytically E[Xi] for two regimes of mobile helper
density, and we solve the respective optimization problem of Lemma 6 to find the op-
timal content allocation. Specifically, in Section 7.2.2 we consider first a low density
scenario, which provides insights on how to solve the generic density scenario of Sec-
tion 7.2.3. In addition to these results, in [94] we have also derived an analytical bound
on the approximation error of E[Xi], that we omit here.

7.2.2 Low Density Regime
Let us assume first that contacts with vehicles are sparse, i.e., the probability of over-
lapping contacts in time, with different vehicles both storing the same content, is small:

Definition 7.2.1 (Low Helper Density). We define a low helper density regime as a
scenario where λ ·H · E[D]≪ 1 and rH

rP
< (λ ·H · E[D])−1.

This is a reasonable assumption when the number of vehicles utilized in the cloud
is small, and/or for medium/low popularity content that do not have replicas in every
vehicle. In this scenario, we model the playout buffer as a bulk GY /D/1 queue, where
new bits arrive in bulks when a helper node with the requested content is encountered,
and are consumed at a constant playout rate. This system is depicted inside the small
square of Fig. 7.7 (the queue on the left can be ignored for now). The following holds
for the expected load on the infrastructure (see A.7):

Lemma 7. For a low density scenario the following expression is asymptotically tight
as the content size si becomes large, that is:

lim
si→∞

[
E[Xi]− si ·

(
1− λNi ·E[D] · rH

rP

)]
= 0.

Proof. Consider a content i currently stored in Ni caches. The GY /D/1 queue model
for the playout buffer has:

• Service Rate. Jobs (i.e., bits) in the buffer are served (i.e., viewed by the user) at the
constant playout rate rP .

• Bulk Size. A contact between a device and a helper node storing video i corresponds
to a new (bulk) arrival in the playout buffer of the device. A new arrival brings a
random amount of new bits (with mean E[Y ] , E[D] · rH ) that depends on the
contact duration with that H node.
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...

Figure 7.7: Proposed queuing model for the playout buffer. The queue inside the small
box corresponds to the low density regime model (Section 7.2.2), while the large box
(containing both queues) to the high density regime (Section 7.2.3)

• Arrival Rate. The total arrival rate into the playout queue is λPi , λNi since there
are Ni caches storing content i.

By Little’s law, the long term utilization of the playout queue is:

ρi = λPi ·E[Y ]/rP = λNi ·E[D] · rH/rP (7.12)

The necessary condition for this queue to be stable and ergodic is that ρi < 1, ∀i ∈ K.
This condition is satisfied since λPi ≤ λNi and Definition 7.2.1 applies.

Let B(n)
i (resp. I(n)i ) be the length of the nth busy (resp. idle) period of the playout

buffer for content i. When the queue is stable, (I(n)i , B
(n)
i ), n ≥ 1 forms an alternating

renewal process (as the queue regenerates at the end of each busy period). Let further
I
(n)
i + B

(n)
i define a cycle, and PI(t) the probability that the playout buffer is empty

at time t. Since E[I
(n)
i + B

(n)
i ] < ∞ (by stability), and the distribution of I(n)i +

B
(n)
i is non-lattice, we can apply Theorem 3.4.4 of [199] to show that lim

t→∞
PI(t) =

E[Ii]
E[Ii]+E[Bi]

. However, by ergodicity it also holds that

1− ρi = lim
t→∞

PI(t) =
E[Ii]

E[Bi] +E[Ii]
(7.13)

Let further associate to each cycle a reward equal to the bits downloaded from the
cellular infrastructure during that cycle, i.e. the reward in cycle n is equal to I

(n)
i · rP

(we remind the reader that the download rate from the infrastructure is assumed to
be equal to the playout rate rP , see A.4). Consider now a video of duration Ti and
remember that variable Xi is equal to the number of total bits downloaded from the
infrastructure (see A.7). However, from the Renewal-Reward theorem (e.g. Theorem
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3.6.1 in [199]) we have that

lim
Ti→∞

E[Xi]

Ti
=

E[Ii] · rP
E[Bi] +E[Ii]

.

Combining Eq.(7.12) and Eq.(7.13) and the fact that the duration Ti =
si
rP

for large
si, we get that:

lim
si→∞

[
E[Xi]− si ·

(
1− λNi ·E[D] · rH

rP

)]
= 0.

The above results states that as si becomes large, we can easily express E[Xi] in
closed form. We will use this result, as an approximation for finite sized content, to
introduce the optimal cache allocation problem for the low helper density scenario. As
mentioned earlier, in [94] we formally elaborate on the approximation error introduced
for small files.

Lemma 8 (Low Density Optimization). For a low density scenario, the optimal content
allocation is the solution to the following integer linear programming (ILP):

maximize
Ni

K∑
i=1

ϕi · si ·Ni, (7.14)

subject to the constraints of Eqs. (7.10) and (7.11).

Proof. Our objective is to minimize the total number of bits downloaded from I. Based
on Lemma 7, this is equal to:

minimize
Ni

K∑
i=1

ϕi · si ·
(
1− λNi ·E[D] · rH

rP

)
,

which is equivalent to maximize the objective function of Eq. (7.14).

Theorem 2.1. The above optimization problem is NP-hard.

The above theorem states that the problem is hard, due to the integer nature of
variables Ni (by reduction to a bounded knapsack problem). We therefore propose the
“modified greedy” algorithm Algorithm 1 for this problem:

Lemma 9. Algorithm 1 guarantees a 1
2 -approximation for the above optimization

problem.

The proofs for Theorem 2.1 and Lemma 9 can be found in [94]. While Algorithm 1
is 1

2 optimal, in realistic scenarios it provides much better performance (as cache sizes
are large and can fit several content). Also, this algorithm stores the most popular
content in every vehicle (except in some very corner scenarios, which is why we refer
to it as “modified”). This finding is interesting, because even if contacts do not overlap,
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a node still sees multiple caches during the playout of a content. One would expect that
these caches should store different content to maximize diversity. E.g., in the femto-
caching setup, storing the most popular content in all caches is optimal only when
caches are isolated, but it is suboptimal when a node has access to multiple caches [81].
We will see, that this most popular allocation is no longer efficient when vehicle density
increases.

Algorithm 1 Caching Algorithm for Low Density.

Input: s, ϕ, C, H
1: N← ∅; j ← 1
2: while

∑j
i=1 si ≤ C do

3: Ni ← H
4: j ← j + 1
5: end while
6: if

∑j−1
i=1 ϕi · si ·Ni ≤ ϕj · sj ·Nj then

7: N← ∅; Nj ← H
8: end if
9: return N

7.2.3 Generic Density Regime

We now consider a busy urban environment where contacts with different vehicles
(with the same content) might overlap, i.e., λ · Ni · E[D] is not small. If a user is
downloading video i from node A, and the connection is lost (e.g., user or cache moves
away), the user could just keep downloading from another node B storing i, also in
range. Hence, as long as there is at least one cache with a copy within range (we denote
this time interval with Bi), the user will keep downloading content i at rate rH

8. We
can then model these overlapping contacts with an extra G/G/∞ queue in front of the
playout queue (as shown in Fig. 7.7). New vehicles arrive in the G/G/∞ queue with
rate λNi, each staying for a random service time (corresponding to a contact duration
with mean E[D]) and independently of other cars. The number of jobs in the G/G/∞
queue is the number of cars concurrently within range of the user.

Hence, it is easy to see that: (a) the beginnings of busy periods of the queue on the
left correspond to new bulk arrivals in the playout buffer (queue on the right), and (b)
the mean duration of such busy periods, multiplied by rH , corresponds to the (new)
mean bulk size per arrival.

Lemma 10. For a generic density scenario, the bulk arrival statistics into the playout

8We ignore for now interruptions from switching between nodes. Such delays can be very small (e.g., in
the order of few ms if vehicles are operating as LTE relays [247]). We consider switching and association
delays in the simulation scenarios.
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buffer are:

λPi = λNi · e−λE[D]·Ni , (7.15)

E[Y ] =
rH
λNi

·
(
eλE[D]·Ni − 1

)
. (7.16)

Proof. Let {ZCi(t), t > 0} be Ni identical and independent renewal processes corre-
sponding to the inter-contact times with vehicles storing content i drawn from distri-
bution fC(t) with rate λ (see A.5). Let further {ZC(t), t > 0} be the superposition of
these processes. According to the Palm-Kintchine theorem [265], {ZC(t)} approaches
a Poisson process with rate λNi if Ni large and λ small. Thus, the G/G/∞ queue cap-
turing overlapping meetings (Fig. 7.7 left) can be approximated by an M/G/∞ queue
with arrival rate λNi and mean service time E[D].

The probability that there are 0 jobs in the system (idle probability) is e−λE[D]·Ni

(this result is well known for M/M/∞ queue, but it also holds for generic contact dura-
tions by the service process insensitivity of the M/G/∞ queue [233]). Furthermore, by
ergodicity, it holds that9:

E[Ii]

E[Bi] +E[Ii]
= e−λE[D]·Ni .

Since E[Ii] = 1/λNi, solving for E[Bi] gives us the expected busy period of the
M/G/∞ queue and multiplying by rH gives as the expected bulk size E[Y ] of Eq. (7.16).

Additionally, the beginnings of busy periods of the M/G/∞ queue correspond to
(bulk) arrivals into the playout queue. The mean time between such arrivals is simply
E[Bi] +E[Ii]. Hence, the arrival rate of bulks into the playout buffer is:

λPi ,
1

E[Bi] +E[Ii]
=

1
eλE[D]·Ni−1

λNi
+ 1

λNi

= λNi · e−λE[D]·Ni .

Lemma 11. For a generic density scenario the following expression is asymptotically
tight as the content size si becomes large, when Ni <

1
λE[D] · ln

(
rH

rH−rP

)
:

lim
si→∞

[
E[Xi]− si ·

[
1−

(
1− e−λE[D]·Ni

)
· rH/rP

]]
= 0. (7.17)

Proof. The proof follows directly by replacing λPi and E[Y ] (from Lemma 10 above)
into the proof of Lemma 7. The extra condition corresponds to the requirement of ρi <
1 (for stationarity). Note that when this requirement is not satisfied, this essentially
implies that the mean delivery capacity of the helper system is higher than rP , and the
infrastructure is essentially not needed for large enough content.

We can now formulate the optimal cache allocation problem for the generic density
scenario:

9We slightly abuse notation for these idle and busy periods of the queue on the left, while in the proof of
Lemma 7 we used them for the idle and busy period of the playout buffer (queue on the right).
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Theorem 2.2 (Generic Density Optimization). For a generic density scenario, the opti-
mal content allocation is the solution to the following integer non-linear programming:

minimize
Ni

k∑
i=1

ϕi · si · e−λE[D]·Ni , (7.18)

subject to the constraints of Eqs. (7.10) and (7.11).

Proof. Based on Lemma 11, the total number of bits downloaded from I is equal to

minimize
Ni

K∑
i=1

ϕi · si ·
[
1−

(
1− e−λE[D]·Ni

)
· rH/rP

]
,

which is equivalent to minimize the objective function of Eq. (7.18).

Corollary 6. The above optimization problem is NP-hard.

The optimization problem described in Theorem 2.2 corresponds to a nonlinear
bounded knapsack problem, which is known to be NP-hard. Branch-and-bound algo-
rithms have been developed for such problems, but they are not efficient when the size
of the problem increases. Instead, we will consider here the continuous relaxation of
the above problem, i.e., assuming that Ni ∈ [0,H] are real random variables. It is
easy to see that the continuous problem is convex, and we can solve it using standard
Lagrangian methods [266]. In addition to reduced complexity, this relaxation allows
us to also derive the optimal allocation in closed form thus offering additional insights
(e.g., compared to discrete approximation algorithms).

Corollary 7 (Generic Density Allocation). For a generic density scenario with contin-
uous allocation variables Ni ∈ [0,H], the optimal cache allocation is given by

N∗
i =


0, if ϕi < L

1
λE[D] · ln

(
λE[D]·ϕi

mC

)
, if L ≤ ϕi ≤ U

H, if ϕi > U

where L , mC

λE[D] and U , mC

λE[D] · e
min{H,Ĥ}

λE[D] , and mC is an appropriate Lagrangian
multiplier.

The proof is based on standard Lagrangian methodology and is omitted due to
space limitations. It can be found in [94]. We use randomized rounding [267] on the
content allocation of Corollary 7 to go back to an integer Ni allocation, which is a
widely used approach for designing and analyzing such approximation algorithms. As
argued earlier, the expected error is small when caches fit several content. To validate
this, in Table 7.3 we compare the objective value from our allocation to the one corre-
sponding to the continuous solution of Corollary 7 (we report the percentage of traffic
offloaded). As the latter is a lower bound on the optimal solution of the discrete prob-
lem of Theorem 2.2, the actual performance gap is upper bounded by the values shown
in Table 7.3.
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Table 7.3: Estimated offloading gains of rounded allocation vs. continuous relaxation
for different cache sizes (in percentage of the catalogue size).

Cache size 0, 02 0, 05 0, 10 0, 20

Rounded 33,148% 45,334% 54,959% 62,751%

Continuous 33,116% 45,323% 54,955% 62,750%

The above results are all based on the underlying assumption of queue stationarity.
In simulation results, we can see that, in the scenario considered, this is valid for videos
longer than 30min, but is already accurate enough for 15min videos. In any case, in [94]
we have derived analytically this stationarity error as a function of file size. One could
plug this into the objective as a correction factor and solve the resulting optimization
for even better results. Nevertheless, for a realistic catalog of YouTube files, enough
offloading gains can already be observed, as shown in the next section.

7.2.4 Performance Evaluation
We perform simulations based on real traces for vehicle mobility and content popu-
larity to confirm the advantages of the vehicular cloud and to validate our theoretical
results. To do so we extend our previous simulator to also model User Mobility.: We
use synthetic traces based on SLAW mobility model [268]. Specifically, according to
the model, users move in a limited and defined area around popular places. The mo-
bility is nomadic where users alternate between pauses (heavy-tailed distributed) and
travelling periods at constant (but random) speed.

Inline with the proposed protocols (e.g., 802.11p, LTE ProSe), we consider two
maximum communication ranges between U and H nodes: 100m (short range) or 200m
(long range). As most wireless protocols implement some rate adaptation mechanism,
our simulator also varies the communication rate according to the distance between the
user and the mobile helper she is downloading from (while we consider the average
download rate in the model). Given current wireless rates in the 802.* family and that
near future vehicles will probably carry high speed mobile access points, we use a mean
rH = 5Mbps. We also set rP = 1Mbps, that approximates the streaming of a 720p
video. Additionally, we implement an association setup mechanism according to [247]
that introduces a delay of 2s to synchronize a UE with a vehicle (i.e., the download
from a cache starts 2s after the beginning of the contact). Finally, we set the cache size
per node C in the range 0, 02%− 0, 5% of the total catalogue, which is an assumption
that has also been used in [260, 83] (we use 0, 1% as default value). Unless otherwise
stated, the mean video length is 1 hour (i.e., mean content size equal to 450MB).

7.2.5 Caching Strategy Evaluation
We compare the following allocation policies:

• Optimal. Caching policy for generic density (see Corollary 7).
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Table 7.4: Mobility statistics

Range λ E[D]

Short range 0,964 day−1 31,23 s

Long range 2,83 day−1 50,25 s
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(a) Offloading gain vs. H (C = 0, 1% ·K).
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(b) Offloading gain vs. C (H = 531).

Figure 7.8: Data offloading gain as a function of cache number (a) and buffer size (b).

• Most popular (MP). Caching policy for low density regime (see Algorithm 1).

• Least Recently Used (LRU). Starting from a random initial allocation, it discards the
least recently used item when there is a cache miss. Unlike the above two policies,
LRU keeps updating the cache content, and thus could incur higher traffic on the
backhaul (from I to H nodes).

• Random. Content is randomly allocated in H nodes.

Cache Density. Fig. 7.8 depicts the fraction of data offloaded by the vehicular
cloud as a function of vehicle density, buffer capacity and video length, assuming long
range communication. Specifically, in Fig. 7.8(a) we vary the number of vehicles from
100 to 500. While the number of envisioned connected vehicles in the centre of San
Francisco is expected to be much larger, it is really interesting to verify that a subset of
them can still provide non-negligible offloading gains (more than 30%), which is im-
portant to promote the start up phase of the vehicular cloud. As proved in Section 7.2.2,
the MP policy provides good performance in scenarios with low vehicle density: e.g.,
for H = 100, the offloading gain is almost equal to the optimal. Conversely, for a larger
number of vehicles (that introduce contact overlaps), the gap between the two policies
becomes higher than 10%. Finally, we observe that the LRU policy underperforms
both policies, in sparse scenarios, while it converges to the MP policy in dense ones.
This is reasonable, as LRU approximates an LFU policy (least frequently used), i.e.,
storing the most popular content when the popularity is stationary during the consid-
ered window. While in some scenarios LRU is actually not far from the results of our
allocation strategy, it should be highlighted that we ignore the extra backhaul cost due
to the frequent cache updates for LRU (that optimal does not have). In fact, simulations
have shown that this “additional seeding” in LRU considerably degrades performance.
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Figure 7.9: Offloading gain vs. file size.

Buffer Capacity. In Fig. 7.8(b) we vary the cache storage per vehicle between
0,02% and 0,5% of the catalogue (where H = 531 and mean video length is 1h). In-
terestingly, the smallest storage capacity still achieves considerable performance gains.
E.g., if one considers an entire Torrent or Netflix catalogue (∼3PB), a mobile helper
capacity of about 500GB (0, 02%) already suffices to offload 30% of the total traffic.
Moreover, for small C (< 0, 05%), optimal almost doubles the gain (from 18% to 30%)
compared to the other policies. Finally, the random policy ignores the skewed Internet
content popularity, and thus performs very poorly in all scenarios.

Video Length. Stationary regime analysis can be considered as a good approxi-
mation when there is a reasonable number of busy + idle buffer playout periods, such
that the transitory phase becomes negligible. In order to increase the number of these
periods, the average content size needs to be large enough, given fixed mobility statis-
tics. Fig. 7.10 shows the fraction of data offloaded by the vehicular cloud for set of
content of the same length. One can observe that the gain increases with video length.
However, this increase is only marginal in the majority of the scenarios: in fact, even
small content (15 minutes) provides a gain which is comparable to the asymptotic gain,
validating the stationary regime analysis.

7.2.6 Mobile vs. Static Helpers
In this section, we verify the pertinence of the vehicular cloud, that is based on mobile
helpers, against the femtocaching framework described in [81], that is based on static
SCs equipped with storage. In this second network, SC helpers are distributed in the
considered area proportionally to the popularity density, i.e., areas with a higher num-
ber of requests have higher SC density (this is a common operator policy since SCs
are deployed to alleviate traffic “hotspots”). Users move according to the previously
described SLAW trace, and they can also download video chunks at low cost from a
nearby SC if it stores the requested video. Content is allocated using the algorithm
described in [81]. We consider two densities of SCs:

• Femtocaching (equal number of helpers). From the analysis of the Cabspotting trace,
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Figure 7.10: Offloading gain vs. file size.

the average number of vehicles simultaneously inside the area considered is lower
than 200. In order to have a fair comparison with the vehicular cloud, we set the
number of SCs to 200.

• Low cost femto (equal cost). The CAPEX of a SC consists of base station equip-
ment, professional services (planning, installation and commissioning), and back-
haul transmission equipment. This cost may range from 1k euros for a femtocell to
20-30k euros for a microcell [269]. In the proposed vehicular cloud, the equipment
might be pre-installed, and a large part of the OPEX could also be avoided as ex-
plained earlier. In fact, a first implementation of a similar vehicular cloud, where
vehicles act as proxies, has shown a 10-fold cost reduction compared to SCs [270].
We therefore also consider a sparser deployment that equalizes the total cost where
we set to 50 the number of SCs.

Fig. 7.11 compares vehicular cloud and femtocaching in terms of data offloaded. We
also simulate a femtocaching scenario with the MP policy. As expected, gains provided
by the vehicular cloud are considerably higher than femtocaching for both short and
(mainly) long range communications. This result is even more interesting considering
the cost: in fact, storing content in vehicles permits almost 2,5 times higher gains than
femtocaching with equal cost.

7.3 Soft Cache Hits: Impact and Optimization of Re-
lated Content Recommendation

7.3.1 Introduction
Background and Motivation

In order to overcome the issue of limited cache size, additional caching gains have been
sought by researchers, as already discussed, increasing the “effective” cache size vis-
ible to each user. This could be achieved by: (a) Coverage overlaps, where each user
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Figure 7.11: Data offloaded for vehicular cloud vs. femto-caching.

is in the range of multiple cells, thus having access to the aggregate storage capacity
of these cells, as in the femto-caching framework [81, 271]. (b) Coded caching, where
collocated users overhearing the same broadcast channel may benefit from cached con-
tent in other users’ caches [255]. (c) Last but not least, delayed content access, where
a user might wait up to a TTL for her request, during which time more than one cache
(fixed [272] or mobile [142, 273, 92, 274]) can be encountered, as detailed in the pre-
vious sections. Nevertheless, each of these ideas still comes with limitations, e.g., due
to high enough cell density required for (a), sub-packetization complexity in (b), and
imposed delays in (c).

To get around this seeming impasse, we propose to move away from trying to sat-
isfy every possible user request, and instead try to satisfy the user. In an Internet which
is becoming increasingly entertainment-oriented, one can make the following observa-
tions: (a) a user’s content requests are increasingly influenced by various recommen-
dation systems (YouTube, Netflix, Spotify, or even Social Networks) [275]; (b) some
related contents (e.g. two recent NBA games, two funny cat clips) might have similar
utility for a user; in micro-economic terms, these are often called substitute goods; we
will use the terms alternative, related, and substitute content inter-changeably.

Soft Cache Hits: Idea and Implications

Based on these observations, we envision a system where “soft cache hits” can be
leveraged to improve caching performance. As one example, consider the following,
for the case of YouTube (or, any similar service). A user requests a content, e.g.,
by typing on the YouTube search bar, and the content is not available in the local
cache(s); Then, a local app proxy located near the cache and having knowledge of the
cached contents (e.g. a YouTube recommender code running at a Multi-access Edge
Computing (MEC) server [276]), could recommend a set of related contents that are
locally available. If the user prefers or accepts (under some incentives; see below)
one of these contents, instead of the one she initially typed/requested, a soft cache hit
(SCH) occurs, and an expensive remote access is avoided. We will use the term soft
cache hit to describe such scenarios.
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Of course, appropriate incentives would be needed to nudge a user towards sub-
stitute content. While perhaps a somewhat radical concept in today’s ecosystem, we
believe there are a number of scenarios where soft cache hits are worth considering, as
they could benefit both the user and the operator. (i) A cache-aware recommendation
plugin to an existing application could, for example, let a user know that accessing the
original content X is only possible at low quality and might be choppy, freeze, etc., due
to congestion, while related contents A,B,C, ... could be streamed at high resolution,
as shown in Fig. 7.12(a). (ii) Alternatively, the operator could activate this system only
during predicted congestion periods, while giving some incentives to users to accept
the alternative contents during that time (e.g., zero-rating services [95, 96]). (iii) In
some cases, the operator might even “enforce” an alternative (but related) content (see
Fig. 7.12(b)), e.g., offering low rate plans with higher data quotas with the agreement
that, during congestion, only locally cached content can be served.

While, in the above cases, a potential unwillingness or utility loss needs to be
counter-balanced with appropriate incentives, this is not always the case. Sometimes
soft cache hits could be leveraged in a relatively seamless manner without the potential
psychological impact on user quality of experience (QoE) due to conscient content re-
placement10. For example, after a user watches a video X , the recommendation system
could re-order its list of recommendations (among related contents of roughly equal
similarity to X) to favor a cache hit in the next request, without the user being aware of
this change or liking the recommended contents less. Such systems have already been
considered, and would be complementary to our proposal [278, 279]. A similar case
could be made for online radio type of apps (like last.fm, Pandora, Spotify, etc.). While
a lot more can be said about each of the above preliminary incentive ideas, and plenty
more thinking might be needed to go from these to concrete business cases, we believe
these suffice to motivate an investigation of the potential impact of soft cache hits.

While soft cache hits could provide some benefits on top of an existing caching
policy, a first key observation is that the optimal caching policy might differ, some-
times radically, when soft cache hits are allowed. As a simple example, consider a
single cache with a tiny content catalog with contents A, B, C of popularities 3, 2, 2,
respectively (e.g. number of requests per minute). If the cache could fit only a single
content, traditional caching will choose to store the most popular content (A), leading
to a cache hit ratio of 3/(3 + 2 + 2), approx. 43%. However, assume we knew that
1 out of 2 users requesting A, would be willing to watch content C instead (e.g. be-
cause C is highly related to A, and available locally at HD). Same for users requesting
content B. Then, caching content C would satisfy all requests for C (2), half the re-
quests for B (0.5 · 2), and half the requests for A (0.5 · 3), leading to a cache hit ratio
of 4.5/7, approximately 64% (an almost 50% improvement over the standard policy).
This simple example motivates the significant potential of the approach, but also the
need for a fundamental reconsideration of caching policies, even in relatively simple
networking setups. Finally, while this simple example might tempt the reader to think
that the new optimal policy is simply to (re-)rank contents based on total hit rate each
can achieve (including SCHs), and then apply standard policies (e.g. picking the high-

10A user that has already chosen a content might over-value her original choice and feel unhappy to swap
it to an objectively equally interesting content. This effect is somewhat akin to the well-known endowment
effect from Behavioral Economics [277].
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(a) (b)

Figure 7.12: Mobile app example for Soft Cache Hits: (a) related content recommen-
dation (that the user might not accept) , and (b) related content delivery.

est ranked ones), in fact we will show that the optimal policy is a hard combinatorial
(cover) problem.

Contributions

The main contributions of this work are summarized as follows.
Soft Cache Hits (SCH) concept: We introduce the novel concept of soft cache hits.

To our best knowledge, this is the first time that this idea has been applied to edge
caching for cellular networks (besides our own preliminary work [280]).

Soft Cache Hits (SCH) model: We propose a generic model for mobile edge caching
with soft cache hits that can capture a number of interesting content substitution sce-
narios (e.g. both Fig. 7.12(a) and Fig. 7.12(b)) and is versatile enough to apply on top
of both non-cooperative (i.e. single cache) and cooperative caching frameworks [81],
as well as various networking assumptions.

Analytical Investigation: We prove that the problem of optimal edge caching with
SCH is NP-hard even when considering a single cache only. This is in stark contrast to
the standard case without SCH. We then prove that, despite the increased complexity,
the generic problem of femto-caching with SCH still exhibits properties that can be
taken advantage of to derive efficient approximation algorithms with provable perfor-
mance.

Trace-based Validation: We corroborate our SCH proposal and analytical findings
through an extended evaluation on 5 real datasets containing information about related
content, demonstrating that promising additional caching gains could be achieved in
practice.
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As a final remark, it is important to stress that we do not propose to modify the rec-
ommendation systems themselves (unlike [278, 279], for example). Instead, our focus
is on the caching policy side, using the output of a state-of-art recommendation system
for the respective content type as input to our problem (this will be further clarified
in Section 7.3.2). Of course, a content provider with a recommendation system can
benefit from our approach to optimize its caching policies, or even modify its recom-
mendations to incorporate soft cache hits. For example, upon peak hours, a content
provider can carefully “steer” recommendations to optimize the network performance
and user experience (e.g., from lower latency). Moreover, jointly optimizing both the
caching and the recommendation sides of the problem could offer additional benefits.
We defer this to future work. Overall, we believe that such a convergence between
recommendation and caching systems is quite timely, given that dividing lines between
Mobile Network Operators (MNO) and content providers are becoming more blurry,
due to architectural developments like Multi-access Edge Computing (MEC) [276] and
RAN Sharing [100].

In the following section we introduce the problem setup and our soft cache hits
model corresponding to the example application of Fig. 7.12(a). In Section 7.3.4 we
formulate and analyze the problem of edge caching with SCH for a single cache, and
propose efficient caching algorithms. Then, in Section 7.3.7, we generalize the prob-
lem, analysis, and algorithms to the femto-caching case. In Section 7.3.8 we extend
our model to capture scenarios as in the example application of Fig. 7.12(b), and show
that our analytic findings are applicable to these scenarios as well. The performance
evaluation is presented in Section 7.3.9. Finally, we discuss related work and future
research directions in Section 7.3.13.

7.3.2 Problem Setup
Network and Caching Model

Network Model: Our network consists of a set of usersN (|N | = N) and a set of SCs
(or, helpers)M (|M| = M). Users are mobile and the SCs with which they associate
might change over time. Since the caching decisions are taken in advance (e.g., the
night before, as in [81, 271], or once per few hours or several minutes), it is hard to
know the exact SC(s) each user will be associated at the time she requests a content. To
capture user mobility, we propose a more generic model than the fixed bipartite graph
of [81]:

qij
.
= Prob{user i in range of SC j},

or, equivalently, qij is the percentage of time a user i spends in the coverage of SC j.
Hence, deterministic qij (∈ {0, 1}) captures the static setup of [81], while uniform qij
(qij = q, ∀i, j) represents the other extreme (no advance knowledge).

Content Model: We assume each user requests a content from a catalogue K with
|K| = K contents. A user i ∈ N requests content k ∈ K with probability pik.11 We
will initially assume that all contents have the same size, and relax the assumption later.

11This generalizes the standard femto-caching model [81] which assumes same popularity per user. We
can easily derive such a popularity pk from pik .
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Cache Model (Baseline): We assume that each SC/helper is equipped with storage
capacity of C contents (all our proofs hold also for different cache sizes). We use the
integer variable xkj ∈ {0, 1} to denote if content k is stored in SC j. In the traditional
caching model (baseline model), if a user i requests a content k which is stored in some
nearby SC, then the content can be accessed directly from the local cache and a cache
hit occurs. This type of access is considered “cheap”, while a cache miss leads to an
“expensive” access (e.g., over the SC backhaul and core network).

For ease of reference, the notation is summarized in Table 7.5.

Table 7.5: Important Notation

N set of users (|N | = N )
M set of SCs / helpers (|M| = M )
C storage capacity of a SC
qij probability user i in range of SC j
K set of contents (|K| = K)
pik probability user i to request content k
xkj k is stored in SC j (xkj = 1) or not (xkj = 0)
ui
kn utility of content n for a user i requesting content k

Fkn(x) distribution of utilities ui
kn, Fkn(x) = P{ui

kn ≤ x}
ukn avg. utility for content pair {k, n} (over all users)
sk size of content k

7.3.3 Soft Cache Hits
Up to this point the above model describes a baseline setup similar to the popular
femto-caching framework [81]. The main departure in this paper is the following.

Related Content Recommendation: When a user consumes a content (or initially
requests a content) that is not found in the local cache, we assume that an app proxy
(e.g. YouTube, Netflix, Spotify), collocated or near this cache, looks at the list of
contents its recommendation system deems related to the currently consumed content
(or the initial request), checks which of them are available in the local cache, and
recommends them to the user (see the example in Fig. 7.12(a)). If a user selects to
consume next one of them, instead of the original content, a (soft) cache hit occurs,
otherwise there is a cache miss and the network must fetch and deliver the original
content.

Below, we first propose a soft cache hit model that captures the scenario of Fig. 7.12(a).
We will use this model throughout Sections 7.3.4 and 7.3.7, to develop most of our the-
ory. However, in Section 7.3.8, we will modify our model to also analyze the scenario
of Fig. 7.12(b), which we will refer to as Related Content Delivery.

Definition 7.3.1. A user i that requests a content k that is not available, accepts a
recommended content n with probability ui

kn, where 0 ≤ ui
kn ≤ 1, and ui

kk = 1,∀i, k.

These utilities/probabilities (in the remainder we use these terms interchangeably)
define a content relation matrix Ui = {ui

kn} for each user. They could be estimated
from past statistics and/or user profiles, and are closely related to the output of the
recommender for that user and that content app. For example, if a collaborative filtering
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algorithm suggested that the cosine distance [281] between files k and n for user i is
0.5, we could set ui

kn = 0.512.
In some cases, the system might have a coarser view of these utilities (e.g., item-

item recommendation [282]). We develop our theory and results for the most generic
case of Definition 7.3.1, but we occasionally refer to the following two subcases, which
might appear in practice:

Sub-case 1: The system does not know the exact utility ui
kn for each node i, but

only how they are distributed among all nodes, i.e., the distributions Fkn(x) ≡
P{ui

kn ≤ x}.

Sub-case 2: The system knows only the average utility ukn per content pair {k, n}.

7.3.4 Single Cache with Soft Cache Hits

In order to better understand the impact of the related content matrices Ui on caching
performance, we first consider a scenario where a user i is served by a single small
cell, i.e., each user is associated to exactly one SC, but we might still not know in
advance which. Such a scenario is in fact relevant in today’s networks, where the
cellular network first chooses a single SC to associate a user to (e.g., based on signal
strength), and then the user makes its request [247]. In that case, we can optimize each
cache independently. We can also drop the second index for both the storage variables
xkj and connectivity variables qij , to simplify notation.

In the remainder, we select the cache hit ratio (CHR) as the basic performance
metric, similarly to the majority of the related work. However, the analysis for CHR
maximization can be generalized to utility maximization [283], where “utility” can be
the content access cost or delay, energy consumption, etc.

Soft Cache Hit Ratio

A request (from a user to a SC/helper) for a content k ∈ K would result in a (standard)
cache hit only if the SC/helper stores the content k in its cache, i.e., if xk = 1. Hence,
the (baseline) cache hit ratio for this request is simply

CHR(k) = xk

If we further allow for soft cache hits, the user might be also satisfied by receiving
a different content n ∈ K. The probability of this event is, by Definition 7.3.1, equal
to ui

kn. The following Lemma derives the total cache hit ratio in that case.

12Going from a content relation value to a value for the willingness of a user to accept that related content
arguably entails some degree of subjectivity, given that this also depends on the amount and type of incentives
offered to the user. Nevertheless, it is clear that whatever the actual value of ui

kn, it will be some function of
and positively correlated to underlying content relevance, which can be readily available from the respective
recommendation system.
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Lemma 12 (Soft Cache Hit Ratio (SCHR)). Let SCHR denote the expected cache hit
ratio for a single cache (including regular and soft cache hits), among all users. Then,

SCHR =
N∑
i=1

K∑
k=1

pik · qi ·

(
1−

K∏
n=1

(
1− ui

kn · xn

))
. (7.19)

Proof. The probability of satisfying a request for content k by user i with related con-
tent n is P{n|k, i} = ui

kn · xn, since ui
kn gives the probability of acceptance (by

definition), and xn denotes if content n is stored in the cache (if the content is not
stored, then P{n|k, i} = 0). Hence, it follows easily that the probability of a cache
miss, when content k is requested by user i, is given by13 ∏K

n=1(1 − ui
kn · xn). The

complementary probability, defined as the soft cache hit ratio (SCHR), is then

SCHR(i, k,U) = 1−
K∏

n=1

(1− ui
kn · xn). (7.20)

Summing up over all users that might be associated with that BS (with probability qi)
and all contents that might be requested (pik) gives us Eq.(7.19).

Lemma 12 can be easily modified for the sub-cases 1 and 2 of Definition 7.3.1
presented in Section 7.3.3. We state the needed changes in Corollary 8.

Corollary 8. Lemma 12 holds for the the sub-cases 1 and 2 of Definition 7.3.1, by
substituting in the expression of Eq. (7.19) the term ui

kn with

ui
kn → E[ui

kn] ≡
∫

(1− Fkn(x)) dx (for sub-case 1) (7.21)

ui
kn → ukn (for sub-case 2) (7.22)

Proof. The proof can be found in [284]

7.3.5 Optimal SCH for Equal Content Sizes
The (soft) cache hit ratio depends on the contents that are stored in a SC/helper. The
network operator can choose the storage variables xk to maximize SCHR by solving
the following optimization problem.

Optimization Problem 1. The optimal cache placement problem for a single cache
with soft cache hits and content relations described by the matrix Ui = {ui

kn}, ∀i ∈
N , is

maximize
X={x1,...,xK}

f(X) =

N∑
i=1

K∑
k=1

pik · qi ·

(
1−

K∏
n=1

(
1− ui

kn · xn

))
(7.23)

s.t.

K∑
k=1

xk ≤ C. (7.24)

13To simplify our analysis, throughout our proofs we will assume that the user is informed about all cached
contents n with non-zero relevance ui

kn to the original content k. In practice, only a limited number of them
would be recommended (e.g. the N most related among the cached ones, as in [279])). Our analysis also
holds for this case, with limited modifications.
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In the following, we prove that the above optimization problem is NP-hard (Lemma 13),
and study the properties of the objective function Eq. (7.23) (Lemma 14) that allow us
to design an efficient approximate algorithm (Algorithm 2) with provable performance
guarantees (Theorem 3.1).

Lemma 13. The Optimization Problem 1 is NP-hard.

Lemma 14. The objective function of Eq.(7.23) is submodular and monotone (non-
decreasing).

The proofs for the previous two Lemmas can be found in Appendix 7.5.
We propose Algorithm 2 as a greedy algorithm for Optimization Problem 1: to

select the contents to be stored in the cache, we start from an empty cache (line 1),
and start filling it (one by one) with the content that increases the most the value of the
objective function (line 4), till the cache is full. The computation complexity of the
algorithm is O (C ·K), since the loop (lines 2-6) denotes C repetitions, and in each
repetition the objective function is evaluated y times, where K ≥ y ≥ K − C + 1.
An efficient implementation of the step in line 4 can be based on the method of lazy
evaluations of the objective function; due to space limitations, we refer the interested
reader to [285].

The following theorem gives the performance bound for Algorithm 2.

Theorem 3.1. Let OPT be the optimal solution of the Optimization Problem 1, and
S∗ the output of Algorithm 2. Then, it holds that

f(S∗) ≥
(
1− 1

e

)
·OPT (7.25)

Proof. Lemma 14 shows that the Optimization Problem 1 belongs to the generic cate-
gory of maximization of submodular and monotone functions (Eq. (7.23)) with a cardi-
nality constraint (Eq. (7.24)). For such problems, it is known that the greedy algorithm
achieves (in the worst case) a

(
1− 1

e

)
-approximation solution [286, 285].

While the above is a strict worst case bound, it is known that greedy algorithms
perform quite close to the optimal in most scenarios. In Sec. 7.3.9 we show that this
simple greedy algorithm can already provide interesting performance gains.

7.3.6 Optimal SCH for Different Content Sizes
Till now we have assumed that all contents have equal size. In practice, each content
has a different size sk and the capacity C of each cache must be expressed in Bytes.
Additionally, if a user requests a video of duration X and she should be recommended
an alternative one of similar duration Y (note that similar duration does not always
mean similar size). While the latter could still be taken care of by the recommendation
system (our study of a real dataset in Sec. 7.3.9 suggests that contents of different sizes
might still be tagged as related), we need to revisit the optimal allocation problem:
the capacity constraint of Eq.(7.24) is no longer valid, and Algorithm 2 can perform
arbitrarily bad [285].
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Algorithm 2
(
1− 1

e

)
-approximation Greedy Algorithm for Optimization Problem 1.

computation complexity: O (C ·K)

Input: utility {ui
kn}, content demand {pik}, mobility {qi}, ∀k, n ∈ K, i ∈ N

1: S0 ← ∅; t← 0
2: while t < C do
3: t← t+ 1
4: n← argmax

ℓ∈K\St−1

f(St−1 ∪ {ℓ})

5: St ← St−1 ∪ {n},
6: end while
7: S∗ ← St

8: return S∗

Optimization Problem 2. The optimal cache placement problem for a single cache
with soft cache hits and variable content sizes, and content relations described by the
matrix Ui = {ui

kn}, ∀i ∈ N , is

maximize
X={x1,...,xK}

f(X) =
N∑
i=1

K∑
k=1

pik · qi ·

(
1−

K∏
j=1

(
1− ui

kn · xn

))
(7.26)

s.t.
K∑

k=1

skxk ≤ C. (7.27)

Remark: Note that the objective is still in terms of cache hit ratio, and does not
depend on content size. This could be relevant, e.g., when the operator is doing edge
caching to reduce access latency to contents (latency is becoming a core requirement
in 5G).

The problem is a set cover problem variant with a knapsack type constraint. We
propose the approximation Algorithm 3 for this problem, which is a “fast greedy”
algorithm (based on a modified version of the greedy Algorithm 2) and has complexity
O
(
K2
)
.

Theorem 3.2.
(1) The Optimization Problem 2 is NP-hard.
(2) Let OPT be the optimal solution of the Optimization Problem 2, and S∗ the output
of Algorithm 3. Then, it holds that

f(S∗) ≥ 1

2

(
1− 1

e

)
·OPT (7.28)

Proof. A sketch of the proof can be found in [284].

In fact, a polynomial algorithm with better performance
(
1− 1

e

)
-approximation

could be described, based on [287]. However, the improved performance guarantees
come with a significant increase in the required computations, O

(
K5
)
, which might

not be feasible in a practical scenario when the catalog size K is large. We therefore
just state its existence, and do not consider the algorithm further in this paper (the
algorithm can be found in [288]).
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Algorithm 3 1
2 ·
(
1− 1

e

)
-approximation Algorithm for Optimization Problem 2.

computation complexity: O
(
K2
)

Input: utility {ui
kn}, content demand {pik}, content size {sk}, mobility {qi}, ∀k, n ∈

K, i ∈ N
1: S(1) ←MODIFIEDGREEDY(∅,[s1, s2,...,sk])
2: S(2) ←MODIFIEDGREEDY(∅,[1, 1,...,1])
3: if f(S(1)) > f(S(2)) then
4: S∗ ← S(1)

5: else
6: S∗ ← S(2)

7: end if
8: return S∗

9: function MODIFIEDGREEDY(S0,[w1, w2,...,wk])
10: K(1) ← K; c← 0; t← 0
11: while K(1) ̸= ∅ do
12: t← t+ 1
13: n← argmax

ℓ∈K\St−1

f(St−1∪{ℓ})
wℓ

14: if c+ wn ≤ C then
15: St ← St−1 ∪ {n}
16: c← c+ wn

17: else
18: St ← St−1

19: end if
20: K(1) ← K(1)\{n}
21: end while
22: return← St

23: end function

7.3.7 Femtocaching with Related Content Recommendation

Building on the results and analytical methodology of the previous section for the op-
timization of a single cache with soft cache hits, we now extend our setup to con-
sider the complete problem with cache overlaps (referred to as “femtocaching” [81]).
Note, however, that we do consider user mobility, through variables qij , unlike previ-
ous works in this framework that often assume static users. Due to space limitations,
we focus on the case of fixed content sizes.

In this scenario, a user i ∈ N might be covered by more than one SCs/helpers
j ∈ M, i.e.

∑
j qij ≥ 1,∀i. A user is satisfied, if she receives the requested content k

or any other related content (that she will accept), from any of the SCs/helpers within
range. Hence, similarly to Eq. (7.20), the total cache hit ratio SCHR (that includes
regular and soft cache hits) is written as

SCHR(i, k,U) = 1−
M∏
j=1

K∏
n=1

(
1− ui

kn · xnj · qij
)

(7.29)
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since for a cache hit a user i needs to be in the range of a SC j (term qij) that stores the
content n (term xnj), and accept the recommended content (term ui

kn).
Considering (i) the request probabilities pik, (ii) every user in the system, and (iii)

the capacity constraint, gives us the following optimization problem.

Optimization Problem 3. The optimal cache placement problem for the femtocaching
scenario with soft cache hits and content relations described by Ui = {ui

kn}, ∀i ∈ N ,
is

maximize
X={x11,...,xKM}

f(X) =

=
N∑
i=1

K∑
k=1

pik ·

(
1−

M∏
j=1

K∏
n=1

(
1− ui

kn · xnj · qij
))

, (7.30)

s.t.

K∑
k=1

xkj ≤ C, ∀j ∈M. (7.31)

The following lemma states the complexity of the above optimization problem, as
well as its characteristics that allow us to design an efficient approximation algorithm.

Lemma 15.
(1) The Optimization Problem 3 is NP-hard,
(2) with submodular and monotone (non-decreasing) objective function (Eq. (7.30))
and a matroid constraint (Eq. (7.31)).

Proof. We prove Lemma 15 by extending the basic ideas of the single-cache case, and
following a similar methodology as in the proofs of Lemmas 13 and 14; the detailed
proof is given in [288].

Lemma 15 states that the Optimization Problem 3 is a maximization problem with
a submodular function and a matroid constraint. For this type of problems, a greedy
algorithm can guarantee an 1

2 -approximation of the optimal solution [285]. The greedy
algorithm is similar to Algorithm 2 and is of computational complexity O

(
K2M2

)
;

i.e., instead of considering only contents in the allocation, now tuples {content, helper}
need to be greedily allocated until the caches of helpers are full (for a detailed pseu-
docode of the algorithm, we refer the reader to [288]).

Theorem 3.3. Let OPT be the optimal solution of the Optimization Problem 3, and
S∗ the output of the greedy algorithm. Then, it holds that

f(S∗) ≥ 1

2
·OPT (7.32)

Submodular optimization problems have received considerable attention recently,
and a number of sophisticated approximation algorithms have been considered (see,
e.g., [285] for a survey). For example, a better

(
1− 1

e

)
-approximation (with increased

computation complexity though) can be found following the “multilinear extension”
approach [289], based on a continuous relaxation and pipage rounding. A similar ap-
proach has also been followed in the original femto-caching paper [81]. Other methods
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also exist that can give an
(
1− 1

e

)
-approximation [290]. Nevertheless, minimizing

algorithmic complexity or optimal approximation algorithms are beyond the scope of
this paper. Our goal instead is to derive fast and efficient algorithms (like greedy) that
can handle the large content catalogues and content related graphs U, and compare
the performance improvement offered by soft cache hits. The worst-case performance
guarantees offered by these algorithms are added value.

7.3.8 Femtocaching with Related Content Delivery
We have so far considered a system corresponding to the example of Fig. 7.12(a), where
a cache-aware system recommends alternative contents to users (in case of a cache
miss), but users might not accept them. In this section, we consider a system closer
to our second example of Fig. 7.12(b), where the system delivers some related content
that is locally available instead of the original content, in case of a cache miss. While
a more extreme scenario, we believe this might still have application in a number of
scenarios, as explained in Section 7.3.1 (e.g., for low rate plan users under congestion,
or in limited access scenarios [98, 99]).

In the following, we model the related content delivery system, formulate the re-
spective optimization problem, and show that it has the same properties with the prob-
lems in the previous sections, which means that our results and algorithms apply to this
context as well. We present only the more generic femto-cache case of Sec. 7.3.7; the
analysis and results for the single cache cases of Sec. 7.3.4 follow similarly.

Since now original requests might not be served, the (soft) cache hit ratio metric
does not describe sufficiently the performance of this system. To this end, we modify
the definition of content utility:

Definition 7.3.2. When a user i requests a content k that is not locally available and
the content provider delivers an alternative content n then the user satisfaction is given
by the utility ui

kn. ui
kn ∈ R is a real number, and does not denote a probability of

acceptance, but rather the happiness of user i when she receives n instead of k. Fur-
thermore ui

kk = Umax,∀i.
Note: we stress that the utilities ui

kn in Definition 7.3.2 do not represent the proba-
bility a user i to accept a content n (as in Definition 7.3.1), but the satisfaction of user i
given that she accepted content n. User satisfaction can be estimated by past statistics,
or user feedback, e.g., by asking user to rate the received alternative content.

Let us denote as Gi(t) ⊆ M the set of SCs with which the user i is associated at
time t. Given Definition 7.3.2, when a user i requests at time t a content k that is not
locally available, we assume a system (as in Fig. 7.12(b)) that delivers to the user the
cached content with the highest utility14, i.e., the content n where

n ≡ argmaxℓ∈K,j∈Gi(t)

{
ui
kℓ · xℓj

}
(7.33)

Hence, the satisfaction of a user i upon a request for content k is

max
n∈K,j∈Gi(t)

{
ui
kn · xnj

}
(7.34)

14Equivalently, the system can recommend all the stored contents to the user and then allow the user to
select the content that satisfies her more.
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Using the above expression and proceeding similarly to Section 7.3.7, we formulate
the optimization problem that the network needs to solve to optimize the total user
satisfaction (among all users and all content requests), which we call soft cache hit
user satisfaction (SCH-US).

Optimization Problem 4 (SCH-US). The optimal cache placement problem for the
femtocaching scenario with related content delivery and content relations described by
the matrix U = {ui

kn} is

maximize
X={x1,...,xK}

f(X) =

=
N∑
i=1

K∑
k=1

pik · EGi

[
max

n∈K,j∈M

(
ui
kn · xnj ·Qij

)]
, (7.35)

s.t.

K∑
k=1

xkj ≤ C, ∀j ∈M. (7.36)

where Qij=
{

1 , if j ∈ Gi

0 , otherwise , and the expectation EGi [·] is taken over the proba-

bilities P{Gi} =
∏
j∈Gi

qij ·
∏
j /∈Gi

(1− qij).

For the sub-cases 1 and 2 of Definition 7.3.1 presented in Sec. 7.3.3, the following
corollary holds.

Corollary 9. The expression of Eq. (7.35) needs to be modified as

EGi

[
max

n∈K,j∈M

(
ui
kn · xnj ·Qij

)]
→ EGi

[
max
n∈S

(
ui
kn

)]
=

= EGi

[∫ (
1−

∏
n∈S

Fkn(x)

)
dx

]
(7.37)

ui
kn → ukn (7.38)

where S = {ℓ : ℓ ∈ K, m ∈M, xℓm ·Qim = 1}, for the sub-cases 1 and 2 of Defi-
nition 7.3.1, respectively.

Proof. The proof can be found in [288].

We can now derive the following Lemma, which shows that Theorem 3.3 applies
also to the Optimization Problem 4, and thus it can be efficiently solved by the same
greedy algorithm (where the objective function of Eq. (7.35) is now used).

Lemma 16.
(1) The Optimization Problem 4 is NP-hard,
(2) with submodular and monotone objective function (Eq. (7.35)).

Proof. The proof is given in Appendix 7.5.3.
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7.3.9 Performance Evaluation

In this section, we investigate the gains of employing soft cache hits and the perfor-
mance of the proposed algorithms. We first analyze 5 real datasets collected from dif-
ferent content-centric applications/sources, such as YouTube and Amazon-TV, as well
as other types of contents (e.g. Android applications) or data sources (like MovieLens)
(Sec. 7.3.10). We have also tested our schemes with some data related to personalized
radio (lastFM) with similar conclusions. The datasets contain information about con-
tent relations, based on which we build the utility matrices U. We use these realistic
utility matrices U in our simulations to study the performance of caching with or with-
out soft cache hits. In Sec. 7.3.11 we describe the simulation setup, and present and
discuss the results in Sec. 7.3.12.

7.3.10 Datasets of Content Relations

YouTube dataset. We consider a dataset of YouTube videos from [291]15. The dataset
contains several information about the videos, such as their popularity, size, and a list of
related videos (as recommended by YouTube). We build the utility matrix U = {unk},
where unk = 1 if video n is in the list of related videos of k (or vice-versa), and
otherwise unk = 0.

Amazon datasets. We also analyze 3 datasets of product reviews from Ama-
zon [292] for Android applications (Amazon-App), Movies and TV (Amazon-TV), and
Videogames (Amazon-VG). The datasets include for each item a list of contents that are
“also bought”. 16 We consider for each dataset 10000 of its items, and build a utility
matrix U = {unk}, where unk = 1 if item n is also bought with item k (or vice-versa),
and otherwise unk = 0.

MovieLens dataset. We finally consider a movies-rating dataset from the Movie-
Lens website [293], containing 69162 ratings (from 0.5 stars to 5) of 671 users for 9066
movies. As these datasets contain only raw user ratings and not movie relations per se,
to obtain content relation matrix U , in this case, we do an intermediate step and apply a
standard concept from collaborative filtering [281]. Specifically, we calculate the sim-
ilarity of each pair of contents based on their common ratings as their cosine-distance
metric:

sim(n, k) =

∑#users
i=1 ri(n) · ri(k)√∑#users

i=1 r2i (n) ·
√∑#users

i=1 r2i (k)

where we normalized the ratings ri, by subtracting from each rating the average rating
of that item, so that we obtain similarity values ∈ [−1, 1]. Due to the sparsity of the
dataset (few common ratings), we also apply an item-to-item collaborative filtering
(using 10 similar items) in order to predict the missing user ratings per item, and thus
the missing similarity values. We build the utility matrix U = {unk} with unk =

15Data from 27-07-2008, and depth of search up to 3; see details in [291]
16Our main motivation to use the game and app datasets was to also validate the robustness of our approach

to other types of data. Soft cache hits though might be more relevant for free apps or games, rather than paid
products.
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Table 7.6: Information contained in datasets.

content content content relations ukn

popularity size ∈ {0, 1} ∈ [0, 1]
Amazon-* × × X ×
MovieLens X × × X
YouTube X X X ×

Table 7.7: Dataset analysis.

#contents content relations popularity

E[R]
(

std[R]
E[R]

)
E[p]

(
std[p]
E[p]

)
Amazon-App 8229 16.0 (2.2) -
Amazon-TV 2789 7.8 (1.0) -
Amazon-VG 5614 22.0 (1.1) -
MovieLens 4622 125.8 (0.5) 15 (1.6)
YouTube 2098 5.3 (0.7) 500 (3.1)

max {0, sim(n, k)}, i.e, unk ∈ [0, 1]. Finally, we assign to each item a popularity
value equal to the number of ratings for this item.

For ease of reference, Table 7.6 presents the information contained in each dataset.

Due to the sparsity of the YouTube dataset, we only consider contents belonging
to the largest connected component (defining as adjacencies, the positive entries of the
utility matrix). For consistency, we consider only the contents in the largest connected
component for the other datasets as well. Moreover, since the Amazon and YouTube
datasets do not contain per-user information, and the per-user data in the MovieLens
dataset is sparse, we consider the sub-case-2 of Definition 7.3.1, i.e., ui

kn = ukn for all
users i.

The number of remaining contents for each dataset are given in Table 7.7. We
also calculate for each content the number of its related contents Rn =

∑
k unk (or

the sum of its utilities for the MovieLens dataset where ukn ∈ [0, 1]), and present the
corresponding statistics in Table 7.7 along with the statistics for the content popularity.

7.3.11 Simulation Setup
Cellular network. We consider an area of 1 km2 that contains M SCs. SCs are
randomly placed in the area (following a Poisson point process), which is a common
assumption in related work [81, 83]. An SC can serve a request from a user, when the
user is inside its communication range, which we set to 200 meters. We also consider
N mobile users.

We select as default parameters: N = 50 users, and M = 20 SCs with caching
capacity C = 5 (contents). This creates a relatively dense network, where a random
user is connected to 3 SCs on average.

Content demand. We consider a scenario of content demand for each dataset of
Sec. 7.3.10, with the corresponding set of contents, content popularities and relations
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(utility matrix). For datasets without information on content popularity (see Table 7.6),
we generate a random sample of popularity values drawn from a Zipf distribution in
[1, 400]17 with exponent α = 2. For each scenario we generate a set of 20 000 re-
quests according to the content popularity, over which we average our results. When
soft cache hits are allowed, we assume the related content recommendation model of
Definition 7.3.1 (see also Fig. 7.12(a)).

Unless otherwise stated, the simulations use the default parameters summarized in
Table 7.8.

Caching schemes / algorithms. We consider and compare the following schemes
for single-SC (single) and multi-SC (femto) to user association.

• Single: A single cache accessible per user (e.g., the closest one). Only normal cache
hits allowed, and the most popular contents are stored in each cache, which is the
optimal policy in this simple setup. It will serve as the baseline for single cache
scenarios.

• SingleSCH: Here soft cache hits are allowed. However, the caching policy is still
based on popularity as before (i.e., is not explicitly optimized to exploit SCHs).

• SingleSCH*: This is our proposed policy. Here soft cache hits are allowed, and
the caching policy is optimized to fully exploit this (according to Algorithm 2 or
Algorithm 3).

• Femto: Femto-caching without soft cache hits. This is the baseline scheme for this
class of scenarios, where the proposed algorithm from [81] is applied.

• FemtoSCH: Femto-caching based content placement (same as in Femto), but allow-
ing soft cache hits on user requests (a posteriori).

• FemtoSCH*: Our proposed policy. Femto-caching is explicitly optimized for soft
cache hits, according the greedy algorithm (Sec. 7.3.7).

7.3.12 Results
1. Overall performance

We simulate scenarios for all datasets / utility matrices with the default parame-
ters (Table 7.8), both under single and multi user-SC association. Fig. 7.13 shows the
achieved cache hit ratio CHR (or soft cache hit ratio, SCHR) under the baseline caching
(Single/SingleSCH/Femto/FemtoSCH) and the SCHR under a content placement using
our algorithms (SingleSCH*/FemtoSCH*).

Key Message: Allowing soft cache hits can lead to a dramatic increase in the cache
hit ratio.

Comparing the cache hit ratio (CHR) under the popularity-based caching (Sin-
gle/Femto - red/pink bars) and the schemes we propose (SingleSCH*/FemtoSCH* -
black/grey bars), shows that allowing soft cache hits brings a significant increase in the
CHR for all datasets. The relative gain ranges from 60% in the Amazon-TV case, up to

17The max value is selected equal to the max number of requests per user, i.e., #requests
#contents

.
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Figure 7.13: Cache hit ratio for all datasets and caching schemes, for the default sce-
nario.

Table 7.8: Parameters used in simulations: default scenario.

Parameter Value Parameter Value
Area 1 x 1 km Cache size, C 5
nb. of SCs, M 20 nb. of users N 50
SC comm. range 200 m Zipf distr. ∈ [1, 400], α = 2

around 780% in the Amazon-App case, for the Single scenarios; the relative gains in the
Femto scenarios are similarly impressing (from 70% up to 530%, respectively). These
initial results indicate that soft cache hits can be a promising solution for future mobile
networks, by increasing the virtual capacity of mobile edge caching.

Key Message: While gains can sometimes already be achieved just by allowing soft
cache hits, to fully take advantage of soft cache hits, the caching policy should be
redesigned to explicitly take these into account (through the utility matrix).

Fig. 7.13 demonstrates that gains could already be achieved by simply introducing
soft cache hits on top of existing (state-of-the-art) caching policy (SingleSCH/FemtoSCH
- dark/light green bars), but these are scenario-dependent. For example, in the Amazon
scenarios the increase in CHR by allowing soft cache hits is marginal (red vs. green
bars), while in the YouTube scenario it is 1.5× higher. In contrast, explicitly designing
the caching policy to exploit soft cache hits allows for important gains in all scenar-
ios (black/grey bars). Specifically, in the Amazon scenarios the performance gains
are almost entirely due to the caching algorithm (just allowing soft cache hits, does
not improve performance), while in the YouTube scenario our utility-aware algorithms
outperform by around 40% popularity-based caching. These results show clearly that
existing caching policies are not capable to exploit the full potential of soft cache hits.

2. Impact of network parameters
We proceed to study the effect of network parameters, on the performance of soft

cache hits schemes. We consider the YouTube dataset, for which the soft cache hits
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Figure 7.14: Cache hit ratio vs. cache size C.

schemes (SingleSCH*/FemtoSCH*) have a moderate gain (around 1.5 − 3×) over the
baseline schemes. We simulate scenarios where we vary the cache size C and the num-
ber of SCs M ; the remaining parameters are set as in the default scenario (Table 7.8).

Key Message: (a) Soft cache hits improve performance irrespectively of the under-
lying network parameters (even for a few SCs with small capacity); (b) Combining
femto-caching and soft cache hits achieves significantly higher CHR that today’s
solutions.

Cache size impact: We first investigate the impact of cache size, assuming fixed
content sizes. Fig. 7.14 depicts the total cache hit ratio, for different cache sizes C:
we consider a cache size per SC between 2 and 15 contents. The simulations sug-
gest that the SingleSCH*/FemtoSCH* scenarios consistently achieve more than 2.5×
(single) and 1.2× (femto) higher CHR than Single/Femto. What is more, these gains
are applicable to both single- and femto- caching. The two methods (femto-caching
and soft cache hits) together offer a total of 3.3× to 7× improvement compared to
the baseline scenario Single. Finally, even with a cache size per SC of about 0.1% of
the total catalog (C = 2), introducing soft cache hits offers 29% CHR (SingleSCH*),
whereas today’s practices (popularity-based caching without SCH) would achieve only
4% CHR.

SC density impact: In Fig. 7.15 we consider the impact of SC density. In sparse
scenarios (e.g., M = 5), a user usually is in the range of at most one SC. For this reason,
Femto and Single perform similarly. As the SC density increases, the basic Femto is
able to improve performance, as expected, by exploiting cache cooperation. However,
every 2× increase in density, which requires the operator doubling the infrastructure
cost, offers roughly a relative improvement of 30−50%. Simply introducing soft cache
hits instead, suffices to provide a 2× improvement.

Key Message: The extra cost to incentivize soft cache hits might be quite smaller
than the CAPEX/OPEX costs in infrastructure investment to achieve comparable
performance gains.

3. Impact of utility matrix
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Figure 7.15: Cache hit ratio vs. number of SCs M .

We further investigate the impact of the content relations as captured by the matrix
U (and its structure). To quantify the content relations, we use as a metric the sum of
the utilities per content Rn =

∑
k unk (see also Sec. 7.3.10 and Table 7.7).

Key Message: The CHR increases with the density (E[R]) of the utility matrix. Even
low utility values ukn can significantly contribute towards a higher CHR.

The first important parameter to consider is the average value of Rn, i.e., the density
of the utility matrix U. We consider the MovieLens dataset, where the utilities ukn are
real numbers in the range [0, 1]. To investigate the impact of the density of U, we
consider scenarios where we vary the matrix U: for each scenario we set a threshold
umin and take into account only the relations between contents with utility higher than
umin, i.e.,

U
′
= {u

′

kn} =
{

ukn if ukn ≥ umin

0 if ukn < umin

Table 7.9 gives the density of the utility matrix for the different values of the threshold
umin, and Fig. 7.16 shows the cache hit ratio for these scenarios. When umin is set
to a large value (i.e., only few relations are taken into account and the matrix U is
sparse), there is no (umin = 0.75) or negligible ( umin = 0.5) improvement from soft
cache hits. However, as the density of U increases (lower thresholds umin), the gains
in CHR significantly increase; note that these gains are from content relations with low
utility values (i.e., less than 0.5 or 0.25 for the two rightmost scenarios, respectively).
Moreover, it is interesting that in the scenario with umin = 0.25, the gains are almost
entirely due to the more efficient caching from our algorithms, i.e., popularity-based
caching would not be efficient even if soft cache hits were allowed (green bars).

Table 7.9: Utility matrix density for the MovieLens dataset for different umin thresh-
olds.

threshold umin 0.75 0.5 0.25 0
E[R] 0.9 10.8 49.0 125.8
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Figure 7.16: Cache hit ratio for the MovieLens dataset for scenarios with different
umin thresholds; default scenario.

Key Message: Highly skewed distributions of #relations, Rn, can lead to more effi-
cient caching (in analogy to heavy tailed popularity distributions).

Our simulation study demonstrates the effect of the variance of the number of re-
lated contents, i.e., std[R]

E[R] . We consider the three Amazon scenarios of Fig. 7.13 that
have the same content popularity distribution and similar E[R] values (see Sec. 7.3.11).
Fig. 7.17 shows the relative gain (of soft cache schemes over baseline schemes) in these
scenarios where the distribution of Rn has different variance (see Table 7.7). When
the variance is very high (Amazon-App, std[R]

E[R] = 2.2) the CHR under soft cache hit
schemes is almost an order of magnitude larger than the baseline scenarios. Large vari-
ance means that a few contents have very high Rn; thus storing these contents allows
to serve requests for a large number of other (non-cached) contents as well. Finally, an
interesting observation is that the variance of the distribution plays a more important
role than the density of the utility matrix: although the utility matrix in the Amazon-
VG scenario (E[R] = 22, std[R]

E[R] = 1.1) is denser than in the Amazon-App scenario

(E[R] = 16, std[R]
E[R] = 2.2), the gain of the latter is higher due to the higher variance.

4. Performance of scheme extensions

Key Message: The gain of our algorithms is consistent for all the considered varia-
tions of soft cache hits scenarios.

Finally, we evaluated scenarios with (a) contents of different size and (b) related
content delivery model (Def. 7.3.2), and observed the following. In the former scenar-
ios (from the YouTube dataset), the performance improves considerably for all cache
size values (e.g., similarly to the equal content sizes case). In the latter scenarios (from
the MovieLens dataset; similar to scenarios of Fig. 7.16), the user satisfaction singifi-
cantly increases with related content delivery (i.e., soft cache hits), and denser matrices
(i.e., higher willingness of users to accept related contents) lead to better performance.
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Figure 7.17: Relative increase in the cache hit ratio due to soft cache hits (y-axis).
Amazon scenarios with different variance of number of related contents (x-axis).

7.3.13 Related Work

Mobile Edge Caching. Densification of cellular networks, overlaying the standard
macro-cell network with a large number of SCs (e.g., pico- or femto-cells), has been ex-
tensively studied and is considered a promising solution to cope with data demand [294,
295, 296]. As this densification puts a tremendous pressure on the backhaul network,
researchers have suggested storing popular content at the “edge”, e.g., at SCs [81], user
devices [272, 142, 274], or vehicles [273, 92].

Our work is complementary to these approaches: it can utilize such mobile edge
caching systems and further optimize the cache allocation when there is a cache-aware
recommender systems in place. We have applied this approach in the context of mobile
(ad-hoc) networks with delayed content delivery [102] as well, and applied it here for
the first time in the context of femto-caching [81]. Additional research directions have
also recently emerged, more closely considering the interplay between caching and
the physical layer such as Coded Caching [255] and caching for coordinated (CoMP)
transmission [104, 297]. We believe the idea of soft cache hits could be applied in these
settings as well, and we plan to explore this as future work.

Caching and Recommendation Interplay. There exist some recent works that
have jointly considered caching and recommendation for wireless systems [279], peer-
to-peer networks [298], and CDNs [299, 278]. Specifically, [298] studies the interplay
between a recommendation system and the performance of content distribution on a
peer-to-peer network like BitTorrent (e.g., recommending contents based on the num-
ber of “seeders”) towards improving performance.

[299] shows that users tend to follow YouTube’s suggestions, and despite the large
catalog of YouTube, the top-10 recommendations are usually common for different
users in the same geographical region. Hence, CDNs can use the knowledge from the
recommendation system to improve their content delivery. Finally, [278, 279] propose
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approaches of recommended list reordering, which can achieve higher cache hit ratios
(e.g., for YouTube servers/caches).

These works, except for [279] which is closer to our study, (i) focus on the recom-
mendation side of the problem, ignoring or simplifying the optimal caching algorithm,
and (ii) do not consider the wireless cooperative caching aspect of the problem. Nev-
ertheless, the increasing dependence of user requests on the output of recommender
systems clearly suggests that there is an opportunity to further improve the perfor-
mance of (mobile) edge caching by jointly optimizing both, with minimum impact on
user Quality of Experience.

A preliminary version of our work appears in [280]. However, there are a num-
ber of key additions in this work: (i) we consider in detail the single-cache scenario
(Sec. 7.3.4) and propose a more efficient algorithm (Alg. 2), as well as an algorithm for
unequal content sizes (Alg. 3); (ii) we introduce the entirely new model of Sec. 7.3.8
and the corresponding analysis; (iii) we collected and analyzed 4 extra real datasets of
content relations (Amazon and MovieLens datasets), in order to extend the evaluation
and provide further insights on the gains of SCH (Sec. 7.3.9).

7.4 Coordinated Caching and Communication in 5G:
Vision and Initial Results

The common denominators between most of the works considered thus far can be sum-
marized as follows: (i) The main bottleneck is the backhaul link (in the femto-caching
setup) or the macro-cell link (in the vehicular cloud setup), (ii) the transmission phase
is ignored (assuming requests are asynchronous and non-interfering) or simplified, (iii)
caching gains are in terms of cache-hit ratio and amount of traffic offloaded away from
expensive links.

Nevertheless, when considering a wireless setup, content delivery over the radio ac-
cess link becomes just as important as the placement problem. If multiple nearby base
stations (BS) have the same content cached, they can coordinate in order to improve
performance on the radio access link. For example, several base stations can perform
Joint Transmission (JT) to simultaneously transmit the same file to a single user, e.g.
for power and diversity gains, which is particularly useful to edge users. Alternatively,
multiple user requests could be satisfied in parallel by forming a MU-MIMO channel,
between the BSs and users involved. Such techniques are often referred to as Coordi-
nated Multi-point (CoMP) transmission [103]. With the data cached locally on each BS
involved, only channel state information (CSI) information needs to be exchanged over
the backhaul to coordinate the transmission, which is a much smaller burden, com-
pared to exchanging whole video files. These ideas have led researchers to argue that
caching and transmission algorithms at each involved BS must be jointly designed in
order to facilitate such CoMP opportunities, whether this is a distributed BS setup or
cloudRAN scenario [300].

Recent work by Maddah-Ali and Niesen [255] revealed quite interesting findings
about the fundamental gains achievable by jointly considering caching and coded trans-
missions in a broadcast channel. Finally, in the very recent work of [301], ideas from
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coded caching are also used to derive fundamental performance bounds on the impact
of caching for a simple K-user interference channel.

A dichotomy appears then in the existing literature: the femto-caching line of work
aims to reduce backhaul traffic and then focuses on hit rates as main performance met-
ric, the cache-aided communication line of work instead maximizes the transmission
rates achievable on the radio access channel, ignoring the effect of cache misses. As
a result, a clear understanding of the impact on end-to-end (or network-wide) perfor-
mance is lacking. Our goal is to address the problem of cache placement that jointly
optimizes both radio access and backhaul performance, in a setup where small cells
(“femto-nodes”) can coordinate both in terms of what they cache and in how they
transmit.

As a first step in this direction, we have focused on the JT technique for the ra-
dio access part. Every time the requested file is cached at several base stations in the
user’s range, the base stations can jointly transmit the file to the user. The transmission
rate of JT is higher than that of each separate base station. Hence, storing the same
(popular) files is optimal with respect to radio access transmission. On the other hand,
storing different files in these base stations might lead to fewer cache misses and thus
accesses to the backhaul network, which is important if the latter is the bottleneck. A
recent work looking at the radio access/backhaul tradeoff is [104], where two differ-
ent CoMP techniques are studied, namely Maximum Ratio Transmission (MRT) and
Zero-Forcing BeamForming (ZFBF). The authors consider two caching heuristics: a
randomized caching policy for MRT and a threshold policy for ZFBF. While they de-
rive the optimal parameter setting of such heuristics, they are in general suboptimal
and there is no theoretical performance guarantee in comparison to the optimal content
allocation. On the contrary, we prove and exploit submodularity properties of the ob-
jective, and propose an allocation algorithm that has a provable approximation ratio.
In the following, we briefly summarize our main theoretical results and provide some
initial performance-related insights.

Cooperative transmission

Let variable qiu denote again if user u can download from helper i (qiu = 1) or not
(qiu = 0)18. When the download is possible giu denotes the corresponding downlink
SNR. For convenience, we also define giu = 0 when u cannot download from i.

Variables xif = 1 are still “placement” variables, implying that the file f is cached
on the helper i, and xif = 0 otherwise. The placement or caching matrix X is still
the main control variable in our system but now our goal is to choose X optimally to
minimize the average end-to-end delay per content download, taking into account both
backhaul and radio access performance. We use variable k(u, f) to denote the number
of copies of the file f in the helpers of the user u under placement X:

k(u, f) =

H∑
i=1

xifeiu.

18These are the same variables as in the SCH case, except there we allowed qij to take values smaller than
1 allowing for location uncertainty (e.g. due to mobility). Without loss of generality, we focus here on the
simple case.
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We assume base stations can cooperate using JT on the downlink, between the
base stations that already have the requested file cached and are in the user’s neighbor-
hood 19.

Cache miss: Upon a miss, the content has to be fetched over a backhaul link to one
of the neihgboring base stations (when these have different SNRs, we assume the best
one is used), incurring a fixed backhaul delay Dbh and a transmission delay equal to

Dr,miss(u) = d0 ·
[
log2

(
1 + max

i=1,...H
giu

)]−1

, (7.39)

where d0 is just a normalizing constant that depends on file size, total bandwidth allo-
cated to that connection, etc.

Cache hit: If user u requests file f , which is cached at least on one neighboring
helper, the backhaul delay is 0 and all the helpers will coordinate their transmissions
so that the SNRs sum at the mobile. The radio access delay is then:

Dr,hit(u, f) = d0

[
log

(
1 +

∑
h=1..H

xifgiu

)]−1

.

Putting everything together, the goal is to select variables xif , in order to minimize
the expected delay over all users and all contents, captured in the following objective:

∑
u,f

pf (1− Ik(u,f)>0) · (Dr,miss(u) +Dbh) + Ik(u,f)>0 ·Dr,hit(u, f). (7.40)

In a symmetric SNR scenario, i.e., giu = g, ∀giu > 0, the following main result
has been proven

Lemma 17. When Dbh ≥ d0 [log (1 + g · xif )]
−1, the objective of Eq.(7.40) is mono-

tone and submodular on the set of feasible allocation vectors X.

A similar result can also be proven for the more general case of asymmetric SNR.

Preliminary Performance Results

Based on the above lemma, and the fact that the capacity constraints remain the same
as in the original femto-caching problem, and thus are of matroid type, a greedy al-
gorithm can be used to solve these problems guaranteeing a worst case approximation
ratio of 1

2 . This is a promising results as it means that the problem of optimal cache
allocation in a dense femto-caching setup that jointly optimizes radio access and back-
haul delay (the latter being equivalent to the original cache hit rate) can be solved with
the same complexity and same accuracy as the simpler femto-caching problem with no
cooperation on the radio access.

19Another possibility is to use also other base stations from the user’s neighborhood, that do not necessary
have the requested file cached. However in this case the base stations, that do not have the requested file
cached, have to download it from the backhaul. As this would multiply the backhaul load by a factor equal
to the number of BSs cooperating, we do not consider it as an option here.
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Figure 7.18: Average delay in the network for uniform SNR

We present here some initial results on the performance advantages of coordinated
caching and communication. As a baseline, we consider the optimal caching allocation
found in a non-cooperative scenario [81]. In order to understand which part of the
improvement is simply due to JT, we also consider a third scenario, where contents are
allocated according to [81], but then the base stations take advantage of any opportunity
to jointly transmit the content. We refer to this third scenario as Femto+.

Unless otherwise said, the setting considered in our simulations is the following.
We have a squared area with side equal to 300m, where 25 helpers located at the centers
of an hexagonal grid, so that the minimum distance between two helpers is 75m. The
wireless channel has bandwidth W = 5 MHz, while the backhaul transmission rate is
100 Mbps. The cache of each helper can store 3 files out of a catalogue of 20 files,
with size M = 1 Gbit. Content popularities follow a Zipf distribution with parameter
s, i.e. pf ∝ 1/fs. 100 users are placed uniformly at random in the area. Each user can
connect to any helper less than R = 100 m away.

Figure 7.18 compares the average time to download a file in Femto, Femto+ and
CoMP cases, for different values of the parameter s of the Zipf distribution (s = 0
corresponds to the uniform distribution, the larger s the more skewed the distribution).
First, we notice that Femto+ always outperforms Femto. This is expected because
content allocation is exactly the same in the two cases, but in Femto+ case the base
stations are allowed to cooperate, if they store the same file. While in the Femto case
the user will always download from a single helper, in the Femto+ case he/she will
download from the reachable helpers having a copy of the content.

Secondly, CoMP caching always outperforms femto-caching (both in the non-cooperative
and cooperative cases). This is also expected because this caching policy is designed to
minimize delay, by taking into account all possibility of cooperative transmissions in
advance. What is more interesting is the relative performance of the three approaches
as s varies. When contents have the same popularity (s ≈ 0), the improvement from
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storing an additional copy of the same file on one of the helpers is always smaller than
the improvement from storing the first copy of a new content. In this case, both femto-
caching policies (with or without taking into account JT opportunities) in fact try to
make available the largest number possible of files to maximize the hit rate. As s in-
creases, popularities start becoming different and CoMP caching starts showing signif-
icant improvement comparing to femto-caching. For example, for moderately skewed
distribution with s = 0.6 femto-caching achieves a 4.84% improvement in compar-
ison to the Femto+ case and 6.52% in comparison to the Femto case. For a more
skewed distribution with s = 1.5 the difference between the cachings is more signifi-
cant: 22, 97% comparing to Femto+ case, 27, 2% comparing to Femto case. Note that
the improvement cannot be simply explained through the possibility to exploit occa-
sional opportunity for joint transmissions, otherwise the delay of CoMP and Femto+
would be much closer. The figure suggests that the two problems produce a very dif-
ferent content allocation.

We refer the reader to [302] for further details on our analysis as well as more
simulation scenarios.

7.5 Appendix

7.5.1 Proof of Lemma 13

We prove here the NP-hardness of the optimal cache allocation for a single cache with
soft cache hits. Let us consider an instance of Optimization Problem 1, where the
utilities are equal among all users and can be either 1 or 0, i.e., ui

kn = ukn, ∀i ∈ N
and ukn ∈ {0, 1}, ∀k, n ∈ K. We denote as Rk the set of contents related to content
k, i.e.

Rk = {n ∈ K : n ̸= k, ukn > 0} (related content set) (7.41)

Consider the content subsets Sk = {k}∪Rk. Assume that only content k is stored
in the cache (xk = 1 and xn = 0, ∀n ̸= k). All requests for contents in Sk will be satis-
fied (i.e. “covered” by content k), and thus SCHR will be equal to

∑
i∈N

∑
n∈Sk

pin·qi.
When more than one contents are stored in the cache, let S ′

denote the union of all
contents covered by the stored ones, i.e., S ′

=
∪

{k:xk=1} Sk. Then, the SCHR will be
equal to

∑
i∈N

∑
n∈S′ pin ·qi. Hence, the Optimization Problem 1 becomes equivalent

to

max
S‘

∑
n∈S′

pin · qi s.t. |{k : xk = 1}| ≤ C.

This corresponds to the the maximum coverage problem with weighted elements, where
“elements” (to be “covered”) correspond to the contents i ∈ K, weights correspond to
the probability values pin · qi, the number of selected subsets {k : xk = 1} must be
less than C, and their union of covered elements is S ′

. This problem is known to be
a NP-hard problem [303], and thus the more generic problem (with different ui

kn and
0 ≤ ukn ≤ 1) is also NP-hard.
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7.5.2 Proof of Lemma 14
The objective function of Eq. (7.23) f(X) : {0, 1}K → R is equivalent to a set function
f(S) : 2K → R, where K is the finite ground set of contents, and S = {k ∈ K : xk =
1}. In other words,

f(S) ≡
N∑
i=1

K∑
k=1

pik · qi ·

(
1−

∏
n∈S

(
1− ui

kn

))
. (7.42)

A set function is characterised as submodular if and only if for every A ⊆ B ⊂ V
and ℓ ∈ V \B it holds that

[f (A ∪ {ℓ})− f (A)]− [f (B ∪ {ℓ})− f (B)] ≥ 0 (7.43)

From Eq. (7.23), we first calculate

f (A ∪ {ℓ})− f (A) =
N∑
i=1

K∑
k=1

pikqi

1−
∏

n∈A∪{ℓ}

(
1− ui

kn

)
−

N∑
i=1

K∑
k=1

pikqi

1−
∏
n∈A

(
1− ui

kn

)
=

N∑
i=1

K∑
k=1

pik · qi ·

 ∏
n∈A

(
1− ui

kn

)
−

∏
n∈A∪{ℓ}

(
1− ui

kn

)
=

N∑
i=1

K∑
k=1

pik · qi ·

ui
kℓ ·

∏
n∈A

(
1− ui

kn

) .

Then,

[f (A ∪ {ℓ})− f (A)]− [f (B ∪ {ℓ})− f (B)] =

=
N∑
i=1

K∑
k=1

pikqi

ui
kℓ

∏
n∈A

(
1− ui

kn

)
−

N∑
i=1

K∑
k=1

pikqi

ui
kℓ

∏
n∈B

(
1− ui

kn

)
=

N∑
i=1

K∑
k=1

pikqi · u
i
kℓ ·

 ∏
n∈A

(
1− ui

kn

)
−

∏
n∈B

(
1− ui

kn

)
=

N∑
i=1

K∑
k=1

pikqi · u
i
kℓ ·

∏
n∈A

(
1− ui

kn

)
·

1−
∏

n∈B\A

(
1− ui

kn

)
The above expression is always ≥ 0, which proves the submodularity for function

f .
Furthermore, the function f is characterised as monotone if and only if f(B) ≥

f(A) for every A ⊆ B ⊂ V . In our case, this property is shown as
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f(B)− f(A) =

N∑
i=1

K∑
k=1

pikqi ·

1−
∏
n∈B

(
1− ui

kn

)
−

N∑
i=1

K∑
k=1

pikqi ·

1−
∏
n∈A

(
1− ui

kn

)
=

N∑
i=1

K∑
k=1

pikqi ·

 ∏
n∈A

(
1− ui

kn

)
−

∏
n∈B

(
1− ui

kn

)
=

N∑
i=1

K∑
k=1

pikqi ·
∏
n∈A

(
1− ui

kn

)
·

1−
∏

n∈B\A

(
1− ui

kn

) ≥ 0

7.5.3 Proof of Lemma 16
Item (1): Optimization Problem 4 is of the exact same nature as Optimization Prob-
lem 3, so it follows that it is NP-hard.
Item (2): We proceed similarly to the proof of Lemma 14. The objective function of
Eq. (7.35) f(X) : {0, 1}K×M → R is equivalent to a set function f(S) : 2K×M → R,
where K andM are the finite ground sets of contents and SCs, respectively, and S =
{k ∈ K, j ∈M : xkj = 1}:

f(S) ≡
N∑
i=1

K∑
k=1

pik · EGi

[
max

(n,j)∈S

(
ui
kn ·Qij

)]
(7.44)

For all sets A ⊆ B ⊂ V and {content, SC} tuples (ℓ,m) ∈ V \B, we get

f (A ∪ {(ℓ,m)})− f (A) =

=
N∑
i=1

K∑
k=1

pik · EGi

[
max

(n,j)∈A∪{(ℓ,m)}

(
ui
knQij

)]

−
N∑
i=1

K∑
k=1

pik · EGi

[
max

(n,j)∈A

(
ui
knQij

)]

=
N∑
i=1

K∑
k=1

pik · EGi

[
R

(
ui
kℓ ·Qim − max

(n,j)∈A

(
ui
knQij

))]
where in the last equation we use the ramp function defined as R(x) = x for x ≥ 0

and R(x) = 0 for x < 0. Subsequently,

[f (A ∪ {(ℓ,m)})− f (A)]− [f (B ∪ {(ℓ,m)})− f (B)] =

=
N∑
i=1

K∑
k=1

pik · EGi

[
R

(
ui
kℓQim − max

(n,j)∈A

(
ui
knQij

))

−R

(
ui
kℓQim − max

(n,j)∈B

(
ui
knQij

))]
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The above equation is always≥ 0 (which proves that the objective function Eq. (7.35)
is submodular), since the ramp function is monotonically increasing and comparing
the two arguments of the function R(x) in the above equation, gives

ui
kℓQim − max

(n,j)∈A

(
ui
knQij

)
−
(
ui
kℓQim − max

(n,j)∈B

(
ui
knQij

))
= max

(n,j)∈B

(
ui
knQij

)
− max

(n,j)∈A

(
ui
knQij

)
≥ 0

since B is a superset of A and therefore its maximum will be at least equal or greater
than the maximum value in set A.

Similarly, since A ⊆ B it holds

f(B)− f(A) =

=
N∑
i=1

K∑
k=1

pik · EGi

[(
max

(n,j)∈B

(
ui
knQij

)
− max

(n,j)∈A

(
ui
knQij

))]
≥ 0

which proves that the Eq. (7.35) is monotone.
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