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Nous présentons une méthode de codage conjoint de messages
dans le cas d'utilisateurs multiples, congue particulierement
pour le canal descendant des systemes radio-cellulaires. Elle
utilise une connaissance de la réponse des canaux pour tirer
profit des différences d'atténuations dldes aux pertes de trajet.
Nous traitons le modele du canal le plus simple, soit un canal
gaussien a temps discret sans effets d'évanouissement ni
d’interférences intra-céllulaires. En considérant le canal
descendant d'un systéme avec deux utilisateurs comme un
canal de diffusion, nous montrons que d'importantes améliora-
tions en termes de capacité peuvent-étre obtenues par rapport
au multiplexage orthogonal (MO). Par la suite, nous étudions le
gain de codage fourni par cette méthode par rapport & un sys-
teme MO sans codage. Finalement, nous décrivons une modifi-
cation de cette méthode pour un grand nombre d'utilisateurs
sans augmentation significative de la complexité.

1 INTRODUCTION

In cellular communications there are two primary com-
munication links between the cell's central basestation
and the users, the uplink (or reverse link) and the down-
link (or forward link). The former refers to the flow of
information from the users to the basestation, and is a
problem which has been and is still today the subject of
much debate. The downlink, however, receives less
attention, since to some extent it is a simpler problem.
The main reason being the inherent synchronism
between the users signals. In a single-cell scenario we
only have the problem of transmitting a single signal
containing the information for all the users to the collec-
tion of users located within the cell’s boundary. In this
work we restrict ourselves to this situation.

Ignoring time-variation effects due to fading, the down-
link in cellular communications is an example of a Gaus-
sian Broadcast Channel. The general broadcast channel
is still an open problem in information theory, but fortu-
nately in this case the capacity region is known. It is a
different problem than the one encountered in the uplink
(which is an example of a gaussian multiuser channel),

In this work we consider a multiuser coding technique applied
to the downlink in cellular radio communications. This tech-
nique uses channel knowledge at the transmitter to take
advantage of inevitable differences in channel attenuations
due to path loss. We restrict ourselves to the simplest channel
model, namely a non-fading discrete-time Gaussian channel
without inter-cell interference. Using the Broadcast Channel
model for the downlink of a two-user system, we show that sig-
nificant improvement in terms of capacity can be obtained
using such techniques in comparison to Orthogonal Multiplex-
ing(OM). We then consider the coding gain of this system com-
pared to uncoded OM. Finally, we describe how this technique
can be extended to many users without a significant increase in
complexity.

and despite many similarities, should be treated differ-
ently. In order to achieve capacity, a joint coding tech-
nique known as cooperative broadcasting [2][3] can be
employed. Cellular systems in use today usually employ
some form of orthogonal multiplexing (OM) in the down-
link. The aim of this work is to show that it might be
worthwhile to consider a non-orthogonal coded-modula-
tion approach.

It turns out that the problem of joint coding for cellular
broadcast channels is closely related to the problem of
unequal error protection. This is a coding scheme in
which composite messages are coded such that the differ-
ent components are protected unequally according to
their importance. In HDTV broadcast channels or coded
speech this technique can be very useful, since different
parts of the transmitted message have varying sensitiv-
ity to noise [4,5]. In the cellular broadcast situation we
have a similar problem; the near-in users receive the
composite message from the basestation with less atten-
uation than the far-out users and therefore require less
error-protection on their message component. Linked
with the unequal coding of the message is the idea of
power control. In order to code message components
appropriately, the signal power at the receivers must be



fed back to the basestation. Fortunately this can be
achieved via the uplink.

2 GAUSSIAN BROADCAST CHANNEL

In this section we consider the capacity of the gaus-
sian broadcast channel for orthogonal multiplexing
(OM) and cooperative broadcasting (CB) schemes. We
restrict ourselves to the two-user discrete-time case,
since this can be extended to many users and continu-
ous-time easily.

On the transmission end, a composite discrete-time
signal, Sj. is sent with power E. The signals received
at the terminals are attenuated by factors 3,,i = 0,1

which are due to the path loss between the basesta-
tion and the terminals. The received signals are there-

fore
yJ = «/WESj-Fnij I = 0,1 (1)

where n;j is additive white gaussian noise with vari-

ance oiz. For simplicity of notation, we incorporate the

B, into the noise variances.

We begin by examining the simplest OM situation,
namely non-naive TDMA or unequal time-sharing.

Let Cy(yg)and C,(y,) be the single-user capacities for

the two users,
1
Cilyy) = élOQ(l*‘Vi) ) (2)
where y; = E/cri2 is the signal-to-noise ratio (SNR) for

user i. With unequal time-sharing, the transmitted
symbols are shared such that the message for user 0 is
transmitted a proportion a of the total transmit time.
The remainder of the time is reserved for user 1. The
capacity region is expressed as

Ro<3l0g(1+ o)
1) 3
Ry <*==—log(1+vy),

where R, is the information rate for user i .

Next consider an orthogonal multiplexing scheme
based on Hadamard sequences, which is what is used
in the 1S-95 standard. The transmitted signal over
two symbols is as follows

s; = JoExy[1 1] + J(1-a)Exyj[1 ] (4)
where E is the total energy per transmitted symbol,
and a is the proportion of E alloted to user 0. The ter-

minals see the signals

0j = Sj T Noj

.= .+ .
1j = SjFNgg

where nj; is a gaussian random vector with independ-

(5)

ent components and component variance o?. After

demultiplexing, we have the following single-user
channels,

_ 1 _
Uoj = Yoj M = Zﬁxoj +No
(6)
Upj = Yy EJ = 2A/(1—or)Ex1j+r]1 ,

where n; is a gaussian random variable with variance

20i2 . Since one bit per user is transmitted over 2 sym-

bols, we have that the capacity region is given by

1
Ry < Zlog(l +20ay,)

) ()
R; < Elog(l +2(1-a)y,) .

Finally, we examine the CB approach, where, the
transmitted signal is given by

8 = JJOEXg; + J(1-a)Exy;. (8)
Here, a joint decoding strategy is employed: the user
on the weaker channel decodes his signal considering
the other user’s signal as part of the noise. The user on
the stronger channel first decodes the weaker user’s
signal, subtracts it out from the received signal and
then decodes his own signal. It was shown that this is
the optimal scheme for the gaussian broadcast chan-

nel. The capacity region (for y,<y, ) is defined as fol-

lows [1]

1 _ Mo
Ro<2|Og%‘+1+(1—a)y0[| (9)

1
R; < élog(l +(1-0a)yy) -

Although the capacity region is the most informative
measure of the performance of a system, it is more
instructive to look at the intersection point of the

Ry = R; line and the boundary of the region. This

defines the maximum of achievable rate at which both
users can transmit, which is what we will call the

capacity C and is shown in Fig. 1.

In order to operate at this point on the capacity region
boundary, feedback of the received powers is needed,
which implies a sort of power control. In contrast to
the multiuser channel where power control attempts
to force all users to have the same signal power at the
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Figure 1: Broadcast Channel Capacity

receiver, power control on the broadcast channel refers
choosing the proportion of the total power (or total
time for TDMA) alloted to each of the users.

In Fig. 2 we compare the capacities of cooperative
broadcasting and OM systems on gaussian broadcast
channels. When the two channel attenuations are
equal, the capacities are the same. This, however, is a
very unlikely situation, since in contrast to the case of
the uplink, we cannot control the received power ratio
between the terminals. As the channel attenuation
ratio increases we see that the cooperative broadcast-
ing system performs significantly better than the
other two. We may conclude, therefore, that even a
sub-optimal cooperative broadcasting system could
still significantly outperform an optimal TDMA or OM
system. We examine this issue in the following sec-
tion.

It is interesting to note that the OM system that we
described here performs significantly worse than une-
gual TDMA. We should mention, however, that imple-
menting a TDMA scheme of this type would be quite
difficult since it would require a variable rate coding
scheme (i.e. the user on the stronger channel would
use a signal constellation with many points for a short
time, and the user on the weaker channel would use a
constellation with few points for a longer time.) It
turns out that when we examine the capacity region
for the three schemes, the OM scheme will generally
extend beyond the limits of the TDMA boundary, how-
ever it does so in a region which favours one user
heavily. In the equal rate region it is always worse
than TDMA.

3 A SIMPLE JOINT CODING SCHEME

The joint coding scheme which is implied in the formu-
lation of the capacity region of the broadcast channel
is, in essence, unequal error protection. We can think
of the signal destined for the user on the weaker chan-
nel as the message component which has to be pro-
tected more heavily than the signal destined for the
user on the stronger channel. These types of coding
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Figure 2: Capacity Comparison of Cooperative
Broadcasting, TDMA and OM

schemes are particularly useful in other broadcast
channel applications, most notably HDTV broadcast-
ing or channel coding for speech signals[4,5].

Here we present a simple joint coding scheme for real-
izing some of the attainable improvement shown in

Fig. 2. Assume that the Xij in (4) and (8) are antipodal

(£1) signals. For the OM scheme, we have that the bit
error rates are given by

Peo = Q( 4ay0)

Per = Q(/4(1-0a)yy)

so that when a is chosen such that the two terminals
have the same bit error-rate, this bit error-rate is
given by

(10)

O~ 4y O
- op/ARO,
Pe = QF Ty H (11)
where yp = y,/Y,. We should point out that choosing

the correct value for a implies a sort of power control,
since it requires knowledge of the received SNR at the
terminals. For the joint coding system the composite
signal points (assuming a <1/2) are shown in Fig. 3.

Assume that the x;j are both encoded with the same

rate 1/2 convolutional code with minimum free dis-
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Figure 3: Composite Signal Constellation

tance d;, and that y,«y,. Clearly this system has

the same spectral efficiency as OM. Decoding is per-
formed as follows (it is not optimal): the terminal on
the weaker channel decodes his message (ij) ignoring
the component intended for the other terminal. The

terminal on the stronger channel decodes the other
message first, subtracts it out from the received sig-

nal, and proceeds to decode his own message (x1j ). The

bit error-rate for the two users is
l:)eO < Q(A/zyodfree( J1-a-— “/a)z)
Pel < Q(«/ 2Vldfreea)

Again, choosing a such that both terminals have the
same bit error-rate, we have

(12)

1
a=— (13)
VR+2«/V7R+2

which not surprisingly is not 1/2 when yg = 1. The bit

error-rate for this joint decoding scheme is bounded by

oj] 2d 0
P, < QD/”—‘*VRy%. (14)
Yr+2,/¥r+2
The coding gain of the joint coding system with
respect to OM is therefore

(1 + yR) dfree

= (15)
2(Yg+2,yg*2)

Cc

This is plotted in Fig. 4 for a few values of d; .. We

see that as the ratio of received power levels increases,
significant improvement is attained, at the expense of
increased receiver complexity.

We have found that in order to extend this scheme to
more than two users, it is necessary to increase the
number of signalling dimensions. At the same time,
however, we do not want the decoding process to
become too complex, since the processing is done at
the terminals. The receiver complexity would be too
great if more than a few users were coded/decoded
jointly. A practical alternative, therefore, would be to
combine this joint coding/decoding scheme with an
orthogonal multiplexing scheme in the following way:
the set of users are grouped in pairs, such in each pair
one user has a strong channel and the other has a
weak channel. Each pair is jointly coded and then all
the pairs are multiplexed with OM. The pairs are
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Figure 4: Coding gain of joint coding over OM

o

formed in this fashion to maximize the performance of
the system, which increases with the ratio of the chan-
nel strengths.

4 DISCUSSION

We have shown that significant improvement can be
obtained by using this simple joint coding technique
compared with uncoded OM. One may wonder, how-
ever, whether it is really worthwhile to use this
approach, since we could simply use a rate 1/2 QPSK
code instead of uncoded BPSK with OM and obtain
similar coding gains. This is true, but we must take
into account the fact that we double the number of sig-
nalling dimensions by going to QPSK. For a fair com-
parison, therefore, we would have use a joint coding/
decoding approach with a rate 1/4 QPSK code which
would clearly yield even larger coding gains. We are
currently investigating more elaborate coding
schemes such as this to achieve increased perform-
ance both in power and spectral efficiency.
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