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Abstract

This paper describes the submissions of the EURECOM team to the TrecVid 2018 VTT
task. We participated in the Sentence Matching subtask. Our approach is to project both
descriptive texts and videos in the same vector space through a deep neural network, and
to compare them using a cosine similarity. In particular, we compare several variants of
sentence embeddings.

1 Introduction

EURECOM participated in the Sentence Matching subtask of the TrecVid 2018 [1] Video-
to-Text (VTT) task for the first time. The approach we chose to follow was to improve the
approach of the best team of 2017 [8]. The Sentence Matching subtask of the VTT task requires
to link videos and sentences describing these videos. Testing data is composed of 1,000 videos,
and five datasets of 1,000 sentences, each sentence corresponding to one video. For each video
and for each dataset of sentences, teams are asked to rank sentences from the closest to the
most dissimilar. Evaluation is performed on each sentence dataset using the Mean Inverse
Rank measure.

2 Our Model

2.1 Definition of our model

As stated in Section 1, our model aims at improving the model of [8]. In [8], video embeddings
are derived as follows:

- frames are extracted every 0.5 second for each video;

- features vectors (v1, ..., vn) are derived from these frames using the penultimate layer of
a ResNet-152 [11];

- these features vectors are then fed sequentially into a GRU [6], whose hidden states
(h1, ..., hn) are concatenated to corresponding features vectors, to obtain contextualized
features vectors (s1, ..., sn) = (v1‖h1, ..., vn‖hn);

- these contextualized features vectors are combined through a soft attention mechanism
to form a vector v, which is actually a weighted sum of s1, ..., sn;

- this vector v is then projected into a vector space after two fully-connected layers with
ReLU activations, where each activation is preceded by a batch normalization.

In our model, the same process is applied for computing video embeddings. However,
before feeding v into the two fully-connected layers, we concatenated it with a vector that we
derived from the video using the last layer of an RGB-I3D [4]. Moreover, [8] used a ResNet-152
trained on ImageNet [7] whereas we used the ResNet-152 trained on ImageNet and finetuned
on MSCOCO [13] proposed by [9].

In [8], text-embeddings are derived as follows:

1



- three text representations are derived (one using an average of Word2Vec [14] embeddings,
a second one is a BoW representation and a third one is derived by taking the last hidden
state of a GRU) and concatenated;

- the resulting vector is then fed into two consecutive fully-connected layers following the
same process as for videos.

Regarding the text-embeddings part of our model, we tried to replace the GRU by GRCs
[10] or a bidirectional GRU. GRCs are extensions of GRUs that we proposed in [10], where we
showed that they could improve results of GRUs on multimodal matching tasks. Our model is
summarized by Figure 1.

Figure 1: Our model. RNN can be a GRU, a GRC or a bidirectional GRU.

2.2 Training

We trained our model using a common hard-negative triplet ranking loss [9]. More formally, if v
is the embedding computed for a video, s the embedding computed for a sentence corresponding
to that video, then the loss l(v, s) corresponding to the couple (v, s) is defined as follows:

l(v, s) = max
s6=s

(max(0, α− cos(v, s) + cos(v, s))), (1)

where α is a hyperparameter that we set to 0.2.
We used several datasets for training and validation:

- MSVD [5];

- MSR-VTT [16];

- TGIF [12] (for computer memory problems, we only used 60,000 sentence-video pairs
from TGIF);

- TrecVid VTT 2016 test data [3];

- TrecVid VTT 2017 test data [2].
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Table 1: Our results in terms of Mean Inverse Rank

Runs Subset A Subset B Subset C Subset D Subset E
Run 1 0.194 0.190 0.194 0.193 0.199
Run 2 0.197 0.197 0.197 0.184 0.204
Run 3 0.202 0.209 0.206 0.186 0.212
Run 4 0.231 0.240 0.234 0.224 0.241

Our validation set was composed of 200 videos from TrecVid VTT 2016 test data and 200
videos from TrecVid VTT 2017 test data with corresponding sentences. Therefore, the vali-
dation set contained 400 different videos. We used MSVD, MSR-VTT and TGIF for training,
for a total of 65,782 different videos with all corresponding sentences. Eventually, we used the
remaining data from TrecVid VTT 2016 and TrecVid VTT 2017 to form a finetuning dataset
of 3,088 videos.

We trained our models using the RMSProp method [15] with TensorFlow default parameters
and gradient clipping between -5 and 5. We first trained our model on the training set, applying
a learning rate of 0.00003 during 20 epochs (dividing the learning rate by two if validation loss
did not improve during three consecutive epochs), with mini-batches of size 25. Then, we
set the learning rate to 0.00002, and finetuned our model on the finetuning dataset during
60 epochs, dividing the learning rate by two if validation loss did not improve during three
consecutive epochs.

3 Our runs

EURECOM submitted four different runs to the VTT Sentence Matching subtask. The runs
are numbered from 1 to 4, with the expected best runs having the highest numbers. For each
run and for each video, sentences are ranked by decreasing cosine similarity.

RUN 1 : We apply the model we described in Section 2. The RNN we used for computing
sentence embeddings was a simple GRU.

RUN 2 : This run was similar to RUN 1, but we replaced the GRU by a GRC.

RUN 3 : In this run, the GRU of RUN 1 is replaced by a bidirectional GRU.

RUN 4 : This final run is a merge of previous runs. The merge is performed by summing
the cosine similarities of the three previous runs, to obtain a new score for each sentence.

4 Results

We reported our results in Table 1. Our runs are ranked as we expected on subsets A, B, C
and E. It is not the case for subset D, as the simple GRU obtained better results than the
GRC and the bidirectional GRU.

In Figures 2-6, all results on different sentences subsets are presented. Our results are in
red. As one can see, our ensemble method did better than other methods. Our future work
will be dedicated to finding finer ensemble methods to see how results can be further improved.
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Figure 2: Results on subset A

Figure 3: Results on subset B

Figure 4: Results on subset C

Figure 5: Results on subset D
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Figure 6: Results on subset E
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