
Computer Networks 129 (2017) 142–158 

Contents lists available at ScienceDirect 

Computer Networks 

journal homepage: www.elsevier.com/locate/comnet 

Implementation experience in multi-domain SDN: Challenges, 

consolidation and future directions 

K. Katsalis a , ∗, B. Rofoee 

b , G. Landi c , J.F. Riera 

d , K. Kousias e , M. Anastasopoulos b , L. Kiraly 

f , 
A. Tzanakaki b , T. Korakis e 

a Eurecom, Mobile Communications, Biot, France 
b University of Bristol, UK 
c Nextworks, Italy 
d Fundacio I2CAT, Distributed Applications and Networks, Barcelona, Spain 
e University of Thessaly, Dept. of ECE, Greece 
f Juniper Networks, USA 

a r t i c l e i n f o 

Article history: 

Received 8 July 2016 

Revised 10 September 2017 

Accepted 11 September 2017 

Available online 22 September 2017 

Keywords: 

SDN 

Cloud networking 

Wireless 

Optical 

NFV 

Testbed experimentation 

Network integration 

LTE 

Wi-Fi 

a b s t r a c t 

Network architectures compliant with the Software Defined Networking (SDN) design paradigm, are ex- 

pected to provide extreme flexibility for service orientation and allow for efficient use of network re- 

sources of cloud systems. Nevertheless, radical reconsidering and removal of boundaries set out when 

studying multi-domain communications are required, in order to unleash the hidden potential of SDN 

and provide a “holistic” network view. Although many domain-specific effort s have been proposed in the 

literature and indeed they gain a lot of industrial attention, real multi-domain SDN implementations over 

converged wireless-optical networks are just starting to disclose. 

In this work we present an open end-to-end multi-domain SDN system, while focusing on the necessary 

abstractions and virtualization techniques to integrate virtual wireless and optical resources. With the 

proposed system, called CONTENT, we shed light in the field of wireless-optical network virtualization 

from an end-to-end perspective. We present the architecture and the integrated testbed that realize the 

envisioned system. Evaluation results are provided and implementation experience is reported using the 

integrated solution. The way SDN methodologies and techniques can be used to support NFV concepts in 

end-to-end fashion are also presented. 

© 2017 Elsevier B.V. All rights reserved. 
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1. Introduction 

With the propensity for ubiquitous software defined network-

ing in all network segments, an immersive virtual networking en-

vironment promises to debunk all the challenges encountered in

network configuration. Some of these challenges could be briefly

described. Management and control information needs to be ex-

changed across multiple and geographically distributed network

domains, causing increased service setup and state convergence la-

tencies [56] . In such highly complex environments the probability

that management/control data is lost (e.g., information related to

round trip time delays, packet loss rates, transmission rates etc.) is

high, often leading to violation of quality of service (QoS) require-

ments. In addition, increase in the network size makes the moni-

toring needed for the collection of the control data and the man-

agement of all network elements impractical and inefficient. Fur-
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hermore, in highly dynamic environments, services requests can

ave big and rapid variations that are not known in advance. 

In order to manage, control and efficiently operate this type of

omplex infrastructures in an efficient manner, Software Defined

etworking (SDN) [15,40] has been recently proposed as a key en-

bling technology. In SDN, the control plane is decoupled from the

ata plane and is moved to a logically centralized controller that

as a holistic view of the network. However, although SDN tech-

ologies promise to leapfrog an entire generation of technology

nd even if we are able to build virtual wireless or virtual optical

etworks, the truth is that the challenge of integration in end-to-

nd scenarios, still remains. 

In this study, we present a control and management framework

alled CONTENT (Converged Wireless Optical Network and IT Re-

ources), adopting the concept of multi-domain network virtual-

zation. Its objective is to integrate virtual wireless and optical re-

ources, through the development of novel virtualization and net-

ork softwarization techniques based on SDN. In the wireless do-

ain a hybrid Wi-Fi/ LTE network has been considered, whereas

https://doi.org/10.1016/j.comnet.2017.09.005
http://www.ScienceDirect.com
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Fig. 1. Service (left) versus resource (right) virtualization models. 
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n the optical segment a frame-based optical network solution

known as TSON) has been adopted [57] . We present a fully op-

rational multi-domain SDN system that: (a) considers virtualiza-

ion of both the wireless and optical resources; (b) exposes virtual

esources using a common virtualization framework; (c) facilitates

he access to remote virtual network resources by Mobile Optical

irtual Network Operators (MOVNOs); (d) confronts the necessary

DN mechanisms to handle virtual wireless and optical segments

eamlessly in the control plane; (e) allows for service orchestration

bove the control layer responsible for the instantiation of end-to-

nd cloud services for mobile users and their management at run-

ime and (f) supports service provisioning through Virtual Network

unctions (VNFs). 

The contributions of this paper are the following: 

• We describe the architectural requirements and the motivation

for end-to-end converged solutions and give a note on state of

the art. 

• We provide a functional description together with a detailed

structural presentation of a proposed end-to-end architecture. 

• We elaborate the virtual resources specification, provisioning,

management and operation mechanisms used in the integrated

system. 

• We present the software components and the interfaces re-

sponsible for within data plane and control plane functional-

ities per domain, while also for the interaction between the

Data-plane with the control plane of the architecture. 

• We present an extended SDN/NFV testbed provided by Juniper

Networks, where different SDN controllers are used to control

different segments of the network. 

• We describe the way the proposed system is able to support

NFV concepts and service chaining. 

• we present performance evaluation results on all the layers of

the architecture. 

In our system the virtualized wireless domain, is connected

hrough virtualized optical links with the remote (virtualized)

ata-center. An Infrastructure Management Layer is introduced for

he management of the virtualized networks, while an integrated

DN control approach is used over the abstracted and virtualized

hysical underlay. Although there are many works recently that

re trying to explore the use of SDN technologies especially in the

ireless domain (like [17,24,34] ), the proposed approach facilitates

ontrol and management of vertical network slices on per Mobile

ptical Virtual Network Operator (MOVNO) basis. 

Note that the concept of wireless-optical integration is gaining

ignificant attention because of the realization of concepts like the

loud-RAN [13,35] . In this concept optical networks are used to

upport the backhaul and fronthaul links, in the ”virtualized” Radio

ccess networks (RAN), where functional splitting of the BBU and

RH functions is performed. In true Cloud-RAN based production

ystems, the wireless domain network and the optical domain net-

ork must be physically collocated. In our results presented, the

EANT network [1] sits between the two domains, imposing extra

etwork delays in the realization of the Cloud-RAN system; never-

heless the results and the approach we present in this work still

ely on a real end-to-end system, while the vertical interfaces build

an also be exploited by other Cloud-RAN designs and systems. 

To the best of our knowledge, the proposed architecture, the

ertical interfaces built and their implementation between the

hysical underlay, a virtualization layer and the SDN control plane,

re among the first to presented and evaluated in a true end-

o-end setup. Our design can be adopted and work in parallel

ith LTE/Wi-Fi specific SDN mechanisms, since the control in our

ase runs on top of the virtualized infrastructure. This paper can

erve as a guide for other wireless access and optical network
roviders and testbeds, interested in supporting the SDN/NFV de-

ign paradigms over multi-domain network infrastructures. 

The rest of the paper is organized as follows. In Section 2 we

rovide background information regarding end-to-end virtualiza-

ion. In Section 3 we describe the proposed system and net-

ork architecture. In Section 4 we elaborate the components in-

olved for the data plane and control plane integration and we

escribe the implementation aspects of the layered architecture.

n Section 5 we present the performance evaluation of the pro-

osed solution, using real exercises on the integrated testbed. In

ection 6 we describe two cases studies related to NFV experi-

ents for parental control and service differentiation in the con-

ext of MOVNOs. In Section 7 we highlight a number of challenges

e had to consider, open issues and planning of our future work.

e conclude the paper in Section 8 . 

. Related work on multidomain SDN 

Towards 5G communications denser deployment of access

odes move a number of challenges from the access interface to

he backhaul network. The reason is that because of the tremen-

ous increase in mobile traffic and the pressure to the operators,

fficient integration of wireless, fiber and possibly other transport

olutions has become a necessity. Although backhaul links can be

upported by technologies like 60 GHz, transport solutions over

ber seems to be the preferred approach when it comes in designs

ith large capacity requirements. 

Note that efficient wireless-optical network abstraction, virtu-

lization, management and control is required in various network

etups and concepts. Either we are discussing about the Cloud-

AN concept or traditional multi-domain networking, the SDN ap-

roach offers the potential to exercise direct control from the con-

rol plane over the state in the networks data-plane elements, via

 well-defined APIs. The requirement to apply SDN control is that

he physical underlay is programmable ( Fig. 1 ). 

Although the SDN concept seems to have appeared suddenly,

nd the technology has still not reached a point of maturity, plenty

f research activities exist that describe the concept, while a satis-

actory number of works provide within domain procedures opti-

ization. Indeed, in order to extend the business models of the in-

olved stakeholders, very active research is performed on exploit-

ng the resource and service virtualization models. 

.1. SDN concept 

The concept along with an extended related work survey on

DN are presented in various works like [15,32,40] . In [32,40] the

ey building blocks of an SDN infrastructure are discussed, while

n-depth analysis of the hardware infrastructure, southbound and

orthbound APIs, network virtualization layers, network operating

ystems (SDN controllers), network programming languages, and



144 K. Katsalis et al. / Computer Networks 129 (2017) 142–158 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

t  

s  

t  

t  

o

2

 

r  

t  

t  

[  

i  

f  

p  

e  

T  

i  

t

 

[  

r  

i  

t  

b  

[  

C  

f  

t  

d  

t  

o  

i  

i  

b  

f  

o  

t  

s  

a  

t  

G  

t  

B  

a

 

v  

b  

F  

a  

p

3

 

c  

v  

e  

t  

a  

i  

c  

p  

s  
network applications are also presented. In [15] , the distinction be-

tween service and resource based virtualization is presented, that

is also the one we also consider. 

Resource-based virtualization (or resource virtualization) be-

comes the most suitable option in order to have the finest feasible

granularity in any case, as well as the maximum level of flexibil-

ity to control the different virtual resources. However, in terms of

implementation, the complexity of this approach increases, since

it needs to completely control the physical resource itself. On the

other hand, service-based virtualization loses part of the flexibility,

since the virtualization system is located on top of the network

service. Service-based virtualization implies that the virtualization

intelligence does not lay directly over the resource, but over the

control plane deployed directly over the physical resource. As an

example, the L3VPN, should be an example of service-based virtu-

alization, since the virtualization happens of top of the IP protocol.

As we will describe, in our approach the virtual infrastructure

operates over the wireless domain using the service virtualiza-

tion based approach, while in the optical domain we utilize the

resource-based virtualization approach. The architecture we pro-

pose is open and flexible to adopt both. More recently, in [58] a

Stateful Data Plane Architecture (SDPA) was proposed to overcome

the absence of stateful forwarding functionality in the OpenFlow

protocol, through a co-processing unit, called Forwarding Proces-

sor, that manages state information through new instructions and

state tables. Panda et al. [41] address the important of identify-

ing the consistency models for coordinating the actions of a repli-

cated set of SDN controllers, which is very important for the multi-

domain design that we consider. 

2.2. SDN in the wireless domain 

Wireless virtualization and SDN control in the wireless do-

main are presented in works like [7,17,24,26,34,55] . For example

in [55] an architecture for software-defined RAN via virtualiza-

tion called OpenRAN is presented, while in [7] the CROWD so-

lution is presented for SDN control in DenseNets. More recently

in [47] an architecture for HetNets that incorporates various ele-

ments of SDN and software defined wireless networking. A taxon-

omy of mobile networks following an SDN/NFV approach is pre-

sented in [39,43] . For the LTE network in [48] the use of Open-

Flow is presented inside the EPC network, IP-based routing in

virtualization-based LTE EPC architecture (vEPC) is considered in

[38] . In [42] an OpenFlow SDN framework for Wi-Fi networks is

proposed. An SDN-based plastic architecture for 5G networks con-

sisting of unified control plane and a clean-slate forwarding plane

is presented in [50] . In [6] the SoftAir solution is presented for

seamless incorporation of Openflow, mobility-aware control traffic

balancing, resource-efficient network virtualization, and distributed

and collaborative traffic classification towards 5G wireless commu-

nications. 

2.3. SDN in the optical domain 

Regarding optical network programmability, the majority of the

ongoing research efforts have been focused on OpenFlow based

SDN implementations [12] with the objective to apply SDN con-

cepts across multilayer multivendor networks in supporting a uni-

fied control structure [23] . Although the current OpenFlow proto-

col is originated from packet switching (i.e., Ethernet), it is also

considered as a realistic unified control plane solution for integra-

tion of packet and optical circuit switched networks [18] . However,

its main limitation is that it does not support optical network fea-

tures like switching constraints and optical impairments. Further-

more, OpenFlow does not support advanced and emerging optical
ransport technologies, such as a flexible Dense Wavelength Divi-

ion Multiplexing (DWDM) grid. To address the shortcomings of

he current OpenFlow extensions on supporting optical network

echnologies, the authors in [12] proposed a generic and extended

ptical flow specification. 

.4. Multi-domain SDN architectures and activities towards 5G 

In the field of wireless-optical multi-domain networking, great

esearch activities exist towards integrated 5G communications. In

he following we present an indicative set that is most relevant

o our work. Multidomain virtualization has been investigated in

9,49] . The application of the SDN approach in the Telecom domain

s presented in [27] , while SDN application in the backhaul is the

ocus of the work presented in [17] . Multi-tier cellular systems are

resented in [26,28,53] and multi-domain modeling work consid-

ring both the wireless and optical domains was presented in [51] .

he way SDN is expected to play role n the 5G evolution is present

n [4] and the METIS project, the corner stone of the 5G-PPP ini-

iative activities. 

Note that RAN densification [7,45] and Cloud-RAN (C-RAN)

13,35] seem the most promising candidates to meet the extreme

equirements of 5G communications and the exponential increase

n user traffic. A number of research activities and projects inves-

igate wireless-optical integration under the C-RAN concept and

ackhaul/fronthaul wireless-optical integration [45] , like 5G-XHaul

25] and the 5G-CrossHaul [19] solutions. The main idea behind

-RAN is to pool the Baseband Units (BBUs) that are responsible

or the processing of IQ data, from multiple base stations into cen-

ralized BBU Pools and connect thousands of remote Remote Ra-

io Heads (RRH) to these centralized BBU pools. The burden in

his approach is shifted to the high-speed wire-line transmission

f IQ data. An overview of the C-RAN technologies are described

n [13] ; while [11] analyzes the packetization and packet schedul-

ng impact on different functional splits considering the packet-

ased transportation. Fiorani et al. [21] analyzes the energy per-

ormance of four radio access network (RAN) architectures with

ptical transport, each one utilizing a different option for split-

ing the base-band processing functions. Chanclou et al. [10] de-

cribe a WDM fronthaul network with passive monitoring at the

ntenna site and automatic wavelength assignments. An alterna-

ive approach considers for Ethernet based solutions. For example

omes et al. [22] proposes to utilize Ethernet as the underlying

ransport layer with low-latency Ethernet switching for the RRU-

BU functional split;Venmani et al. [52] provides a synchronization

rchitecture for Ethernet-based fronthaul interface. 

In the approach we describe in the following sections, the same

ertical interfaces design and implementation can be applied for

oth the wireless and optical segments as in the case of C-RAN.

or example Gutiérrez et al. [25] and De La Oliva et al. [19] adopt

 similar approach like ours on the way virtual resources are ex-

osed and controlled by a unified control plane. 

. Layered architecture overview 

Our goal was to provide a framework that is able to support

loud services, provide automation support in processes which in-

olve different stakeholders, while it is easy to be deployed by

xisting wireless and optical network technologies. How can vir-

ual networks be created in all the domains? Which mechanisms

re required to perform SDN control in all network segments and

ntegrate the optical and wireless domains, in both the data and

ontrol planes of the architecture? How network slices are created

er virtual network operator? These are the basic challenges our

olution addresses, exploiting a multi-domain architecture that is
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Fig. 2. The CONTENT layered architecture. 
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Fig. 3. Control Layer deployment and configuration sub-phase sequence diagram. 
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DN-based, Open Networking Foundation (ONF) aligned [16] , flexi-

le enough for extreme service orientation. 

.1. The proposed layered architecture 

In order to provide end-to-end network virtualization capa-

ilities, agnostic to the underlying technological dependencies, a

ross-technology architecture is proposed comprising the following

ayers. See Fig. 2 for a visual representation: 

• Heterogeneous Physical Infrastructure Layer (PIL): this is related

with ONF’s Infrastructure Layer . Our focus stays on a hybrid

LTE/Wi-Fi access network supported by an Openflow-based

wired backhaul network, an optical metro domain, supporting

frame-based sub-wavelength switching granularity and virtual-

ized Data Center (DC) infrastructures. 

• Infrastructure Management Layer (IML): this is related to ONF’s

Control Layer . The IML is responsible for the creation and man-

agement of virtual network infrastructures over the underlying

physical resources. 

• Virtual Infrastructure Control Layer (VICL): The VICL is responsi-

ble to provision IT and connectivity services across the different

network domains and expose functionalities to the Application

layer. The control is made over the IML resources (virtual or

physical). 

• Service Orchestration & Application Layer (SOL): This is related

to ONF’s Application Layer and is responsible to orchestrate

network-based applications and coordinate the combined deliv-

ery of cloud and virtual network resources. 

First note that the architecture is not bind to a specific network

lement, controller technology, southbound/northbound protocols 

r any testbeds’ control framework, already deployed. This proto-

ol independence, allows this architecture to be adopted by various

ireless and optical network providers that are interested to ten-

er and build the underlay infrastructures of MOVNOs. Note that

ll management, control, configuration actions, including also the

eservation of the resources are mediated through the IML and in-

olve both physical and virtual resources. 

The layered architecture depicted in Fig. 2 , is conceived to pro-

ide cloud and mobile cloud services on top of virtual infrastruc-

ures that span across multi-technology and multi-domain physi-

al networks. The cooperation and interaction among the different

rchitecture layers is described through a series of planning and

peration workflows analyzed as follows: 

Virtual Infrastructure(VI)Planning Phase: The VI planning phase is

efined as the stage were the virtual infrastructures are requested,

lanned, and instantiated according to the MOVNO requirements.
his phase comprehends the complete set of pre-operation actions.

n one hand, it includes the different procedures where the het-

rogeneous physical infrastructure is registered into the IML. On

he other hand, it also involves the planning and dimensioning of

he different virtual infrastructures as a function of the requests

oming from the different MOVNOs. Finally, the virtual infrastruc-

ure instantiation is the process that will prepare all the compo-

ents within the VI in order to make it operable by the corre-

ponding control plane. PIP stands for the Physical Infrastructure

rovider. 

Virtual Infrastructure (VI) Operation phase: The VI operation in-

ludes two distinct sub-phases: (a) the Control Layer deployment

nd configuration and (b) the cloud service operation. The former

epresents a pure management action performed by the MOVNO

n the VI rented from the PIP; it aims at deploying and configur-

ng an instance of the network control layer on top of the virtual

etwork infrastructure and in some cases it may include further

etwork service pre-provisioning actions needed to accommodate

re-planned cloud based end-to-end traffic. Moreover, to enable

he integrated control and orchestration of cloud and connectiv-

ty services, specific configurations must be enforced on the Ser-

ice Orchestration Layer and the Cloud Management System (CMS)

esponsible for the management and control of the DC resources.

ig. 3 depicts this initial deployment and configuration sub-phase

equence diagram, mainly showing the interactions among layers

nd actors in the architecture. 

Cloud service Operations: cloud service operation is the core part

f the VI operation phase, and includes all the actions needed to

rovide on-demand cloud services to the mobile cloud users, from

he service requests, up to seamless reservation and provisioning of

irtual and physical network and IT resources. This phase involves

ll the layers in the architecture and all the actors in the proposed

cosystem. 

In the following sections we provide a comprehensive analy-

is regarding each layer description, implementation and perfor-

ance evaluation details. This work provides a feasibility study for

rue end-to-end SDN integration, that can be used as benchmark

gainst other proposals. 

. Implementation aspects of the layered architecture 

.1. Physical infrastructure layer of the end-to-end testbed 

In Fig. 4 the network diagram of the integrated testbed is pre-

ented, while in the following subsections we provide domain spe-

ific details. The underlying physical infrastructure that supports
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Fig. 4. The CONTENT Testbed: A Wi/Fi-LTE wireless testbed, with openflow wired backhaul network, interconnected to the data center through a TSON optical testbed. Per 

subscriber services, packet steering functions are provided through a remote Service Gateway system (left side of the figure). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 

Wireless resources specification. 

Wi-Fi Net : 120 NITOS nodes, Gigabit eth,wireless 

interfaces, i7-2600, 8M Cache, 3.40 GHz CPU 

SSD, 4G HYPERX BLU DDR3, NITlab CM card 

Atheros 802.11 a / b / g / n ( MIMO ), 350 Watt mini-ATX, 

Multi-band 5dbi,2.4Ghz, 5Ghz, pigtails (UFL to RP-SMA) 

LTE Net: EPC SIRANN,ENBs Ip.Access LTE 245F, 

3GPP R. 8.9.0, Single Carrier, Dual Band 1/13, 

4/13,2/5 or 7/13. 10MHz Band.,2x2 MIMO-Single 

User DL, S1-IP RF 2 x 10dBm, 16QAM U/L and D/Lm, 

Max Thr. 13Mbps, # active users: 4, # idle users: 64 

UE: USB dongles (e.g., Huawei E392, Huawei E398) 

OpenFlow: HP 3800 switches(v1.3),Pronto 3290 (v1.0) 
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the integrated multi-domain testbed comprises the NITOS wireless

testbed, in Greece [2,31] , interconnected through the GEANT net-

work, to a TSON optical testbed, in UK [57] . It also considers DC

infrastructure located in the Univ. of Bristol built around Openstack

technology, that is used for the deployment of endpoint services

and applications. This integrated testbed offered the realization of

the actual end-to-end path. Furthermore, this end-to-end testbed

is extended with an additional DC infrastructure that supported

a NFV testbed, provided by Juniper Networks [30] and located in

Amsterdam. This provided the necessary Network Function Virtu-

alization Infrastructure (NFVI) used to demonstrate (a) end-to-end

SDN control and (b) delivery of services on a per subscriber basis at

the same time. As we will present, in our approach there are two

different domains where SDN control is applied. One is internal to

the NFVI and is based on the Contrail System. The other one spans

end-to-end and is based on the OpenDaylight control. Details of

the NFVI and control are described in Section 6.1 . 

Wireless domain: The wireless network of the architecture,

consists of the wireless access network and a wired openflow-

capable backhaul packet-core network. In more detail, a multi-SSID

capable 802.11n testbed is provided [31] , together with an LTE net-

work. The LTE network utilizes virtual Access Point Names (vAPNs)

for traffic differentiation per MOVNO (together with OVS/Openflow

support in the EPC) [37] . Using Multi-SSID technique we are able

to create multiple virtual-Access Points (v-APs) that emulate the

operations of a physical AP at the MAC level. All these function-

alities are exposed to the IML, with the services we describe in

Section 4.2 . A summary of the hardware specification of the wire-

less network is provided in Table 1 . 

Essentially, every 802.11 Access Point (node) is connected to the

Openflow packet-core network, while also openflow control is per-

formed in the EPC of the LTE. The path that the egress traffic fol-

lows is: user → Access Point (eNB or Wi-Fi) → OpenFlow control

points → testbed gateway systems → Geant network → TSON op-

tical → Datacenter and the reverse order for the ingress traffic.

The openflow network is used to control different traffic flows on

per MOVNO basis. Virtual switches and the functionality provided

by the IML and the VICL provide for this flexibility and the pro-

visioning and configuration of the end-to-end paths. In the case

where the NFV testbed is also utilized, the traffic before exiting

the wireless domain, through tunnels, passed from the NFV testbed

where user specific service chains were executed. The concept, de-

sign considerations and system requirements alongside use cases
 n  
hat illustrate the advantages of adopting network service chains

re presented in [29] . 

Optical domain In the optical segment, TSON technology

46,57] is used as the enabling technology at the physical layer.

SON offers multi-facaded resource virtualization, based on FPGA

echnology, with guaranteed bandwidth shares per MOVNO by

cheduling both wavelengths and time-slots. The TSON dataplane

unctions can be split in to two types of TSON edge and TSON core

unctions. TSON edge nodes use FPGA platforms to process and

ggregate ingress Ethernet data for generating bursts and trans-

ission over WDM channels. The controller for transmission of

ptical time-slices programs the nodes. Regarding the TSON core

odes, optical modules are deployed and allow fast optical switch-

ng of the bursts of data. The information for switching of optical

ime-slices is programmable and is information that can be config-

red by the controller. We highlight that TSON provides bandwidth

ranularity as fine as 30 Mb / s / λ stretching up to 9.1 Gb / s / λ and sup-

orts multiple wavelength operation. A summary of the hardware

pecification of the optical network is provided in Table 2 . 

GEANT interconnect: The physical inter-connection between the

ireless domain (NITOS in Volos, Greece) and the optical testbed

TSON in Bristol, UK) exploited connectivity through the GEANT

etwork [1] (1 Gbps link, vlans 692 and 800). GEANT is the pan-

uropean data network for the research and education community,

hat interconnects all EU universities and research institutes. 

Note that no SDN control could be applied over the GEANT net-

ork. However GEANT was the only available choice to intercon-

ect the two remote testbeds; the other alternative would be VPN
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Table 2 

Optical resources specification. 

TSON Dataplane: PLZT fast switches (10 ns), FPGA 

Xilinx V6 HTG, passive Mux/Demux for light filtering. 

Amplfiers for compensating for switching losses. 

shorter bursts of data which carry smaller payloads. 

supporting as fine as 30 Mb/s per time slices. 

Fix number of time slices in each frame. 

Up to 31 separate flows could be aggregated to each frame. 

TSON control plane: Server with raw Ethernet 

interfaces to FPGAs. Java based agent with REST API. 
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ver the public internet. Although SDN control could not be ex-

loited in that segment, the GEANT network was already evalu-

ted in the context of other experimental projects (EU FED4FIRE,

U FIBRE projects etc.) and it is highly stable. In addition, in order

o have at least two real end-to-end paths, two different VLANs

ere used end-to-end. Note, that this case is as similar to real sce-

arios, where the ISPs network is interposed between the data-

enter and the RAN. The behavior of this segment of the network

epends on SLAs with the ISP and no external control can be ap-

lied. The vertical interfaces designed and implemented in our

ork can be exploited in any type of wireless-optical integrated

olution, where multi-domain administration restricts some areas

here SDN mechanisms can be applied in the end-to-end path.

n addition the layering design proposed is flexible to additionally

onsider for a SDN solution in the wired interconnect, since all the

ontrol is made from an end-to-end orchestrator. 

SDN/NFV Testbed by Juniper Networks: A Juniper NFV testbed

s also integrated to the mutli-domain testbed, consisting of a Ju-

iper MX480 router, based Service Control Gateway function and a

uniper Contrail cloud management platform, hosting vSRX virtual

rewall service as a Virtual Network Function (VNF). More details

n the SRX, Contrail technology and the Service Gateway used can

e found in [30] and the official Juniper web site. The intercon-

ected infrastructure between NITOS and Juniper EMEA SLAB has

een implemented using IPSEC VPNs over Internet, terminated at

RX240 firewalls on both locations. Two separated IPSEC tunnels

nd virtual routers were used on the SRXs to carry and isolate the

on-services applied and services applied traffic. The TSON opti-

al testbed provided an Internet exit point for the wireless clients

nd hosted vSRX VNF and x86 server functions (see Fig. 4 for the

etwork connectivity diagram). 

The Service Control Gateway application resides on an MX Se-

ies router and is a subscriber-aware and application-aware ser-

ice delivery network edge element, located between the gate-

ay of the access network and the public network and network

ervices. The service control gateway enforces policy rules based

n subscriber-awareness, application-awareness, and service data flow

dentification . The Juniper testbed integration gave us the ability to

valuate the multi-domain approach not only as a multi-domain

olution but also as a framework that can be used to support NFV

oncepts. 

Thus for the end-to-end service (e.g. a web request for a public

eb site) with ODL we affect the network elements in the wire-

ess domain and the optical domain, but in the internet and data

enter Contrail control was in effect. This was also the first imple-

entation that this type of SDN control was demonstrated. Note

hat in both the domains a MOVNO identifier (actually the vlan id)

as used to differentiate services between multiple MOVNOs. 

.2. Design and implementation of the IML 

The main functionalities of the IML are related to the virtual

and the physical) resource abstraction, reservation, management

nd control. It is the element of the architecture responsible for
he creation of isolated virtual infrastructures. These are composed

f resources from both the network domains, in a uniform way in

rder to expose common APIs and utilize a common resource life-

ycle management mechanism, independently of the type of the

esource. The IML is responsible to hide the complexities and API

nternals from the VICL. In Fig. 5 a high-level architecture of the In-

rastructure Management Layer (IML) and the interaction with do-

ain specific services are presented. 

The IML implementation is based on the Open Network as a

ervice (OpenNaaS) OpenNaaS framework (under LGPLv3 license)

8] . It runs inside an OSGI container called Apache Karaf. In Open-

aaS resources are created by providing a resource descriptor to

penNaaS Resource Manager, which delegates descriptor interpre-

ation to a Resource Repository. Resource Repository’s responsibil-

ty is to create resources given a descriptor and manage resource

ife-cycle. A Resource Bootstrapper is responsible of instantiating

he resource model, while a capability ActionSet defines which ac-

ions should be provided by a driver. OpenNaaS exposes services

o the VICL using a REST API. 

In order to expose the necessary functionalities to the IML a

et of control and management services are provided from both the

ireless and optical testbeds. In the wireless domain, the core ser-

ices utilized are the NITOS Broker and the NITOS Manager . 

• Broker : is the component that is responsible for the physical

resource advertising and the resource reservation, while it con-

trols the slicing of the resources and guarantees isolation. It di-

rectly interacts with the IML in order to build the resource de-

scriptors. In more detail, it keeps an inventory with information

regarding the available resources and their virtualization capa-

bilities, exposed through a REST or/and a SFA interface [54] . In

addition, it exposes a Slice Isolation and Control Service (SICS)

to the Manager services to infer if the requested actions to the

physical resources should be authorized or not. Using the Bro-

ker services any type of resource (switch, access point, virtual

access point, LTE networks etc.) are exposed to IML. 

• Manager: exposes a secured REST interface to the IML and is

responsible for the management, configuration and operation of

the physical network. The Manager operations rely on ssh-based

access to the nodes or the OMF Aggregate Manager [54] and re-

mote commands execution. We note that for the case of Open-

flow control there was no translation in a REST interface, rather

IML was acting like proxy, forwarding the control channel to

the OpenFlow switches. The switches state however was ex-

posed in the IML like the rest infrastructure. 

A similar approach was taken also in the Optical Domain, where

ustom XML-RPC services where used for the resource reservation

nd physical network provisioning. Using the Manager services any

ype of resource switch, access point, virtual access point, LTE net-

orks etc.) are configured and managed through APIs by the IML. 

.3. Design and implementation of the VICL-SDN control 

The VICL functions for the on-demand provisioning of inter-

omain network connectivity allow to establish dynamic user-to-

C connections from the mobile devices to the VMs placed in

he different datacenters, crossing the wireless backhaul and the

SON metro domains. These functions are invoked at the cloud ser-

ice runtime, when the user wants to access the virtual cloud in-

rastructure deployed and provisioned via OpenStack, as requested

hrough the Heat interface [33] . 

The ONF architecture [16] defines two main interfaces, the

pplication-Controller Plane Interface (A-CPI) and the Data-

ontroller Plane Interface (D-CPI). In our architecture, the D-CPI

orresponds to the interface between the IML and the VICL and

rovides all the functionalities related to discovery, configuration
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Fig. 5. High-level architecture of the Infrastructure Management Layer (IML) and the interaction with domain specific services. In the wireless domain the virtualization 

services are provided by the NITOS Broker (for physical and virtual resource reservation) and the NITOS Manager (for the control and management of the physical and 

virtual resources). The NITOS Broker relies on the SFA API that are now exposed using a REST interface. The NITOS Manager is used to expose the necessary control and 

management functions for both the virtualized Wi-Fi and LTE networks. For the optical domain a similar API exposure was adopted. Inside the IML a set of functions per 

MOVNO are exposed like virtual network exposure, resource management, analytics etc. The SDN control is applied on the virtualized network exposed by the IML. 

Fig. 6. Mapping of VICL distributed deployment model with the recursive hierar- 

chical distribution of SDN controllers defined by ONF. 
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and monitoring of the virtual resources belonging to the virtual in-

frastructure under control of a given SDN controller (of the lower

layer) deployed in the VICL. Fig. 6 presents the mapping of VICL

distributed deployment model with the recursive hierarchical dis-

tribution of SDN controllers defined by ONF. The A-CPI in our case

can be considered at two different levels. The former is the in-

terface between the SDN controller providing the elementary per-

domain functionalities and the cross-domain applications running

on top of that for the operation of the whole infrastructure. A sec-

ond level of A-CPI is the interface between the entire VICL and the

Service Orchestration Layer (SOL), responsible for the management

of the end-to-end cloud services. It should be noted that, from the

SOL perspective, the actual deployment of the VICL is completely

transparent and the VICL itself can be considered as a single SDN

controller that exposes some services on its A-CPI to control the

end-to-end multi-domain connectivity. 

In our solution the VICL is implemented as a logically cen-

tralized SDN controller, based on the OpenDaylight Helium ver-
ion. Note that other integrated SDN solutions like ONOS, can pro-

ide a similar set of functionaries required by the VICL. The SDN

ontroller is enhanced with additional plugins (i.e. TSON, wire-

ess and multi-domain managers) which implement all the func-

ions to configure network resources and establish connectivity in

ll the network domains. Moreover, existing OpenDaylight compo-

ents have been enhanced to integrate TSON and the wireless re-

ources in OpenDaylight core services (e.g. topology manager) and

raphical interface (i.e. dlux component). The specific features we

eveloped are the odl-features-wireless-provider, Odl-features-tson-

rovider and Odl-features-multidomain-provider . These implement

he procedures to provide network connectivity across TSON do-

ains, OpenFlow-based wireless backhaul networks and end-to-

nd multi-domain connections respectively. 

The end-to-end Multi-Layer Path Computation Service acts as a

arent PCE and computes the end-to-end path from a source edge

ode in the wireless backhaul to a destination edge node in the

SON network which interconnects a datacenter. This computation

s performed combining the intra-domain paths elaborated by the

ath Computation Services for the TSON and the wireless backhaul

omains, implemented as basic functions in the SDN controller.

ince all these software components are developed as OpenDay-

ight modules, their interaction is based on the direct invocation

f the methods provided by the java classes auto-generated from

he YANG modules of each service. YANG is a data modeling lan-

uage used to model configuration and state data manipulated

y the NETCONF protocol (see RFC 6020 for details). The End-to-

nd Multi-Domain Connection Service, on the other hand, offers

 RESTCONF interface to external components for requesting the

etup and tear-down of on-demand paths. This module is a con-

umer of the End-to-End Multi-Layer Path Computation Service to

etermine the inter-domain abstract path, composed of edge nodes

nly. 

The actual configuration of the network resources in wireless

ackhaul and TSON segments are delegated to the Wireless Access

onnection Service and the TSON Connection Service for the spec-

fication of the API. Fig. 7 (a) presents the end-to-end network con-

ectivity services in the VICL, while Fig. 7 (b) gives an overview of

he TSON software architecture implemented in ODL. The control-

lane is a set of applications that exchange data to provide the
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Fig. 7. VICL implementation based on the OpenDaylight controller. 
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Fig. 8. YANG file definition for the wireless domain. 
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ull management of the data-plane, i.e. the ODL controller, the Sub

ambda Allocation Engine (SLAE) and the Application layer. 

• Info Notifier: it establishes and maintains the connections with

the physical devices (TSON data-plane) and provides a descrip-

tion of the capabilities in terms of equipment, ports and re-

sources. 

• XConn Provider: it sends the provisioning commands to the de-

vices. 

• Info Provider: it stores the notification information and discovers

the underlying topology. 

• Provisioning Provider: it manages the incoming RPCs provision-

ing messages and computes the best path in the network

(through the SLAE-Manager). 

• Sub-wavelength Lambda Allocation Engine (SLAE): it computes

the best path into the TSON data-plane. 

• MD-SAL In-Memory Store Manager: it stores information related

to nodes, node-connectors and links providing the discovered

topology to the other modules of the ODL controller. 

A similar approach was followed for the wireless domain, with

Conn Provider etc., for the provisioning of the network connectiv-

ty on the openflow-based backhaul network. In Fig. 8 part of the

ANG definition of the of-switch in CONTENT is presented. 

.4. Design and implementation of the Service Orchestration Layer 

The Service Orchestration Layer (SOL) is based on an extended

ersion of the OpenStack cloud management platform, with some

oftware components enhanced to add the capability to intercon-

ect different data centers with a given QoS in terms of guaranteed

andwidth per MOVNO. 

OpenStack has become the de facto cloud control and manage-

ent framework. It is actually a set of software tools for building

nd managing cloud computing platforms for public and private

louds. 

In our approach OpenStack Neutron and OpenStack Heat have

een extended with the definition of a new resource, which repre-

ents a QoS-enabled connection between two different zones. In

he integrated testbed, Neutron interacts with the OpenDaylight

ontroller (implementing the VICL functions), using the ML2 (Mod-

lar Layer) plugin with a configuration that enables the Open-

aylight driver. Both ML2 plugin and OpenDaylight driver have

een properly modified to support the new network resources. The

penStack Juno version was used, where the deployment model is

ased on a simple architecture that includes a server where both

penStack controller node and network node are installed and two

ompute nodes that use KVM as hypervisor. The controller and
etwork node runs the Identity Service (Keystone), the Image Ser-

ice (Glance), the management modules of Compute and Network

ervices (Nova and Neutron), the Neutron ML2 plugin and several

gents to provide network services and external connectivity, as

ell as the Orchestration Service (Heat). The compute nodes run

he hypervisor part of the Compute Service (Nova) that operates

he tenant virtual machines (VMs), the Neutron ML2 plugin and

n agent to interconnect tenant networks to virtual machines. 

Technical Approach: Fig. 9 shows the steps required for the de-

loyment and provisioning of a distributed cloud service, where

Ms can be potentially located in different data-centers. Authenti-

ation and authorization actions are not shown for simplicity, but

re handled at the OpenStack level through the Keystone module.

or simplicity we focus on the optical segment and a similar ap-

roach is considered for the dynamic configuration of the wireless
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Fig. 9. Workflow for the provisioning of a cloud service. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Average UDP performance for 5 days samples, 10 samples per day. 
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backhaul. In general, we are assuming that a standard, best-effort

connectivity to allow the exchange of control messages (i.e. to al-

low the user to connect to OpenStack API from the mobile device)

is pre-configured and always maintained. 

As depicted in Fig. 9 an external user (i.e. MOVNO) can request

an end-to-end connectivity with a guaranteed bandwidth value,

which is mapped over an end-to-end path crossing the wireless

backhaul and the TSON metro network, up to the datacentre. The

mechanisms to establish in a dynamic manner the user-to-DC con-

nectivity are handled by the SDN controller, as described in the

previous section, and are invoked through the REST API of an End-

to-End Multi-Domain Connection Service. Depending on the sce-

nario, user-to-DC connectivity can be manually requested and pre-

configured through management actions or dynamically adapted to

the mobile flows. The second option requires an automated de-

tection and recognition of the traffic flows for the different sub-

scribers and the different cloud services. Finally, at the edges of

the network, traffic must be properly tagged on a per-service basis

to guarantee that each flow is directed through the proper path in

the entire user-to-DC segment. Considering the capabilities of the

TSON edge nodes, which discriminate the ingress traffic depending

on VLAN IDs or destination MAC address, in CONTENT we adopt

the VLAN tagging. This choice imposes a limitation on the maxi-

mum number of services which can be supported. 

Cloud Use cases: Network QoS in distributed cloud computing

services is fundamental for applications like Content Delivery Net-

works, which require the transfer of a large amount of data with

bandwidth, delay and jitter constraints to guarantee a suitable

Quality of Experience for the end-users. On the other hand, QoS

for the inter-DC connections is also a requirement to handle cloud

management traffic (e.g. for VMs migration or backups) in an ef-

ficient manner, without any negative impact on running cloud ap-

plications. 

OpenStack-OpenDaylight integration: The interaction between

OpenStack and OpenDaylight exploits the SDN controllers REST

APIs. In this scenario, OpenDaylight offers APIs to establish inter-

DC network connections, classifying the traffic based on VLAN IDs.

The OpenStack network module (i.e. Neutron) is extended with a

new network resource that defines the interconnectivity between

VMs and the related QoS parameters. As part of the VMs cre-

ation workflow, Neutron interacts with OpenDaylight acting as a

client and requests the creation of network connections between

the hosts where the VMs are placed, specifying the parameters for
oS (minimum requested bandwidth, maximum delay) and traffic

lassification (VLAN IDs selected by OpenStack for the virtual net-

orks where the VMs are attached). 

. Performance evaluation 

.1. Evaluation of the Physical Infrastructure Layer 

The integrated system, the proposed architecture, the vertical

nterfaces built and their implementation between the Physical un-

erlay, the Virtual Infrastructure Layer and the SDN control plane,

re among the first to be presented and evaluated in a realistic

nd-to-end fashion. However note that in production systems, the

ireless domain network and the optical domain network must

e physically collocated, in order to achieve maximum throughput

erformance. 

Link Characterization The performance over the end-to-end link

as quite volatile in terms of bandwidth and latency. The main

eason was that the NITOS testbed endpoints carry real shared traf-

c for numerous services, before exiting to the GEANT network,

hus affecting end-to-end communication (see Fig. 10 for the aver-

ge UDP performance using 6 days samples, 10 samples per day. 

As reference values, averaged for the first three days period,

e report 8.86 Mb/s downlink and 7.85 Mb/s uplink for TCP, 800

b/s downlink and 626 Mb/s uplink for UDP, latency 64.2 ms, jit-

er 0.072ms. On average, TCP performance was always worse than

DP. As we present also in Section 6 a number of reasons affect

hese values. The idea is that using the SDN approach, through

eedback we can stabilize performance on per MOVNO and per

ow basis on given values. Initial results presenting the wireless-

ptical data-plane integration and data-path performance were re-

orted in [44] . 

.2. Evaluation of the IML 

Using the testbed specific control & management services, all

he physical and virtualized resources from both the testbeds were

xposed to the IML. Within the IML a common resource abstrac-

ion representation mechanism (using the OpenNaaS system) facil-

tated the provisioning of the Virtual Infrastructures. 

Fig. 11 presents the effects of using virtual Multi-SSID based Ac-

ess Points (APs), instead of physical ones. Although virtualization

f the AP, is desired in multi-operator environments, in the Multi-

SID approach comes with a signaling overhead increase, as pre-

ented in Fig. 11 (a), for a varying number of V-APs (1 V-AP, 2-VAPs,

V-APs and 8V-APs). The beacon messages increase leads to an
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Fig. 11. Multi-SSID virtualization cost. 
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Fig. 12. Composition of virtual resources on top of physical infrastructures. 
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verall decrease of the average throughput ( Fig. 11 (b)), since more

andwidth is utilized for signaling packets. See [31] for a detailed

nalysis of the Multi-SSID approach. 

In order to evaluate the IML performance, while provisioning

irtual network infrastructures (VI), we have executed a number

f sub-test cases: VI composed of optical resources, VI composed

f wireless resources, VIs composed of both optical and wireless

esources and VIs composed of optical and wireless resources cou-

led with IT resources. See Fig. 12 for a visual representation of

he execution scheme. We highlight that for the TSON nodes, we

erform resource-based virtualization, meaning that all the virtu-

lization logic resides and it is executed within the IML, while for

he wireless we perform service-based virtualization, meaning that

ll the virtualization logic resides outside the IML and it is only

nvoked from the IML. More details on the service versus resource

irtualization models can be found in [14] . 

Virtual Optical Resources: The test generates a set of VI re-

uests. Each request contains three virtual TSON nodes connected

etween them, and for each virtual link we generate a random

mount of time slots required (e.g. between one-time slot and ten

imes slots). For each iteration, we add one virtual infrastructure

equest, which means that the first iteration requests one VI, the

econd contains two VI requests, and so on. We iterate from 1 to

5 VI requests, and execute each test case for 30 repetitions, so

e ensure that the results are valid. Fig. 13 (a) depicts the results
btained after the execution of this test case. The initial analysis

learly depicts a reasonable tendency to increase the VI provision-

ng time as the load of requests increases: the higher the number

f simultaneous VI requests the IML receives, the longer it takes

o provision these. Considering the size of the PHY substrate and

he amount of simultaneous VIs requests, the IML still performs

nder reasonable terms, e.g. 20 s for provisioning 10 simultane-

us VIs. This means that in the case where each VI is composed

f three resources, and there are 10 simultaneous VIs, the IML sys-

em is capable of provisioning, in around 20 s all the VIs and all

he virtual resources. In terms of traditional planning times, with

on-virtualized networks, this process may take several hours or

ven days. 

Virtual Wireless Resources: This test generates a set of VI re-

uests, where each request contains one virtual wireless node (e.g.

 wireless 802.11n node), since granularity at service-level is set to

he level of a whole node. For each iteration of the test, we add

ne virtual infrastructure request, which means that the first iter-

tion requests one VI, the second contains two VI requests, and

o on. Again, we iterate from 1 to 15 VI requests, and execute

ach test case for 30 repetitions, so we ensure statistical validity

f the results. Fig. 13 (b) depicts the results obtained after the ex-

cution of the whole test case. The analysis clearly depicts a rea-

onable tendency to increase the VI provisioning time as long as

he load of requests increases, similarly to the previous case of

he Virtual Optical Resources. The higher the number of simulta-

eous VI requests the IML receives, the longer it takes to provision

hese. Nevertheless, considering the size of the PHY substrate and

he amount of simultaneous VIs sent, the virtualization here takes

lace faster than in the case of the optical resources. Note that the

ITOS Broker performs the reservation of resources only, instead of

lanning all the requests. For the operation of the virtual resources

he NITOS Manager services are called by the IML, where depend-

ng on the action requested different response times are experi-

nced (spanning from ms time scale for simple network configura-

ion actions that can reach up to 80 s for actions like loading the

perating System through PXE services). In terms of time scales,

t is still reasonable to generate VIs within the seconds scale, in

omparison to the amount of work required in actual deployments

ithout considering virtualization. 

Integrated framework performance: In order to ensure that the

nclusion of the whole virtual layer does not affect too much the

erformance, we have run a set of tests in order to identify the

elay introduced by the IML in the virtual infrastructure opera-

ion. Since all the IML offers REST APIs on the northbound side,

e have run the experiments for both GET and POST operations.
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Fig. 13. Evaluation results regarding the composition of virtual resources on top of 

physical infrastructures in the IML. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14. Workflow for provisioning of user-to-DC connectivity. 
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Fig. 13 (c) depicts the different executions for each operation (hori-

zontal axis), and the delay measured in milliseconds (vertical axis).

GET operations are depicted in light grey, while POST operations

are depicted in dark grey. The results demonstrate that the average

delay for GET and POST operations is 673,138ms and 635,505ms re-

spectively. Standard deviation is around 33 and 90 ms respectively.

Overall, the results are reasonable and as expected from the perfor-

mance perspective, considering the gains directly derived from in-

frastructure sharing. Regarding data center operations the IML re-

lies on a specific Cloud Management System (CMS)(i.e. OpenStack)

in order to manage the reservation and provisioning of virtual ma-

chines, without taking it into account during the planning phase.

Since the CMS is only contacted during the planning phase, the re-
ults for end-end setup can be directly derived from the previous

est cases, as it considers exactly the same procedures ( Fig. 14 ). 

.3. Evaluation of the VICL 

A set of test cases was used to demonstrate the capability of

he SDN control components developed to provide QoS-guaranteed

etwork connectivity for inter Data Center (inter-DC) (communica-

ion across DCs) and user-to-DC communications over TSON and

ireless domains. The objective was to verify the VICL procedures

o establish a multi-domain path across the wireless backhaul and

he optical metro domains of the integrated testbed. This path is

sed to provide a mobile user with QoS guaranteed access to cloud

ervices, in our case to a VM located in the data center. 

The main entity involved is the SDN controller and involves the

odules related to the TSON technology and the components ded-

cated to the provisioning of QoS-enabled connectivity in the OF-

ased wireless backhaul. See Fig. 7 (a) for the software components

nvolved. The test cases execution is triggered directly from the

penDaylight DLUX interface, which has been enriched to allow

he administrator to setup a multi-domain path and guide him/her

n the configuration of all the required parameters, like source and

estination end points and resources. 

The delay of translating all the operational commands and

ueries from the virtual to the physical resources is introduced by

he IML, in order to implement multi-tenant virtualization and has

een measured as follows (specific to our setup). For GET opera-

ions the average time of 673.138 ms, with 33 ms standard devi-

tion and for POST operations average time of 635.505 ms, with

0 ms standard deviation. For scenarios where the SDN controller

nd cloud orchestrator are managed by the MOVNOs over virtual

nfrastructures, the service provisioning time must be modified to

ake into account the additional delay introduced by the IML. 

- End-to-end setup for an inter-domain path . The end-to-end

etup for an inter-domain path that we demonstrate involved a

ingle OpenFlow switch in the wireless backhaul and three TSON

odes and has an average time of 1631 ms. The contribution of

ach component on the end-to-end setup time is presented in

ig. 15 (a). In all cases average values are reported. For example the

rocessing time at the multidomain-provider component equals

6 ms, the time required for path setup in the wireless backhaul

02 ms and the time required for path setup in the TSON domain

173 ms. The result of the procedure to process a new request is

 message at the north-bound RESTCONF API of the multi-domain

rovisioning application developed. 
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Fig. 15. Evaluation results regarding end-to-end connectivity in CONTENT. 
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Fig. 16. SCG functional solution. 
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.4. Evaluation of the Service Orchestration Layer 

In this test case we measured the time required for the on-

emand setup of a cloud service. The cloud service is composed

y VMs placed on two different computed nodes in the data cen-

er, interconnected through the TSON network. The entire test case

s triggered from the user through the OpenStack dashboard, pro-

iding a Heat template, which describes the desired virtual envi-

onment. The request is processed by the orchestrator component

Heat), which decomposes the overall service specification in its

lements, i.e. VMs, networks, subnets, etc.). These include the new

esources defined to describe an inter-DC connection. Then, the or-

hestrator interacts with the different clients to deploy each spe-

ific type of resource inside the data center (the intra-DC segment)

or VMs and intra-DC network, and in the segment that involves

dditional the optical network (the inter-DC segment) for the con-

guration of the TSON metro network. The first action is inter-

al in OpenStack and involves the interaction between Heat and

ova or Neutron, while the second action is carried out through

n interaction between Heat and OpenDaylight. Finally, the virtual

esources that have been deployed in the previous step are acti-

ated and configured and the VMs are able to communicate with

ach other. The whole setup time for cloud service takes an av-

rage time of 21622 ms where in Fig. 15 (b), we present the aver-

ge processing time values. At the cloud orchestrator level, as ex-

ected, the major delay is introduced by the time required to in-

tantiate the VMs on the two compute nodes (a total of 12406 ms),

ompared to a global processing time at the OpenStack controller

ode of 5415 ms. The high value of the network side configuration

3801 ms compared with the 1150 ms measured in the first test)

epends on the additional actions required to configure the Open-

Switch instances on the two compute nodes. This configuration

equires the involvement of the neutron-service and OVSDB plugin

t the SDN controller level (legacy components not modified) and
he interaction between OpenDaylight and the two compute nodes

sing the OVSDB and OpenFlow protocols. 

. Use case demonstrations 

In this section we demonstrate the application of end-to-end

DN control in two use cases. The first is the case where the in-

egrated system was used to support NFV-based parental control.

he second is related to the demonstration of video applications

nd service differentiation in a multi-operator environment. 

.1. Multi-domain, multi-control SDN in support of NFV 

Using the extended testbed, presented in Fig. 4 , we demon-

trated the use case of a customized web parental control security

unction (URL filtering/blacklisting) provided by Contrail hosted

SRX (FW-BLUE) instance, leveraging the Unified Threat Manage-

ent (UTM) functions of vSRX. 

SDN/NFV Testbed by Juniper Networks: Services In Fig. 16 a

igh level representation of the SCG solution is presented. Note

hat in this domain of the end-to-end architecture a different SDN

ontroller is used to control the infrastructure, namely the Contrail

ystem [3] . Thus at the same time we apply SDN control over the

nd-to-end data path using the ODL solution and the Contrail/SCG

ystem is used for the necessary traffic steering and Service chain-

ng responsible to deliver per subscriber service provisioning. 

Policy control and traffic steering using Juniper’s, SCG and Contrail

DN Control: Policy control and traffic steering for mobile traffic

re supported through e.g. the use of the JUNIPER Service Control

ateway (SCG). The Juniper’s SCG software package can be split

nto two software building blocks. The Control Plane related soft-

are modules that manage the subscriber state machine such as

ommonly used signaling interfaces and events like accounting and

sage analytics records generation. 

SCG, Contrail and Service Chaining: Service chains are a concate-

ation of network functions that can be deployed as physical or

irtualized functions. They can be represented as an ordered di-

ected graph of functions that are concatenated (with a provision-

ng process) to implement specific processing capabilities. The role

f the SDN controller is to automate the concatenation of the func-

ions without having to build the concatenation in the underlay

etwork infrastructure itself. 

The commonly recommended approach for service chaining au-

omation is to use overlays rather than building the service chain

irectly on the underlay infrastructure. In principle, controllers

ay use standard MPLSoGRE / MPLSoUDP / VXLAN tunnels to cre-

te the user plane overlay topology. In the case of the Contrail

ontroller, BGP can be used to propagate routing information to

xtend a service chain to physical router performing the steering
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Fig. 17. Parental control violation example using per-subscriber service chaining in 

CONTENT. 

Fig. 18. Two MOVNO providers with end-to-end flows, from the data center up to 

the wireless user. Every MOVNO has two users that are served by virtualized APs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 19. With service differentiation on per MOVNO basis (Delay-Jitter). 

Table 3 

Differentiation profiles. 

Frame allocation ms 

P1 Non contiguous(100100..) 0.716 

P2 Contiguous(110 0 0) 0.716 

P3 Non contiguous (100100..) 1.331 

P4 Contiguous (110 0 0) 1.331 
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of per subscriber flows. Finally the controller communicates with

XMPP to a virtual Router (vRouter), a software element that under

the control of the SDN controller, running in the x86 hypervisor -

builds a service chain topology in the virtualized environment. 

Use case execution: The customer traffic was redirected by con-

figured policy on the MX Service Control Gateway to and from the

vSRX security function. The test involved a wireless client simulat-

ing the subscriber device initiating web browsing requests towards

different websites. Based on the configured parental control pol-

icy requests to sites categorized as online shopping or gambling

resulted in a block action with a response message (see Fig. 17 ).

Browsing to other non-blacklisted websites was allowed. Service

Control Gateway can use PCC and ePCC rules to redirect, or steer,

a subscribers traffic to a third-party server to apply a service chain

see. The rule identifies a routing instance to apply to the traffic

( Fig. 18 ). 

To stress this fact, we also executed another use cases rele-

vant with FTP transfers. In this example we configured a band-

width rate limit per subscriber, for uplink and downlink traffic

classified as a FTP transaction. FTP traffic matching the configured

DPI rules on SCG will be rate limited based on the configured

maximum bit rate (MBR) settings (256Kbps download/128Kbps up-

load) FTP server running on UBris premises, hosting 10MB test files

for download. For the case of 10MB uplink the transaction varied

from 673.75 s (15.20 KB/s) to 334.83 s (30.58 KB/s). On one hand

there was the rate limit, on the other hand there was great vari-

ability on the network conditions). Nevertheless by means of fea-

sibility study the system was functional and the limit was applied

when necessary. 

By means of performance, we report that in the case the chain

was already instantiated and under no congestion the control was
pplied in 450ms on average, while in order to instantiate service

nstances in Contrail for the first time, the time scale varies in val-

es above 10secs. 

.1.1. Multi-operator environment, end-to-end service differentiation 

Regarding the network evaluation of the end-to-end path, we

erformed various experiments in order to extract sufficient mea-

urements and present data plane and control plane efficiency.

rom this extended set of experiments we preset a VLC stream-

ng application, with Wi-Fi networks, connected through the TSON

etwork with the datacenter endpoint, as depicted in Fig. 19 . In

his setup using the SDN approach described we control the end-

nd-flows of two MOVNO providers, with the control points being

n the optical segment and the wireless backhaul. Every MOVNO

as two users that are served by virtualized Multi-SSID-based APs.

In one hand we used end-to-end SDN for provisioning the

nd-to-end paths with differentiating services for two competing

OVNOs. We also used our integrated SDN interfaces to change

riorities in real time. All the APs operate in the 2.4GHz band,

hile VMs in the Bristol side where configured as the VLC servers.

We identified flow 1 as a flow that carries high priority traffic

nd we allocated a 300Mb/s channel end-to-end, from the servers

hat reside on the data center, up to the wireless APs. Similarly,

e identified flow 2 as low priority and we allocated a 200Mb/s
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Fig. 20. High encoded rate video samples. 
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Fig. 21. Demonstration of factors affect final performance. 

 

 

 

 

 

 

 

 

 

 

 

 

b  

w  

p

 

f  

c  

n  

i

 

 

 

 

 

hannel end-to-end. Note that the behavior of the network in the

EANT network was not controlled using the SDN framework. 

In the TSON Traffic differentiation methods were applied to the

ows using exemplar allocation (1 means allocated) and frame du-

ations as shown in profiles P1-P4 in Table 3 . The profiles P1-P4

how combinations of frame lengths and allocation patterns (con-

iguous or not by the scheduler) which impact the latency. In TSON

e used three sub-wavelength switching TSON nodes (FPGA + PLZT

ast switch) in a ring configuration, and fiber spools added on links

o emulate transmission distances on different paths. 

Fig. 20 shows the average throughput for 10 time slots. We

ade experiments with a high encoded rate blu ray video sam-

le (duration 147 s - 373.1 MB). In Fig. 19 (a) no service differen-

iation was performed, while in Fig. 19 (b) we applied QoS based

olicies in the openflow switches, served as the backhaul for the

Ps, based on VLAN identification and VLAN priorities. Fig. 19 (b)

resents both the TCP-UDP performance, where we highlight that

n all cases and during all the experiments contacted TCP traffic al-

ays had worst performance. Fig. 21 (b) presents the average end-

o-end delay/jitter performance. 

For the same experiment, Figs. 20 (a) and (b) show the results

or 64 and 1500 Byte Ethernet frame sizes for FPGA-to-FPGA com-

unications in TSON respectively. It is observed that the shorter

SON TDM frame, using high priority queues, and with more dis-

ributed allocation of time-slices leads to faster traffic delivery.

 similar testbed where the TSON technology is exploited is de-

cribed in [25] . 

. Lessons learned and future directions in multidomain SDN 

The main components that were introduced in the CONTENT

olution and are novel in existing state of the art are the following:

• First time real-life demonstration of a multi SDN control en-

vironment, where one domain was controlled by ODL and the

other from Contrail SDN control systems. 

• It was the first time ODL plugins were developed for the pro-

grammability of the optical TSON network. These developments

were later exploited/enhanced in the context of 5G-XHAUL so-

lution. 
• Demonstration of orchestration over openstack in multi-domain

environments in pan-european level. 

• Virtualization of FIRE testbed, using flexible REST interfaces that

are SFA aligned and built over the OMF control framewrok.

Note that OMF is also the control framework used in GENI

testbeds in US (like Orbit). 

• Demonstration for per MOVNO service offering and control.

These types of services are gaining paramount importance in

the context of 5G Network slicing. 

• Demonstration of multi-domain QoS provisioning and difficulty

of maintaining the QoS end-to-end. The DiffServ model oper-

ation and multiple QoS points greatly affect the final perfor-

mance. Although SDN can provide the necessary tools to ad-

just dynamically the performance at each control point, sophis-

ticated feedback-based algorithms still needs to be developed. 

At this point and as a concluding remark, we highlight a num-

er of challenges we had to consider and that are still open to-

ards true wireless-optical integration and application of the SDN

aradigm in production systems. 

Too many parameters affect final performance: end-to-end per-

ormance is affected by a large number of factors, since multiple

ontrol points exist in the end-to-end path and many stochastic in

ature communication channels. An indicative list of such factors

s the following: 

1. Number of users: The number of connected users, significantly

affects the throughput every MOVNO will achieve on average.

For example in the case of 802.11 networks, due to the CSMA-

CA method, each client will share the total throughput of the

channel in a proportional way, depending on factors such as

distance of the AP, signal level (RSSI), etc. 
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2. Wireless Channel Quality: Dense deployments, Channel Quality,

interference and a number of stochastics are factors that affect

the final performance. For example in Fig. 21 (a) we present the

average signal level for a cluster of 802.11 APs we used for our

experiments. While this information can be exposed to the SDN

controller and the policies in effect, the extreme variability in

time is something still difficult to handle. 

3. RAN configuration choices: Either we are discussing about LTE

eNBs or WiFi APs, depending on the base station configura-

tion, we can affect the total rate provided to all the associated

clients and limit it to some preferable threshold. For e.g. the

default rate for an AP is managed by the Minstrell algorithm.

In Fig. 21 (b) we change the operation of the AP in runtime and

set the transmission rate to a preferable value. We exposed a

Manager service (wrapping fixed rate idx of the ath9k driver)

that can be called by the SDN controller or even the IML. If

in the end-to-end path a phenomenon like this is observed is

extremely difficult to identify the reason of this performance

degradation. 

4. Openflow SDN Rules in the switch fabric: Using the Openflow

switch we can differentiate the physical rate of each flow pro-

viding different throughput to the end-to-end users. In more re-

cent designs Openflow is also used to affect performance in the

EPC [38,48] . Service Differentiation in TSON: Using the schedul-

ing capabilities that the TSON technology offers, we can provide

to every MOVNO specific bandwidth guarantees and effectively

differentiate services. Without careful design these actions can

be contradictory. 

5. Geant/ISP interconnects: Although, this is not the case in C-RAN

designs, but it is for other types of muti-domain networking, in

our experimental setup we also need to consider for the GEANT

network performance. In other practical deployments ISP poli-

cies also greatly affect the end-to-end path. 

Extremely difficult troubleshooting: From implementation point

of view, this is one challenge we had to meet and we believe is

extremely important towards true multi-domain SDN. Inherent LTE

complexities, SDN southbound and northbound interfaces design

and operation, network connectivity problems, bad configuration

choices are all candidates as sources of failure. Although the net-

work is much more efficient,it is also much more complex with

a set of SDN/NFV functions and services offered. Still, the proce-

dures to troubleshoot still rely on traditional “naive” ways. We be-

lieve this is an open field where a radically different approach is

required in order to facilitate network services and functions trou-

bleshooting. 

Multi-domain orchestration: Following the work delivered under

the concept of SDN/NFV is not only the ability to apply SDN prin-

ciples at domain specific segments of the network. It is also the

multi-domain orchestration that is required for true convergence

and network integration. Indeed, there is still a lot of work to be

done and many challenges to be met towards 5G communications,

in order to satisfy the extreme requirements set by means of per-

formance. Towards this direction, the proposed solution provided

some preliminary results,presenting that this convergence is fea-

sible even in the orchestration layer of end-to-end multi-domain

schemes. 

Relation with NFV and alignment with ETSI MANO: With the pro-

liferation of cloud-based technologies and towards integrated 5G

communications, numerous architectures have been already pro-

posed. As we described in the related work section, such efforts

are presented for example in [5,19,36] with respect to the SDN/NFV

and the cloud computing design paradigms. In our solution a Ju-

niper specific design was adopted for the NFVI while also for the

relevant NFV management and orchestration procedures. Like also

in all the architectures proposed, also in our case the relation of
he ETSI MANO [20] core components with the SDN/NFV frame-

orks proposed, is an open question. Multi-domain orchestration

rocedures are also in the core of very active research and is part

f future planning. 

The purpose of this paper is to present a feasibility study and

nalyze the shortcomings and challenges when it comes in the ap-

licability of end-to-end SDN solutions. The relevant optimizations

specially through advanced orchestration procedures are a very

ot research topic and currently an open field. The novelty of our

pproach resides on the architecture, the interfaces definition and

mplementation. These can actually offer the necessary tools that

ntelligent algorithms running on the orchestration level can be

sed to optimize the network. 

. Conclusions 

In this work we presented the design and evaluation results for

he open, multi-domain SDN system called CONTENT, while focus-

ng on the necessary abstractions and virtualization techniques to

ntegrate virtual wireless and optical resources. We demonstrated

ow state of the art SDN control mechanisms and cloud manage-

ent frameworks were extended in order to support an end-to-

nd network virtualization system. We also presented how an end-

o-end system can be used to support NVF concepts. Evaluation re-

ults were provided and implementation experience was reported

sing a wireless-optical integrated testbed. We demonstrated how

etwork programmability using the SDN approach promotes agility

nd automation of the procedures, while at the same time brings

hat network provisioning times and configuration to orders of

agnitude less than the traditional approaches. 
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