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Abstract

We consider the problem of data retrieval from
disk storage in a video server where the data is
stored in constant size blocks. The two critical re-
sources of a video server are the amount of disk I/O
bandwidth and the main memory buffer required to
support a video stream. We propose a new algo-
rithm that allows us to determine the cost-optimal
trade-off between these two server resources as well
as bounds and statistics of the start-up latency seen
by the user.

Keywords – Video Server, disk storage, continu-
ous media, VBR video, retrieval.

1 Introduction

Video servers store digitized, compressed, con-
tinuous media information on secondary or tertiary
storage. The secondary storage devices allow ran-
dom access and provide short seek times compared
to tertiary storage. Video server design differs signif-
icantly from that of traditional data storage servers
due to the large size of the objects stored and the
real-time requirements for their retrieval. A video
server must meet the requirements that stem from
the continuous nature of audio and video and must
guarantee the delivery of continuous media data in
a timely fashion. The critical resources in a dig-
ital video system are the disk bandwidth, storage
volume, and main the memory on the server side
(see figure 1). Dimensioning and utilizing these

resources efficiently is a critical task because they
largely determine the cost of the video server and
therefore the cost of the service.

Disks Bus Memory Network Clients

Figure 1. Components of a Video Server
System.

The scheduling of the requests to read from disk
determines the order in which the requests are served
and influences the disk I/O efficiency and the buffer
requirement. We assume that the reads from disk
are organized in rounds and starvation is avoided by
reading ahead an amount of data that lasts in terms
of playback duration at least until the end of the
next round. The requests that need to be served dur-
ing one round can be scheduled using SCAN or C-
SCAN scheduling [14] to minimize the seek over-
head between adjacent retrievals of a single round.

The data retrieval technique determines the way
data is read from the disk during a service round.
Using VBR as a data model for a video, we can map
video data onto data blocks stored on the disk in two
ways:

� Variable size blocks of constant playout dura-



tion, referred to as constant time length (CTL)
or

� Fixed size blocks of variable playout duration,
referred to as constant data length (CDL) [2].

Throughout this paper we assume CDL re-
trieval. For a comparison between CDL and
CTL see [5].

Constant data length (CDL) retrieval performs
non-periodic retrieval of constant amounts of data
from the disk. To make CDL compatible with round-
based disk retrieval, we introduce the notion of ac-
tive and idle rounds. During an active round, a con-
stant size data block is read from the disk. During
an idle round, no data at all is retrieved. Whether a
round will be active or not, can be decided on-line.
The details will be explained below.

Given a fixed amount of these resources, a video
server can only deliver a limited number of video
streams simultaneously. The quality of service in a
video server is determined by the timely delivery of
the video information, which is encoded as a vari-
able bit rate stream (VBR) of constant quality. If
the retrieval rate of data falls behind the transmis-
sion rate, the client will experience starvation and the
quality of service will be affected negatively. If the
arrival of data is ahead of the transmission, the dif-
ference between the amount of data that has been re-
trieved and the amount of data transmitted, which is
referred to as backlog, must be buffered until trans-
mission. In this paper we assume that:

� Buffering is done at the server side. Although
the buffering can be done on the client side, we
prefer the buffer to be at the server side, which
allows for sharing the buffer among the differ-
ent streams.(see figure 1).

� the service is deterministic, i.e. there will never
be starvation.

2 Video Traffic Characterization

To offer a deterministic service for a VBR video
we need a deterministic, i.e. a worst case traffic char-
acterization of the video stream. The novelty of
our approach consists in using a so called ”bursti-
ness function” to characterize a video. The bursti-
ness function was used by several authors (e.g. [4],
[9], [8], [7], [11]) as a deterministic characterization
of VBR video streams. It can be seen as a set of
leaky buckets to which the traffic conforms in a loss-
less way with leak rates ranging between the average

and peak rate of the traffic of a video stream. More
formally, given a VBR video traffic defined by its in-
stantaneous generation bit rate c(t) (which defines
its consumption rate as well), its burstiness function
b(r) is defined as:

b(r) = max
ta�tb

Z tb

ta

(c(t)� r)dt

where � � r � P and � and P denote the average
and peak rates of the video stream. In the context
of video servers, we use the burstiness function b(r)
to establish a relationship between

� the amount of disk I/O bandwidth, which can
vary between the peak and mean bit rates of the
video, and

� the amount of buffer required on the server side.

3 System Model

Next we introduce the notations and definitions
used to describe the system model:

� N : number of videos

� [0; T ]: duration of video

� ts 2 [0; T ]: Point in the video where the play-
out starts

� ci(t): transmission (and consumption) rate of
video i 2 N at time t 2 [ts; T ]

� r: maximum retrieval rate of video from disk

� Ri(t): current data retrieval rate of video i 2 N

at time t 2 [ts; T ]

� bi(ts; r) = maxta�tb;ta;tb2[ts;T ]

R tb

ta
(ci(t) �

r)dt: burstiness function of video i

� pi(ts; r) = maxto2[ts;T ]

R to
ts
(ci(t) � r)dt:

prefetch function of video i

� di(ts; tx; r) =
R tx
ts
(ci(t) � r)dt: difference be-

tween cumulative consumption and production

� Tsi(ts ; r) = pi (ts ; r)=r : startup latency

� Bi(ts; tx; r): buffer level of video i at time tx.
Any time the buffer level falls below zero is re-
ferred to as starvation.



3.1 Buffer Preloading

Variable bit rate video is highly bursty with ratios
P=� of peak to mean bit rate often larger than ten.
To offer a deterministic service, the cumulative re-
trieval (production) of the video data from disk must
always be larger than the cumulative consumption,
i.e. Bi(ts; tx; r) > 0; 8tx 2 [ts; T ].
Theorem PL: If we retrieve data at a constant rate r
lower than the peak bit rate P , we can avoid starva-
tion by preloading the amount pi(ts; r) of data into
the buffer before the transmission of video starts.

Proof: pi(ts; r) � di(ts; tx; r) =

maxto2[ts;T ]

R to

ts
(ci(t)� r)dt�

R tx

ts
(ci(t)� r)dt �

0; 8tx 2 [ts; T ]. QED.
We can easily show that it is sufficient to compute

the prefetch function as:
pi(ts; r) = maxto2[ts;tb]

R to

ts
(ci(t) � r)dt, where tb

is the right hand side of the interval [ta; tb] for whichR tb

ta
(ci(t) � r)dt = bi(ts; r) since due to the defini-

tion of bi(ts; r) we have:
8tx 2 (tb; T ] :

R tx

tb
(ci(t)� r)dt � 0 .

3.2 Burstiness Function

The burstiness function indicates by how much,
in the worst case, for any interval [ta; tb] � [ts; T ] of
time, the consumption will be higher than the pro-
duction, i.e. the amount of video data retrieved from
the disk. As we will show later, bi(ts; r) is the maxi-
mum amount of video data we need to buffer to avoid
starvation at any point of time.

If we plot bi(ts; r) as a function of the rate r at
which video i is retrieved from the disk, we see (fig-
ure 2) that the burstiness function is monotonously
decreasing and convex. bi(ts; r) is defined for the
range of rates r, � � r � P between the videos
mean bit rate �, for which the value of the burstiness
function is highest, and the peak bit rate P , for which
the value of the burstiness function is zero (figure
2). For different videos the burstiness function takes
different absolute values and its shape (steepness)
varies. We see, for instance for the MTV trace (fig-
ure 2(a)) , that a small increase in the rate r from
0.8 Mbit/s to 1.0 Mbit/s leads to a drastic reduction
of the amount of server buffer required. For Lambs,
the impact of an increase of r on the buffer require-
ment is less pronounced.

We use in this paper the MPEG-1 video traces
produced by O. Rose [12] that are publicly available.
The different names such as MTV, Lambs, or Star-
wars refer to the traces of films with the same names.
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Figure 2. Burstiness Function.

3.3 Retrieval Algorithm

If the data retrieval rate Ri(t) of video i remains
constant (equal to r) during the whole session, the
server buffer keeps growing at an average rate of
(r � �) and its maximum size becomes proportional
to the session duration. It is therefore necessary to
interrupt the retrieval process to keep the buffer size
bounded while still ensuring that no starvation oc-
curs. The retrieval proceeds as follows:

� When a client requests a video i to start at time
ts, the associated buffer (at the server side) will
first be filled with the amount pi(ts; r) of data.
Then the transmission starts at the variable rate
ci(t). Only a small buffer is used at the client
side to absorb transmission jitter.



� During video transmission, the buffer will be
filled at a rate Ri(t) = r while the buffer level
is below bi(ts; r). If a buffer level of bi(ts; r)
is reached, the filling of the buffer will be in-
terrupted, i.e. Ri(t) = 0, until the buffer level
falls below bi(ts; r)1.

Theorem SV: The retrieval algorithm will avoid
starvation at all times, i.e. .Bi(ts; tx; r) � 0; 8tx 2
[ts; T ].

Proof: We distinguish the two possible scenarios:

� if the retrieval rate has never been interrupted
between ts and tx (equivalently the buffer size
has never reached bi(ts; r)), then we have
Bi(ts; tx; r) = pi(ts; r) � di(ts; tx; r) > 0
(given by theorem PL).

� otherwise, let ty be the last time in [ts; tx]
where Bi(ts; ty; r) = bi(ts; r). Then we have
Bi(ts; tx; r) = bi(ts; r) �

R tx
ty
(ci(t) � r)dt

which is necessarily non-negative (by definition
of bi(ts; r). QED.

Figure 3 summarizes the retrieval and delivery of
the video data and how the sender controls the re-
trieval as function of the buffer level.

4 Performance

In this section we present a performance evalu-
ation, in terms of cost and delay, of the proposed
scheme.

4.1 Cost Study

Theorem SV allows us to use the burstiness func-
tion to optimally trade-off buffer memory for disk
retrieval rate. Assume that the price Pram per Mbit
of main memory and the price PdI=O per Mbit/s
of disk I/O are known, then, if we ignore for the
moment all other cost factors, the cost Ptot(i; r) of
servicing a single video i is given as

Ptot(i; r) = Pram � bi(ts; r) + PdI=O � r (1)

Figure 4 depicts the cost function for a given ra-
tio

PdI=O

Pram
= 20, which means that the price for one

Mbit/s of disk I/O is 20 times higher than the price
for one Mbit of RAM buffer. We see that for both
videos there is a optimal retrieval rate r� for which

1In practice this is implemented using a threshold, whose
value takes into account the discrete way of transferring data
blocks
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Figure 3. Systems Model.

the total cost is minimal. The chosen ratio of 20
is a realistic value given todays prices for disks and
RAM buffer.

If we take the first derivative of Ptot(i; r) and set
it to zero, we obtain the rate r�i for which the delivery
of the video i is cost-optimal. We get

dPtot(i; r)

dr
=

dbi(ts; r)

dr
� Pram + PdI=O (2)

dbi(ts; r�i )

dr
= �

PdI=O

Pram
(3)

Figure 5 depicts the optimal rate r as a function
of the cost ratio

PdI=O

Pram
. As the cost ratio increases,

i.e. the cost of the disk IO compared to the cost of
memory increases, it becomes more cost efficient to
decrease the rate r at the expense of an increasing
buffer size.

4.2 Start-up latency

The start-up latency can be defined in different
ways. The worst case start-up latency Tsi(r) is de-
fined as

Tsi(r) = max
ts2[0 ;T ]

Tsi(ts ; r) (4)

The worst case start-up latency, as function of the
rate r depicted in figure 6, has a shape similar to
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Figure 4. Cost function Ptot for PdI=O

Pram
=

20.

the burstiness function (cf. figure 2). Indeed one can
easily show that:

Tsi(r) = bi(ts; r)=r

For values of r that are close to the mean rate,
the worst case start-up latency is to the order of a
minute or higher. Such high values are clearly not
acceptable for a user and do not allow any meaning-
ful interactivity during the playout.

However, the worst case start-up latency gives
overly pessimistic values as we can see from figure
7 that depicts the probability distribution function
of the start-up latency for a given rate r. There we
see that the probability that the start-up latency will
take its maximal value is very low.

Clearly, the start-up latency depends on the start-
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Figure 5. Optimal I/O bandwidth vs.
cost ratio PdI=O

Pram
.

ing time ts of the playback. We could think about
the average value of Tsi(ts; r) (over all ts values)
as a good measure of the start-up latency. However
this assumes that users start watching movies at a
time that is uniformly distributed over the movie du-
ration. A more reasonable assumption would be that
the probability of starting at time ts decreases expo-
nentially in time which reflects that most of the users
start watching the sequence from the beginning. We
therefore suggest another measure for the start-up la-
tency that we call weighted mean start-up latency
and this is defined as

T̂i(r) =

Z T

0

k:e
�kt

Tsi(t; r)dt (5)

where k is a tunable parameter that is fixed (for our
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Figure 6. Worst case start-up latency.

experiments) so that 90% of sessions start before
ts = 60 sec.

The weighted mean start-up latency, together
with the worst case start-up latency, as function of
the rate r, is depicted in figure 8. We see that the
weighted mean start-up latency is about two orders
of magnitude lower than the worst case start-up la-
tency.

In figure 9 we see the start-up latency as a func-
tion of the starting time ts. This figure confirms
that in most of the cases the start-up latency is much
lower than the worst-case start-up latency. To re-
duce the worst-case start-up latency, one can think
of a modification of the scheduling algorithm: When
a client starts a movie at a point of time where the
start-up latency perceived would be higher than a
few seconds, data can be sent with a rate higher than
r until the buffer is full. This ”fast load” [10] is pos-
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Figure 7. Distribution of the start-up la-
tency.

sible since the video server has, for each client, idle
rounds where no data are retrieved. The percent-
age of idle rounds for stream i with mean bit rate
�i that is allocated a rate ri, with ri > �i, is given
as (ri � �i)=ri. Note that these idle rounds occur
even when the maximum number of clients that can
be served is admitted.

5 Related Work

Previous work has been done in the area of data
retrieval in video servers for VBR streams. Chang
and Zhakor were one of the first to discuss CTL and
CDL-based retrieval for VBR streams [2, 3]. For
CDL, there are no idle rounds and the bit rate allo-
cated is equal to the mean bit rate of the video, which
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Figure 8. Worst-case and weighted
mean start-up latency.

corresponds to one point on the burstiness curve. As
we know, choosing the mean bit rate results in a large
start-up latency and a large buffer requirement.

In [5, 1] the authors introduced the idea of idle
rounds for CDL. They also distinguish the disk ser-
vice round, during which data for each stream are
read exactly once from the disk, and the smooth-
ing interval, which is used to compute the amount
of I/O bandwidth that must be reserved for a stream:
the smoothing interval is a multiple of a disk ser-
vice round. The separation of disk service round and
smoothing interval reduced the amount of I/O band-
width required, which in turn improved the overall
efficiency of the video server. However, smoothing
was still limited to an interval of several seconds of
video.

0

2

4

6

8

10

12

14

16

0 200 400 600 800 1000 1200 1400

St
ar

t-
up

 L
at

en
cy

 (
se

c)

Starting Time ts (sec)

MTV

(a) MTV

0

2

4

6

8

10

12

0 200 400 600 800 1000 1200 1400

St
ar

t-
up

 L
at

en
cy

 (
se

c)

Starting Time ts (sec)

LAMBS

(b) Lambs

Figure 9. Start-up latency as function of
time ts where playout starts.

Recently, Sahu [13] looked at deadline-based
scheduling as opposed to round-based scheduling,
which was assumed by the papers cited above.
Sahu showed that deadline-based scheduling allows
smoothing over much larger intervals than round-
based scheduling, which reduces the rate variabil-
ity and improves overall disk utilization. However,
deadline-based scheduling does not allow for seek
optimizations as does SCAN that is used in combi-
nation with round-based scheduling.

Our work also increases the smoothing interval
while still allowing the use of round-based schedul-
ing. To our knowledge, we are also the first to use ex-
plicit relationship between the amount of I/O band-
width and the amount of main memory. Since the
burstiness function is decreasing and convex, there



exits an optimal bandwidth for each VBR video, in
the sense that the overall cost for the resources re-
quired to serve the video will be minimal.

There is a large body of work on smoothing
techniques for the transmission of prerecorded VBR
video [6] that aims at reducing the variability of the
video stream that is transmitted over the network: A
prefetch buffer at the client is used to smooth the
video stream transmitted over the network. This
work is complementary to ours since it does not at
all consider the aspect of video retrieval from a video
server but focuses on the video transmission aspect.
It would be interesting to combine both aspects to
conceive an end-to-end solution for efficient video
retrieval and transport.

6 Conclusion

An appropriate characterization of pre-coded
VBR video is required to efficiently dimension a
video server’s resources. The two main resources
usually considered are the disk I/O bandwidth and
the memory used to buffer data before transmis-
sion. The benefits of using the burstiness function as
a deterministic video traffic characterization is that
it provides an explicit relationship between the re-
trieval bandwidth and the required memory. In this
way, it can be considered the most suitable traffic
model for a deterministic service. Although the pro-
posed mechanism is described at the fluid scale its
implementation is straight forward, in particular in
the constant data length version.
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