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This paper deals with the stereoscopic sequences analysis and compression by
motion-disparity estimation-compensation. Works presented here principally concern the
algorithm asnzct of coding and are part of general research in 3-D television.

In a context of binocular sequences [Fig.1], such as stereoscopic television, there are two
kinds of analysis in order to generate a coding scheme by estimation-compensation
[Fig.2]. The first is called dynamic monocular analysis (or structure from motion, in 3D
analysis) and consists in studying spatio-temporal changes of a single view. The second
is called static binocular analysis (structure from stereo) and consists in studying
projection differences between the two views at a given time.

Some recent studies try to combine these two approaches in a dynamic binocular analysis
(rigid cameras with a moving scene). In this way, algorithms of motion estimation from
binocular sequences, as well as in 2D analysis (i.e. : in the image plane) [1] as 3D analysis
(i.e. : in 3D coordinates system) [2] have been developed and in part validated [3], [4].
We propose here a summary of these different methods and study the analytical links
between them. First, we identify the common characteristics and then we underline the
interest of each one.
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A stereoscopic sequence is composed of two views, usually called left view and right
view. The relative motion of an object in the scene (with regard to the pick-up equipment
composed by two joint video cameras) perceived in each view is not the same because of
the difference of the left and right video cameras' localisation. The link between the left
motion with the right motion of a couple of homologous areas (i.e. : provided from the
same physical entity's projection) can be established via the disparity (or static binocular
analysis). More precisely, the link can be establised with the knowledge of the pick-up
equipment calibration (i.e. : these parameters define on one hand the characteristics of the
video cameras and on the other hand their localisation). The consideration of the binocular
- aspect of the studied sequences can be made at different levels :
In the 2D approach, the exirinsic parameters are considered before the identification stage
of motion and enable coherency equations to be established from a relationship that has to
verify the horizontal and vertical components of the left and right view apparent motions.
In this appraoch, a joint estimation of the two movements is developed under constraints,
issued from 3D modeling stage.
In the 3D approach, the motion estimation is independently realized in each view or in
only one of the two views. The calibration parameters are then used, either to verify the
coherency of the results between the two views or to deduce the motion parameters of one
view from the other view parameters, by a change of marker, when the identification has
been realized in only one of the two views.
In the two approaches, both the perspective projection aspect (from scene to image plane)
and the relative localisation of the left and right video cameras are used in order to realize
an estimation of the motion from binocular sequences. Although the two approaches use
different primitives (2D or 3D), several problems are common, such as the simultaneous
obtaining of motion and segmented maps (region based motion) or the matching of the left
and right views at each instance of the sequence. _
In fact, 2D and 3D approches mainly differ from the level in the analysis of the sequence
where the passage between the scene and the image plane is taken into account.
Nevertheless, one or other of the above approaches can be more or less adapted according
to the objective (coding -and more precisely according to the possibility of an
implementation in an effective coding scheme-, segmentation, interpretation, ...). Finally,
we present some results in terms of maps of motion [5], of disparity [6] and of predicted
images by compensation. We try to extract some common points of conclusion from these
studies [1][2] for the motion and disparity analysis in the context of 3DTV.
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