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Abstract—In the mobile era, the demand for Internet con-
nection for moving vehicles (such as cars, buses and subways)
is growing fast. The Network Mobility (NEMO) basic support
protocol (B-NEMO) was introduced to provide Internet access
for a group of users in a moving vehicle in an effective manner.
As an extension of Mobile IPv6 (MIPv6), B-NEMO inherits the
limitations from both the host-based and the centralized mobility
management protocol such as sub-optimal routing (especially, in
the nested NEMO scenario), reliability and scalability issues.
Recently, Distributed Mobility Management (DMM) has been
introduced as a new trend to overcome the limitations of the
centralized mobility management protocols. However, DMM may
not be a suitable scheme for moving vehicles since it faces several
challenges such as complex address and tunnel management,
high signaling cost, and long handover latency in case of users
moving at a high speed. In this document, we propose a hybrid
centralized-distributed mobility management architecture in the
context of NEMO. Our solution allows the devices to obtain
connectivity either from fixed locations or mobile platforms (e.g.,
a NEMO) and move between them, while keeping their on-
going flows. The numerical results showed that the solution helps
keeping the advantages of DMM approach in terms of signaling
cost, packet delivery cost, handover latency, and end-to-end delay
even in the moving vehicle scenario.

Keywords—IP Mobility, Proxy Mobile IPv6, Distributed Mobility
Management, Network Mobility.

I. INTRODUCTION

Technology has now driven us in the mobile era in which
the number of mobile phones accounts for more than 87
percent of worldwide devices shipments (including traditional
PC, tablets and mobile phones) in 2014 [1]. Accordingly,
estimates say that global mobile broadband subscriptions grew
by around 30 percent year-on-year and reached 2.5 billion in
the third quarter of 2014 [2]. Additionally, this trend does not
show any sign of slowing down. The increasing number of
subscriptions has been driven by a variety of reasons such
as the increasing number of mobile devices which become
more and more powerful and intelligent (especially, in the
low- and mid-range price), the enhancement of wireless access
technology in terms of coverage, speed and quality, as well
as the explosion of mobile applications [2], [3]. As a result,
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mobile data traffic will increase around 8 times between 2014
and 2020, to reach 17 exabytes per month by 2020 [2]. On the
other hand, the mobility of the devices puts new requirements
on mobile operators to deliver services anywhere and at any
time, for example, providing Internet connection on moving
vehicles such as cars, buses and subways.

In order to provide Internet access for a group of users in a
moving vehicle in an effective manner, the concept of Network
Mobility (NEMO) and the NEMO basic mobility support
protocol (B-NEMO) [4] have been introduced. However, as an
extension of the well-known protocol - Mobile IPv6 (MIPv6),
B-NEMO inherits some drawbacks from MIPv6 such as sub-
optimal routing and signaling overhead (especially, when a
nested NEMO is considered). Additionally, as a centralized
management protocol, the central mobility anchor represents
a bottleneck and single point of failure [5].

To tackle the problems of the centralized mobility manage-
ment (CMM) protocol (particularly, when considering a huge
number of traffic demand), a new paradigm, called Distributed
Mobility Management (DMM), has been introduced. A lot of
work has been done considering different DMM approaches
[6]. All of them proved that DMM is generally a promising
scheme. The reason is that DMM allows the traffic to be easily
offloaded from the core to the network edge due to the fact
that the mobility anchor is put at the network edge. In addition,
the mobility support is enabled when necessary and the traffic
is better distributed among the network entities. Altogether,
DMM helps reduce the network congestion and resources
waste. However, DMM also leads to several issues such as
complex address and tunnel management, high signaling cost
and long handover latency as the number of addresses and
the number of bi-directional tunnels associated with the MN
increase, for example, in case of users moving at a high speed
(such as smart phone users on vehicles) and/or with long-
lasting flows [7], [8], [9]. As a result, DMM may not be a
suitable scheme from the vehicle perspective.

In the context of NEMO, several proposals have been
introduced to address the limitations of B-NEMO. However,
some of them (e.g., [10], [11]) leverage on the centralized
approach, thus inheriting the limitations of the centralized
protocol. The others i.e, [12], [13], [14], which are based
on the DMM concept, are not yet complete solutions. For
instance, when the mobile nodes perform a handover from a
fixed infrastructure to a NEMO, their on-going flows will be
interrupted. Moreover, they encounter the issues of DMM in978-1-4799-8461-9/15/$31.00 c©2015 IEEE



case of vehicle as mentioned earlier.

In this document, we propose a hybrid centralized-
distributed mobility management architecture in the NEMO
context (called H-NEMO). As a network-based approach, our
solution provides mobility support for all legacy devices. That
means, these devices can obtain connectivity either from fixed
locations or mobile platforms (e.g., a NEMO) and move
between them, while keeping their on-going flows (without
their involvement in signaling procedure). Furthermore, an
appropriate approach (among DMM and PMIPv6) will be
applied according to the flow characteristics and the mobility
feature of the node, thus mitigating the limitations of both
centralized and distributed mobility management approach. For
instance, the flow will be routed via the central mobility anchor
for a long-lived flow or a high mobility node. Otherwise, it will
be routed following the DMM concept. The numerical results
showed that H-NEMO generally outperforms the centralized-
based schemes (and other distributed-based ones as well) not
only in case of low mobility and/or a short-lived flow scenario
but also in a high mobility and/or long-lived flow scenario in
terms of signaling cost, packet delivery cost, handover latency
and end-to-end delay.

The rest of this paper is organized as follows. Section II
presents the background information related to IP mobility
management in the context of NEMO. Section III describes
the proposed solution regarding its design principles, architec-
ture and operations. Section IV provides the qualitative and
quantitative analysis including the numerical results. Finally,
Section V concludes the paper and provides perspectives for
future work.

II. RELATED WORK

A. IP Mobility Management: From Centralized to Distributed
Mobility Management

Mobile IPv6 (MIPv6), the first mobility protocol for IPv6,
maintains the mobile node’s (MN) reachability when it is
away from home by introducing a central entity (namely
Home Agent - HA) which is a topological anchor point
of the permanent MN’s IP address. However, as a host-
based protocol, requiring MIPv6 protocol stack at the MN (to
perform the mobility-related signaling by means of location
update procedure) is the main obstacle for the deployment of
MIPv6 in the reality. Therefore, Proxy Mobile IPv6 (PMIPv6)
[15], was introduced as a network-based protocol to avoid
the additional deployment at the MN. While moving inside
a PMIP domain, the MN remains its IPv6 address. Thus, from
IP layer point of view the MN is unaware of mobility. In other
words, mobility can be transparently provided to all legacy
devices. This is achieved thanks to the network entity - Mobile
Access Gateway (MAG), which performs the mobility-related
signaling on behalf of the MNs attached to its access links. In
PMIPv6, the Local Mobility Anchor (LMA), similar to the HA
in MIPv6, is responsible for maintaining the MN’s reachability
state and forwarding traffic from/to the current location of the
MN. Accordingly, MN’s traffic is always encapsulated and
tunneled between the MN’s LMA and the corresponding MAG.

Today’s mobility management protocols (e.g., MIPv6 and
PMIPv6) have several major limitations from their centralized
and hierarchical nature. Centralizing both the control and data

plane functions at the central mobility anchor introduces scal-
ability issues [5]. Also, it leads to sub-optimal paths between
the mobile nodes and their corresponding nodes (CNs). To
address the limitations of the current mobility management
protocol, Distributed Mobility Management (DMM) solutions
have been proposed [5]. The key concept of DMM is that
instead of having a centralized mobility anchor, the mobility
anchors are distributed among network entities and placed as
close as possible to the MN e.g., at the router edge of the access
network. Also, mobility support is dynamically provided for
the sessions when it is really needed.

As DMM is currently a hot topic which gains much interest
from both academia and industry, a lot of research publications
[6], [7], [8] have carried out the analysis on different DMM
approaches, compared them with the conventional mobility
management protocols in terms of signaling cost, packet de-
livery cost, handover delay, packet loss, and end-to-end delay.
The results from these analysis showed that DMM is generally
a promising scheme to deal with a huge number of data traffic
over mobile networks. It is because DMM helps to save the
resources in the network in some scenarios since the mobility
support is enabled when necessary and the traffic is better
distributed among the network entities, thus improving the
scalability and reliability of the network. In DMM, the MN
obtains a new prefix after each handover, while keeping the
old prefixes as long as their on-going flows are still alive. The
on-going flow will be routed via the tunnel between the MAR
where the flow was initiated (called anchor MAR or aMAR)
and the current one (cMAR). As a result, in the situation
when the MN is running the long-lasting flows and/or a node
with high mobility, the DMM deployment encounters several
challenges such as a complex address and tunnel management,
a high signaling cost and a long handover latency [7], [8], [9].
Therefore, DMM may not be a suitable scheme for a vehicle
or a user on a moving vehicle.

B. Network Mobility (NEMO)

Network Mobility (NEMO) refers to the mobility of an
entire network which changes its point of attachment to the
Internet. Thus, the main purpose of NEMO support is that it
allows every node in the mobile network to be reachable while
moving around. Moreover, the mobility should be transparent
to the nodes inside the mobile network. Following these
concepts, the basic network mobility support (B-NEMO) [4] is
introduced based on MIPv6. In B-NEMO, a specific gateway
called Mobile Router (MR) is presented. The MR will be
connected to the fixed infrastructure and provides connectivity
to the nodes inside the mobile network. Like the mobility
support of a mobile node (host-based approach), B-NEMO
is also based on the bi-directional tunnel between the MR
and its HA to enable mobility support when the MR (and its
associated MNs) is away from home. Thus, as a topological
anchor point of MR/MN address, the data packets destined
to the mobile network are delivered to the HA, which then
tunnels them towards the MR. The MR, after removing the
tunnel headers, forwards the packets to the destination inside
the mobile network. However, as an extension of MIPv6, B-
NEMO inherits the limitations from both the host-based and
the centralized mobility management protocol. As a result,
several NEMO solutions have been proposed to overcome
these limitations.
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Fig. 1: Architecture and operations of the proposed solution.

Following the centralized manner, in [10] (NC-Soto), the
authors suggest that the MR plays the role of a moving mobile
MAG, thus allowing the MN to move between a NEMO and
a fixed MAG. In [11], a cost-efficient NEMO scheme (NC-
Jeon) is proposed. On one hand, both of them are based on
PMIPv6 which is a network-based approach, thus, addressing
the limitations of the host-based protocol. However, they do not
consider the nested scenario. Also, they inherit the limitations
of the centralized mobility management approach.

Regarding the distributed-based solution, several papers
have been done to bring the DMM concept into the context of
NEMO. Yet, they are not complete solutions. Specifically, in
[12] a distributed mobility scheme for NEMO based on MIPv6
(HD-NEMO) is proposed. The MR’s HAs are distributed
among the routers at the network edge. Again, as a host-based
protocol, the MN needs an additional deployment to participate
into the mobility support. In [13], the authors propose a
network-based DMM scheme for NEMO (ND-Ernest) includ-
ing the nested scenario. Yet, it is not clear how the distributed
DMM works. In [14], the authors introduce a network-based
DMM for NEMO (ND-Do), however, this scheme does not
address the nested NEMO scenario. Additionally, the two last
proposals do not support the mobility of a node from a fixed
infrastructure to a NEMO. That means, in this case, the on-
going flows can not be maintained.

III. HYBRID CENTRALIZED-DISTRIBUTED MOBILITY

MANAGEMENT ARCHITECTURE FOR NETWORK MOBILITY

A. Design Principles

In order to overcome the limitations from the host-based,
the centralized, as well as the distributed mobility management
protocol, we proposed a solution guided by a set of design
principles:

• Transparency: The mobile node can be totally free
to roam between a NEMO and a fixed infrastructure
without signaling involvement (it means the network-
based mobility is used);

• Dynamicity: The dynamic use of an appropriate mo-
bility scheme (among PMIPv6 and DMM) allows
mitigating the limitations of a centralized/distributed
approach;

• Addressing the additional issues related to mobility
support for NEMO such as pinball issue;

• Supporting nested NEMO scenario.

B. Architecture and Operation

The architecture and operations of the solution are illus-
trated in Fig. 1. The proposed solution works in a similar way
to the one described in [16]; however, the solution in [16] does
not consider the NEMO scenario. Our solution relies on the
network-based DMM scheme proposed in [17]. In this case, the
Central Mobility Database (CMD) is extended to the Central
Mobility Anchor (CMA) which behaves as an LMA.

In more details, when an MR attaches to an MAR’s subnet,
it obtains a prefix (and a set of prefixes for its associated
nodes) from this MAR (called MAR-prefix) following the
DMM behaviour. It can also get a set of prefixes from the
CMA (called LMA-prefix) as in a PMIPv6 domain. Each time
the MR performs a handover, it keeps the LMA-prefix while
obtaining a new prefix from the new MAR. Accordingly, the
MR can configure two different addresses from the allocated
prefixes. The MR then can select between the two addresses
to start new flows. Similarly, when an MN attaches to the
MR, it obtains two different prefixes and configures two
corresponding addresses. The MN then can start new flows
using one of the two addresses (e.g., flow10 using LMA-
address and flow11 using MAR-address as depicted in Fig. 1).
At this stage, for the long-lived flow, the MR/MN should
select the LMA-address, while for the short-lived flow, the
current MAR-address should be used. By doing so, the average
number of active prefixes of the MR/MN is kept lower than
a threshold value (N0). Our solution also allows maintaining
the on-going flows of the MN in case of MR handover (see
Fig. 1(a)) as well as the MN handover between a NEMO and
a fixed infrastructure (see Fig. 1(b) and Fig. 1(c)).

To allow the MR/MN to select the appropriate prefix to
start a new flow (upon several metrics such as the duration
of the flow and the mobility features of the node), a con-
nection manager (CM) application [18] which is located on
the MR/MN can be used. The CM can be typically used to
simplify the configuration and selection among the available
interfaces, as well as to store the user’s preferences, security
profiles, and manage handoff process. Moreover, in case of
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multiple interfaces, one possible solution is that one interface
is dedicated for LMA-prefix while the other is for MAR-prefix.
However, the detail of the selection process is out of scope of
this document.

1) Initial Registration: The signaling flow when an MR
(MR1) attaches to an MAR (MAR1) is illustrated in Fig. 2.
After receiving the Router Solicitation (RS) message from
MR1 which includes its identifier (MR1-ID) as well as a flag
(R) set to value of 1 (indicating that it is acting as an MR),
MAR1 allocates a prefix for MR1 (called mpref1::/64). MAR1
then sends a Proxy Binding Update (PBU) to the CMA. As
MR1 enters the domain for the first time, the CMA creates
a Binding Cache Entry (BCE) for it. Additionally, acting as
an LMA, the CMA allocates a prefix for MR1 (called LMA-
prefix, lpref1::/64) and updates its entry with the new prefix.
The CMA then replies by a Proxy Binding Acknowledgement
(PBA) consisting of the allocated prefixes. Upon receiving
the PBA, MAR1 sends these prefixes to MR1 by means of
a Router Advertisement (RA) message. MR1 then, based on
these prefixes, configures its IPv6 addresses (mpref1::MR1/64
and lpref1::MR1/64) and can start new communication flows
using these addresses (e.g., flow0 and flow1 using lpref1::/64
and mpref1::/64, respectively). It is noted that flow0 is routed
via the mobility tunnel between MAR1 and CMA following
PMIPv6 behaviour while flow1, following DMM concept, is
delivered using a standard routing manner.

When a mobile node (in this case called mobile network
node or MNN, let says MNN1) attaches to MR1, MR1
sends a RS message including the MR-ID, MN-ID, flag (R)
to MAR1 to obtain a prefix for MNN1. After assigning a
prefix for MNN1 (mpref11::/64), MAR1 exchanges PBU/PBA
with the CMA for registration process as well as obtaining
the LMA-prefix for this MNN (lpref10::/64). MAR1 then
sends a RA message including two allocated prefixes to MR1
as similar to that in the previous paragraph. MR1, after
caching these prefixes, includes them in a RA sent to MNN1.
MNN1 then configures two addresses (mpref11::MNN1/64 and
lpref10::MNN1/64) and can use these addresses to start new
flows as depicted in Fig. 3 (e.g., flow11). If the mobile node
moves from a fixed infrastructure (another MAR) to the MR,
the similar operations are executed. The CMA also sends
PBUs to the MNN’s anchor MARs to update its location.
The CMA also adds the list of MNN’s anchor MARs and
the associated prefixes in the PBA sent to MAR1. The tunnel
is then established between MAR1 and each MNN’s anchor
MAR to redirect the traffic destined to the previous addresses
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of MNN1 (e.g., flow10 and flow14 in Fig. 3).

2) Handover Operation for a Non-nested NEMO: After at-
taching to a new MAR (see Fig. 4), MR1 sends an extended RS
message including the MR-ID, flag (R), and the list of MN-IDs
associated to its subnet to the current MAR (MAR2). Based on
these information elements, MAR2 allocates a set of prefixes
for the MR as well as for its MNs. Again, MAR2 exchanges
PBU/PBA messages with the CMA to update the location of
MR1/MNs and obtain the address of the anchor MARs where
MR/MNs was attached (MAR1). In our solution, the LMA-
prefixes are included in the PBA sent to MAR2. After that,
MAR2 unicasts a RA including the prefixes allocated to MR1.
MR1 in turn configures its addresses similar to the previous
section, caches the prefixes for the MNs, and advertises RA
messages to each attached node. Based on this information,
MNN1 configures a new MAR-address (mpref12::MNN1/64)
while keeping the LMA-one (lpref10::MNN1/64). In parallel,
CMA informs the MR1/MN’s previous MARs the current loca-
tion of MR1/MNs. The tunnels are then established between
MAR2 and MAR1; and between MAR2 and CMA to route
the traffic for flow11 and flow10, respectively. Following the
DMM concept, MNN1 can start a new flow (let say flow12)
which is delivered in a standard routing manner without any
tunneling mechanism.

3) Handover Operation of a Mobile Node from a NEMO
to a Fixed Infrastructure (MAR): When MNN1 performs a
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handover from MR1 (attached to MAR2) to an MAR (MAR3),
the similar operations as described in the previous section will
be executed to update the location of MNN1, and obtain a
new MAR-prefix (mpref13::/64). Based on this prefix, MNN1
configures its new MAR-address while remaining the LMA-
one (lpref10::MNN1/64). It then can use these addresses to
start a new flow (e.g., flow13 using mpref13::/64). A bi-
directional tunnel is also established between MAR3 and CMA
for the traffic destined to lpref10::/64 (flow10) similar as
in PMIPv6, and between MAR2 and MAR3 for the traffic
destined to mpref12::/64 (flow12) as well (see Fig. 5).

4) Mobility Support for a Nested NEMO: Now we consider
the mobility support in a nested scenario: MR2 (with MNN2)
moves from MAR3 to MR1 (attached to MAR2). Our solution
ensures the continuity of the on-going flows, for example,
flow20 and flow23 which were started when MNN2 at MAR3
and using lpref20::/64 and mpref23::/64, respectively. The
detailed operations for this scenario are described in Fig. 6.
When attaching to MR1, MR2 sends a RS message including
its identifier, and the list of MN-IDs associated to its network to
MR1. MR1 then requests a set of prefixes of MAR2 for MR2.
The same operations as in the previous section will be executed
at MAR1, CMA to allocate the MAR-prefixes and LMA-
prefixes, update the corresponding BCE for MR2 and its MNs,
and establish the tunnel MAR2-MAR3 (if necessary). After
receiving the prefixes allocated to MR2 and its attached nodes,
MR1 unicasts a RA to MR2. Based on these information,
MR2 configures its addresses and advertises a RA to each
attached MNN, which then configures a new MAR-address
while keeping the LMA-one. Finally, the on-going flows are
delivered to the nodes as depicted in Fig .6.

IV. PERFORMANCE ANALYSIS

A. Qualitative Analysis

Table I provides a summary of the proposed approach
characteristics compared to the existing proposals. A detail of
each proposal is provided in [4], [10], [11], [12], [13], [14].

The proposed solution, similar to NC-Soto, NC-Jeon, ND-
Enerst, and ND-Do is a network-based approach. That means
the MN does not need to modify its IP stack. Also, the
mobility scope is limited to a local domain to reduce the
signaling overhead of the MN. On the contrary, the host-based
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approaches (B-NEMO and HD-NEMO) allow the MN to roam
globally at a cost of additional deployment at the MN.

Unlike the previous proposals, which are either centralized
or distributed ones, H-NEMO allows a dynamic selection
between the two approaches, thus providing a flexible way
to mitigate the limitations of each approach. Also, in our
solution, the node can move between a fixed infrastructure
and a NEMO while maintaining its on-going flows, making
our solution different from the network-based DMM proposals
(ND-Enerst and ND-Do). It is because the information related
to the MNN is also stored at the CMA.

B. Quantitative Analysis

For the purpose of quantitative analysis, we compare
H-NEMO with the existing proposals including B-NEMO,
one network-based centralized (NC-Soto), one host-based dis-
tributed (HD-NEMO), and one network-based distributed pro-
tocol (ND-Do) regarding different metrics including signaling
cost, packet delivery cost, handover latency, and end-to-end
delay.

1) Reference Model: Fig. 7 shows a reference topology
for performance analysis. The hop-count distances between
the entities for performance analysis are defined as follows:
hmc - the average number of hops between MAR and CMA,
between MAG and LMA; hac - the average number of hops
between the MAR where the prefix is allocated (aMAR) and
the current MAR (cMAR); hlc, hcn and hhc - the average
number of hops between the CN and the LMA/CMA, MAR,
HA, respectively; hhl and hmh - the average number of hops
between the HA and the LMA/CMA and MAR, respectively;
hmm - the average number of hops between two adjacent
MARs; hhh - the average number of hops between two HAs
(in the host-based approaches). It is noted that the number of
hops between the MR and its MAR (hmr) or between the MN
and its MR/MAR (hmn) are assumed to be one (wireless link).
And, m represents the number of MNNs attached to the MR.

2) Mobility Model: In this paper, we assume that the
MAR/MAG subnet residence time is a random variable which
follows an exponential distribution with mean value 1/µ and



TABLE I: Qualitative analysis: Comparison between the existing proposals for NEMO and H-NEMO.

Metrics/Scheme B-NEMO NC-Soto NC-Jeon HD-NEMO ND-Enerst ND-Do H-NEMO

Mobility management type Host-based Network-
based

Network-
based

Host-based Network-
based

Network-
based

Network-
based

Centralized or Distributed? Centralized Centralized Centralized Distributed Distributed Distributed Dynamic*
Mobility scope Global Local Local Global Local Local Local
MN modification Required Not required Not required Required Not required Not required Not required
Roaming from a NEMO to
a MAR/MAG

Yes Yes No Yes Yes Yes Yes

Roaming from a
MAR/MAG to a NEMO

Yes Yes No Yes No No Yes

Support nested NEMO Yes - - Yes Yes - Yes
Pinball issue Yes - - No No - No
Tunnelling over wireless
link (MAR/HA-MR)

Yes Yes No Yes No No No

Corresponding Node Anywhere Anywhere Anywhere Anywhere Inside
domain

Anywhere Anywhere

(-): Not specified, (*): Centralized/Distributed

cMAR

MN
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m
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MR

hmn

LMA/
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Fig. 7: Reference network topology.

the MAR/MAG coverage area is circular with radius R. Ac-
cording to [19], the subnet border crossing rate µ is calculated
as:

µ =
2υ

πR
, (1)

where υ is the average velocity of the MR/MN.

3) Cost Analysis: In this paragraph, the signaling cost
(SC(.)) and the packet delivery cost (PC(.)) are investigated.
The signaling cost (per handover) is the signaling overhead
for updating the location (Cu(.)) as well as for refreshing
the bindings (Cr

(.)) for the MR itself and its attached MNs.
Although different signaling messages have different sizes,
we assume that they have the same size for simplicity. Also,
the cost for transmitting a signaling message is supposed to
be proportional to the distance between the source and the
destination. The proportion is α for wired and β for wireless
link. We have:

SC(.) = µ
(

Cu
(.) + Cr

(.)

)

. (2)

In our analysis, we only consider the case where the MNNs
are always with their MR (do not consider the case where
the MNN moves from/to the fixed infrastructure). Accordingly,
the MR needs only one PBU/PBA (or BU/BA) message to
update/refresh the bindings for all the attached nodes. It is
noted that in case of HD-NEMO, the functionality of HA is
deployed at the MAR. Cu

(.) can be therefore given by:

C
u
B−NEMO = (5 +m)β + 2αhmh, (3)

C
u
NC−Soto = (4 +m)β + 4αhmc, (4)

C
u
HD−NEMO = (2 +m+ 2Np)β + 2Npαhac, (5)

C
u
NC−Do = (2 +m)β + 2αhmc + 2Npαhac, (6)

where Np is the average number of used active prefixes of
the MR. It is worth noting that a prefix of the MR should be
kept alive in case there exist at least one MR’s on-going flow
using this prefix or at least one prefix of the MNN allocated
at the same MAR is still valid. For the sake of simplicity, we
assume that the mean value of active lifetime of the MR and
its attached nodes when they are visiting a foreign network
are the same (with the value of 1/δ). According to [7], Np is
calculated as:

Np = 1 +
µ

δ
. (7)

In the context of this document, the low value of Np rep-
resents the low mobility and/or the short-lived flow scenarios.
The higher value of Np corresponds to the high mobility and
long-lived flow scenarios.

In case of H-NEMO, since the number of active prefixes
(excluding LMA-prefix) is kept below the threshold value
(N0), we have:

C
u
H−NEMO = (m+ 2)β + 2αhmc + 2Nmαhmc, (8)

where Nm = min
(

Np, N0

)

.

Since even the MR remains at the same subnet, the sig-
naling for refreshing the bindings is sent periodically when
the binding timer expires (for both MR and MNNs). This
procedure is executed on average RB = 1/(µTBCE) times
when the MR attaches to an MAR, where TBCE is the binding
cache entry lifetime. Consequently, Cr

(.) is given by:

C
r
B−NEMO = RB (2β + 2αhmh) , (9)

C
r
NC−Soto = RB (2β + 4αhmc) , (10)

C
r
HD−NEMO = RB

[

2Npβ + 2α(Np − 1)hac

]

, (11)

C
r
NC−Do = C

r
H−NEMO = 2RBαhmc. (12)

Regarding the packet delivery cost (PC(.)), it represents
the accumulative cost to deliver packets between an MNN and
a CN per unit of time. It is proportional to the distance between
the MNN and the CN and the number of packets transmitted.
Let λpkt denote the packet transfer rate and λpkt = λpNp

where λp is the packet rate per active prefix. In a centralized-
based solution, since only one prefix is active, the total packet



rate is λpkt and the packet is routed via the route MNN-
MR-MAR(MAG)-LMA-CN. As in H-NEMO, the MNN can
select either the LMA- or MAR-prefix to start a new flow, the
packet delivery cost thus depends on the PMIP- or DMM-
like behaviour (PCPMIP and PCDMM , accordingly). The
packet rate for the LMA-prefix is λlp =

(

Np −Nm

)

λp. In
a distributed-based solution, the route is MNN-MR-cMAR-
aMAR-CN (for the tunneled packet) and MNN-MR-cMAR-
CN (for the packet of the flow started at cMAR). Note that
the tunneled packet (cMAR-aMAR) belongs to Np−1 prefixes
(except the prefix allocated in the current MAR). Thus, the
PC(.) is calculated as:

PCB−NEMO = λpkt (2β + αhmh + αhhc) , (13)

PCNC−Soto = λpkt (2β + αhmc + αhlc) , (14)

PCHD−NEMO = PCNC−Do = λp (2β + αhcn)

+ λp

(

Np − 1
)

(2β + αhac + αhcn) , (15)

PCH−NEMO =
Nm

Np

PCDMM +

(

Np −Nm

)

Np

PCPMIP , (16)

where

PCDMM = λp (2β + αhcn)+λp

(

Nm − 1
)

(2β + αhac + αhcn) ,

PCPMIP = λpkt (2β + αhmc + αhlc) .

4) Handover Latency: Since in DMM environment, a
mobile node, after handover, can use the new prefix to start
a new flow while using the old one for the on-going flows.
As a result, we consider the handover latency and the service
disruption time. The former (HO(.)) is the time needed for
the MNN, after handover, to start a new flow, while the
latter (SD(.)) represents a period when the MNN cannot
receive/send the packet of the on-going flows. The service
disruption is calculated from the moment the MNN/MR
leaves the previous MAR/MAG until the moment the MNN
continues receiving the packet of the on-going flow from
the CN (for the sake of simplicity, only the flow with the
downlink direction is considered). Since the delay between
two nodes depends on the bandwidth, the propagation delay
and the distance between them, for simplicity, we suppose
that the delay is proportional to the distance. The proportion
is τ for wired link and κ for wireless link. Thus, we have:

HOB−NEMO = tL2 + 5κ+ 2τhmh, (17)

HONC−Soto = tL2 + 5κ+ 4τhmc, (18)

HOHD−NEMO = tL2 + 5κ+ 2τhac, (19)

HONC−Do = tL2 + 3κ+ 2τhmc, (20)

HOH−NEMO = tL2 + 3κ+ 2τhmc, (21)

where tL2 is the layer 2 handover duration.

Regarding the service disruption time, it is calculated as:

SDB−NEMO = HOB−NEMO + τhmh + 2κ, (22)

SDNC−Soto = HONC−Soto + τhmc + 2κ, (23)

SDHD−NEMO = HOHD−NEMO + τhac + 2κ, (24)

SDNC−Do = HONC−Do + 3τhac + 2κ. (25)

SDH−NEMO =
Nm

Np

SDDMM +

(

Np −Nm

)

Np

SDPMIP , (26)

where

SDDMM = HOH−NEMO + τhmc + τhac + 2κ,

SDPMIP = HOH−NEMO + τhmc + 2κ.

5) End-to-End delay: End-to-end delay (E2E(.)) is the
packet transmission delay from an MNN to a CN. In a
distributed-based solution, the new traffic is routed directly
from the current MAR while the old traffic is routed via the
anchor one. We have:

E2EB−NEMO = 2κ+ τhmh + τhhc, (27)

E2ENC−Soto = 2κ+ τhmc + τhlc, (28)

E2EHD−NEMO =
1

Np

E2Enew
DMM +

Np − 1

Np

E2Eold
DMM , (29)

where
E2Enew

DMM = 2κ+ τhcn,

E2Eold
DMM = 2κ+ τhac + τhcn,

E2ENC−Do = E2EHD−NEMO. (30)

Similar to the packet delivery cost, E2E(.) in case of H-NEMO
is given by:

E2EH−NEMO =
Nm

Np

E2EDMM +

(

Np −Nm

)

Np

E2EPMIP , (31)

where

E2EDMM =
1

Nm

E2Enew
DMM +

Nm − 1

Nm

E2Eold
DMM ,

E2EPMIP = E2ENC−Soto.

6) Nested NEMO: Now we investigate the nested NEMO
scenario with n-nesting levels and m associated MNNs. The
performance metrics, as similar to the previous paragraphs, are
given by:

C
u
B−NEMO(n) = (2n+m+ 2)β + (2n+ 2)β + 2αhmh,

C
u
HD−NEMO(n) = (2n+m+ 2)β + (2n+ 2)Npβ + 2Npαhac,

C
u
H−NEMO(n) = (2n+m+ 2)β + 2αhmc + 2Nmαhmc,

C
r
B−NEMO(n) = RB (2β + 2nβ + 2αhmh) ,

C
r
HD−NEMO(n) = RB

[

2(n+ 1)Npβ + 2(Np − 1)αhac

]

,

C
r
H−NEMO(n) = 2RBαhmc.

PCB−NEMO(n) = λpkt (2β + nβ + αhmh + nαhhh + αhhc) ,

PCHD−NEMO(n) = λp (2β + nβ + αhcn)

+ λp

(

Np − 1
)

(2β + nβ + nαhac + αhcn) ,

PCH−NEMO(n) =
Nm

Np

λp[2β + nβ + αhcn +
(

Nm − 1
)

(2β+

nβ+αhac+αhcn)]+

(

Np −Nm

)

Np

λpkt (2β + nβ + αhmc + αhlc) ,

E2EB−NEMO(n) = (2 + n)κ+ τhmh + nτhhh + τhhc,

E2EHD−NEMO(n) =
1

Np

(2κ+ nκ+ τhcn)

+
Np − 1

Np

(2κ+ nκ+ nτhac + τhcn),
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Fig. 8: Signaling cost as a function of velocity (υ).

E2EH−NEMO(n) =
1

Np

[2κ+ nκ+ τhcn + (Nm − 1)

(2κ+nκ+nτhac+ τhcn)]+

(

Np −Nm

)

Np

(2κ+nκ+ τhmc+ τhlc).

C. Numerical Results

In this paper, we consider the case where the MN always
moves from MAR/MAG to MAR/MAG as if they were linearly
deployed (the user is moving further away from the first
attached MAR/MAG and never attaches back to a previously
visited MAR/MAG). This assumption, while has no impact
on the centralized-based approaches, represents the worst-
case scenario for distributed-based ones. Hence, we have [6]:
hac = Nphmm, hmh = hmc + hhl, and hcn = hlc + hmc.
The default parameter values for the analysis are introduced
in Table II in which some parameters are taken from [6].

TABLE II: Parameters for the performance analysis.

Parameter Value Parameter Value Parameter Value

α 1 β 5 m 1

τ 2 κ 15 N0 6

hmm 1 hop hmc, hhl 8 hops hlc 6 hops

hhc 4 hops TBCE 300s λpkt 10

tL2 50 ms 1/δ 300s R 600 m

Fig. 8 shows the signaling cost as a function of velocity
(υ). We can observe that the signaling cost is significantly
increased in the distributed-based scheme (HD-NEMO and
NC-Do) while slightly increased in our proposed and the
centralized-based as well (B-NEMO and NC-Soto). The cost in
H-NEMO is slightly higher than that in the centralized-based
schemes. The reason is that when the velocity is increased
the value of Np is expected to be increased. As a result, an
additional cost is required for updating the active prefixes in
the distributed-based scheme. Our solution (H-NEMO), in this
case, helps prevent the significant increase in terms of signaling
cost of the distributed-based compared to the centralized-based
schemes as the velocity increases.

Fig. 9 illustrates the packet delivery cost when the velocity
is varying. It appears clearly that when the value of υ is small,
the distributed-based approaches (including H-NEMO) outper-
form the centralized-based ones. The cost for the centralized-
based approaches is fixed since the packet is routed via the
route MN-MAG-LMA(HA)-CN and the distance between the
LMA/HA and different MAGs (between LMA/HA and CN,
as well) is supposed to be constant. On the contrary, the
cost in the distributed approaches increases as the value of
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Fig. 9: Packet delivery cost as a function of velocity (υ).
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Fig. 10: Handover latency and service disruption time as a function of velocity.

υ increases. The reason is that the packet is delivered via the
tunnel between the cMAR and aMAR, which is proportional
to the value of υ. In all the cases, H-NEMO gives a better
performance compared to the others.

Fig. 10 shows the handover latency and service disruption
time as a function of υ. Regarding the handover latency, it is
greatly increased in case of HD-NEMO while kept constant in
the others. It is because unlike the other cases the handover
latency in HD-NEMO depends on the delay between cMAR
and aMAR. As we can observe, the handover latency in H-
NEMO (and NC-Do) is really lower than that in the others.
That means, in general, DMM helps the MN quickly obtain
a new address to start a new flow after handover. Concern-
ing the service disruption, when υ is small, the distributed-
based schemes (including H-NEMO) are much better than the
centralized-based ones. As υ increases, the service disruption
in the distributed-based schemes is rapidly increased, thus,
becoming notably higher than that in H-NEMO. The service
disruption in the centralized-schemes, in both cases, is quite
high. In conclusion, H-NEMO helps mitigate the impact of the
increase of the velocity to the service disruption (at a minor
additional cost compared to the distributed-based approaches
when υ is small).

Fig. 11 depicts the end-to-end delay as a function of
υ. Again, when υ is small, the distributed-based schemes
including our solution are better than the centralized-based
ones. When υ increases, the end-to-end delay rapidly in-
creases in the distributed-based approaches while keeping the
same in the centralized-based ones. As a result, the delay in
distributed-based becomes higher than that in centralized-based
approaches. However, in our solution, the increase is prevented.
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(c) End-to-End delay

Fig. 12: Performance metrics as a function of number of nesting levels.
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Fig. 11: End-to-End delay as a function of velocity (υ).

It is worthy to notice that the similar results can be obtained
by fixing the value of the velocity while varying the value of
1/δ. This scenario illustrates the effect of the flow duration to
the signaling cost, packet delivery cost, handover latency, and
end-to-end delay.

Finally, the nested NEMO is investigated. Fig. 12 shows
the signaling cost, packet delivery cost, and end-to-end delay
as a function of nesting levels (n) while the velocity is set to
a value of 20 m/s. As can be seen in this figure, when the
number of nesting levels increases, the signaling cost in HD-
NEMO is quickly increased since an additional cost is required
to update the active prefixes, especially via the wireless link.
On the other hand, the packet delivery cost in B-NEMO is
notably higher than that in HD-NEMO and H-NEMO. The
difference is greatly increased as the value of n increases
because B-NEMO suffers from the pinball routing problem.
In conclusion, H-NEMO always gives a better performance in
comparison with B-NEMO and HD-NEMO (In addition, the
metrics in H-NEMO are slightly increased as n increases).

V. CONCLUSION

Driven by the fact that DMM may not be a suitable
scheme for vehicles, this paper proposes a hybrid centralized-
distributed architecture for NEMO. This solution inherits the
advantages of DMM while mitigating its drawbacks in the
situation when a node is running a long-lived flow and/or a
node with high mobility. The numerical results showed that
H-NEMO generally offers a better performance in terms of
signaling cost, packet delivery cost, handover latency (and
service disruption time), and end-to-end delay compared with
the current proposals for NEMO (including both centralized-
based and distributed-based schemes). In the next step, more
performance metrics will be considered regarding the impact

of the number of nodes and flows. Also, to achieve the realistic
results, experiments will be conducted based on a near-to-real
testbed as described in [6].
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