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Abstract

In many wireless networks, link strengths are affected byyrtapological factors such as different distances, shaupand
inter-cell interference, thus resulting in some links lgegenerally stronger than other links. From an informatioeotetic point
of view, accounting for such topological aspects is stillowel approach, that has been recently fueled by strongatidits that
such aspects can crucially affect transceiver and feedbesign, as well as the overall performance.

The work here takes a step in exploring this interplay betmtepology, feedback and performance. This is done for the tw
user broadcast channel with random fading, in the preseheesample two-state topological setting of statisticaltyosg vs.
weaker links, and in the presence of a practical ternarybfaeld setting oklternating channel state information at the transmitter
(alternating CSIT) where for each channel realizatiors tBSIT can be perfect, delayed, or not available.

In this setting, the work derives generalized degreeseddom bounds and exact expressions, that capture perfoenss
a function of feedback statistics and topology statistidse results are based on nowepological signal managemerff SM)
schemes that account for topology in order to fully utilizedback. This is achieved for different classes of feedbaeghanisms
of practical importance, from which we identify specific ddack mechanisms that are best suited for different topedod his
approach offers further insight on how to split the effort fcbannel learning and feeding back CSIT — for the strongu&rs
for the weaker link. Further intuition is provided on the pide gains from topological spatio-temporal diversity)are topology
changes in time and across users.

|I. INTRODUCTION

The Gaussian multiple-input single-output broadcast otbb(MISO BC) is comprised of a transmitter with multiple ambas
that wishes to send independent messages to differenveeseeach equipped with a single antenna. In addition tdiiect
relevance to cellular downlink communications, the MISO B& attracted much attention for the critical role playethis
setting by the feedback mechanism through which channtd giformation at the transmitter (CSIT) is typically acepd.
Interesting insights into the dependence of the capadititdiof the MISO BC on the timeliness and quality of feedbdwkye
been found through degrees of freedom (DoF) charactaesizatinder perfect CSIT [1], no CSIT [2]-[5], compound CSIT
[6]-[8], delayed CSIT [9], CSIT comprised of channel colmae patterns [10], mixed CSIT [11]-[14], and alternatingl TS
[15]. Other related work can be found in [16]-[30].

As highlighted recently in [31], while the insights obtaihffom DoF studies are quite profound, they are implicitiyited
to settings where all users experience comparable sigmaigghs. This is due to the fundamental limitation of the Doétric
which treats each user with a non-zero channel coefficientapable of carrying exactly 1 DoF by itself, regardlesshef t
statistical strength of the channel coefficients. Thus,Dlb& metric ignores the diversity of link strengths, whichpisrhaps
the most essential aspect of wireless communications frerperspective of interference management. Indeed, inesge
communication settings, the link strengths are affectednayy topological factors, such as propagation path lossisk
fading and inter-cell interference [32], which lead to istitally unequal channel gains, with some links being muetaker
or stronger than others (See Figures 1, 2). Accounting fesehopological aspects, by going beyond the DoF framewtok i
the generalizeddegrees of freedom (GDoF) framework (cf. [33]-[39]), is tbeus of the topological perspective that we seek
here.

The work here combines considerations of topology with merations of feedback timeliness and quality, and adésess
guestions on performance bounds, on encoding designs tbatmt for topology and feedback, on feedback and channel
learning mechanisms that adapt to topology, and on handiirtgeven exploiting fluctuations in topology.

Il. SYSTEM MODEL FOR THE TOPOLOGICALBC
A. Channel, topology, and feedback models

We consider the broadcast channel, with a two-antennantigies sending information to two single-antenna receivé@he
corresponding received signals at the first and secondvercai timet, can be modeled as

Yt = \/ﬁh;th + U; 1)
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Fig. 1. Topology where link 2 is weaker due to distance anerfatence.
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where p is defined by a power constraint, is the normalized transmitted vector at time— normalized here to satisfy
|22 < 1 — h;,g; represent the vector fading channels to the first and secereiver respectively, and;, v, represent
equivalent receiver noise.

1) Topological diversity:In the general topological broadcast channel setting, éiniance of the above fading and equivalent
noise, may be uneven across users, and may indeed fluctutiteeirand frequency. These fluctuations may be a result of
movement, but perhaps more importantly, topological ckarig the time scales of interest, can be attributed to flticiya
inter-cell interference. Such fluctuations are in turn duelifferent allocations of carriers in different cells or -imdarly —
due to the fact that one carrier can experience more in@réer from adjacent cells than another.

The above considerations can be concisely captured by tlesviiog simple model

ye = p PRy + ug (3

Zy = PA2't/29150t + vt (4)

where nowh,, g, andu;,v; are assumed to be spatially and temporally i.i@aussian with zero mean anmchit variance
With ||z:||*> < 1, the parametep and thelink power exponentsl; ;, A> ; reflect — for each link, at tim¢ — an average
received signal-to-noise ratio (SNR)

En,a|p"?hia|? = p (5)
Eg, = 0" *gia:|? = p**. (6)

In this simplified model, the difference in link strengthe @ statistical sense) reflects the differences due to theagadion
setting or due to inter-cell interference. While more matiion for this simplified multiplicative model will be givelater on
in the context of generalized degrees-of-freedom, we hastenote that the multiplicative dependency of received grote
input power, is meant to capture the possibility of a sulisghdifference in the high-SNR capacities of any two links.

In this setting we adopt a simple two-state topological ni@deere the link exponents can each take, at a given tinome

of two values
A€ {l,a} for 0<a<l1, k=12

reflecting the possibility of either a strong linkd{, = 1), or a weaker link 4;; = «). The adopted small number of
topological states, as opposed to a continuous rangg, @fvalues, is motivated by static multi-carrier settings vattjacent
cell interference, where the number of topological states lme proportional to the number of carriers.

Remark 1:We clarify that the rate of change of the topology — despiteube of a common time index fet;, , andh,, g,
— need not match in any way, the rate of change of fading. We @brify that our use of the term ‘link’ carries a statistica
connotation, so for example when we say that at tintlee first link is stronger than the second link, we refer toaistical
comparison whered; ; > A, ;.

2) Alternating CSIT formulationIn terms of feedback, we draw from the alternating CSIT fdatian by Tandon et al. [15],
which can nicely capture simple feedback policies. In tletisg, the CSIT for each channel realization can be immelyia
available and perfectH), or it can be delayedlt), or not available ). In our notation,l, , € {P, D, N} will characterize
the CSIT about the fading channel of ugeat timet.

B. Problem statement: generalized degrees-of-freedoedbick and topology statistics

1) Generalized Degrees-of-Freedorin this work we focus on the generalized degrees-of-free¢@moF) performance
of the system. This approach goes back to Etkin and Tse in \W88¢h studied the Gaussian interference channel (IC),
and which was followed by many GDoF related works such as ligatohapatra and Murthy in [40] which analyzed the
GDoF of the K-user symmetric IC, as well as the work by Karmakar and Vaiama[37] which analyzed the GDoF of the

1This suggests the simplifying formulation of unit cohererime.



Fig. 2. Cell edge users experience fluctuating interfereheeto changing frequency allocation in the multi-cell eyst

multiple-input multiple-output (MIMO) IC. Combining topagy and feedback considerations, Vaze et al. in [34] engadoy

the GDoF measure in the MIMO IC setting without CSIT undetistigally weak interference links, while Karmakar and
Varanasi in [36] analyzed the GDoF of the MIMO IC with limitédedback. Further interesting works include the work by
Gherekhloo et al. in [38] which considered interference aggament issues in the presence of an alternating conrtgctivi
(= 0).

In this setting, for an achievable rate paR;, R,) for the first and second user respectively, the correspgn@DoF pair
(di1,d2) is given by

R
dp = lim —%
p—oo log p

k=1,2. (7)

The corresponding GDoF regidh is then the set of all achievable DoF pairs, d2), and the sum GDoF is
ds, = sup{dl +ds : (dl,dg) S D} (8)

It is easy to see that in the current two-state topologictiingg a strong link by itself has capacity that scaledasp +
o(log p), while? a weak link has a capacity that scalesadsg p + o(log p). Settinga: = 1 removes topology considerations,
while settinga: = 0 almost entirely removes the weak link, as its capacity dagsspnale with SNR. Needless to say that
setting the stronger link to correspond to a unit link-poweponent, is a result of normalization, and thus imposeas in
generality.

Example 1:0ne can see that, in the current setting of the two-user MISDHaving always perfect feedback) for both
users’ channels, and having a static topology where thelifistis stronger than the second throughout the commurinati
process 4; ; =1, A+ = o, Vt), the sum GDoF isls; = 1 + o, and it is achieved by zero forcing.

Example 2:Furthermore a quick back-of-the-envelope calculatiore (Section 1V-G), can show that in the same static
topology A;+ = 1,42 = «,Vt, the original Maddah-Ali and Tse (MAT) scheme — originallgsigned in [9] without
topology considerations for the = 1 case — after a small modification that regulates the rate efptiivate information to
the weaker user, achieves a sum GDok©f= %(1 + «). This performance will be surpassed by a more involved tgio&l
signal management (TSM) scheme, to be described later on.

2) Motivation of the GDoF settingOften, taking a strict interpretation of the limiting natduof GDoF, leads to confusion
because, strictly speaking, any reasonable channel madgtiiorce a limitinga to be 1, since all powers would go to infinity
the same way. Towards convincing the skeptical reader ouegulness of our approach, we offer the following thoughts
which can help clarify any misconceptions.

Our GDoF approach here is based on two crucial premises.

1) Network links generally have different capacities, andhie perfectly conceivable case where a link has a capacitystza
fraction o of another link’s capacity, a good approximation is that wesaker link has average power that is close todhe

20(e) comes from the standard Landau notation, whefe) = o(g(z)) implies limg—, o f()/g(x) = 0. Logarithms are of basg.



power of the aforementioned power of the strong link.

1) Even though, strictly speaking, GDoF results are by definiissociated to the infinite SNR limit (cf. (8)) where timaiting
behavior of random variables allows for more analyticatthility, it is crucial to note that this tractable integpation applies
and offers insight in operationahoderate-to-largeSNR regimes. The crucial element that binds infinite-SNRheaiatical
analysis to engineering insight over operational SNR @l@an be found in the above observation regarding the rafios
link capacities. This says that our analysis would apply ihraadcast channel setting, where the two links indepehdent
have sufficiently high capacity — which would in turn imply aoderate-to-large SNR regime — and where the ratio of
these capacities is close to a certain vatueOnce thisa is picked and fixed, the derived high-SNR approximations wil
yield (capacity) expressions which, as SNR increases,xqrected to offer an increasingly faithful representatiéthe actual
behavior of the system, i.e., are expected to offer an isangly better qualitative estimate of the overall systerhawor.
Avoiding a strict and literal interpretation of asymptatiavhile still mathematically rigorous, the GDoF approatibves for
consideration of topological settings that are motivatgddasonable scenarios that include distance variatiothsnaerference
fluctuations. In other words, while the mathematics useirsgdaws and limits as tools for tractability of randomnetse
GDoF approach does not require the actual real-life natiitleeoproblem to scale with SNR, as this would related to awkiwa
scenarios where variable geometries have distances thlat iscdifferent specific ways.

With the above premises in mind, one can now better appeettiat utility of the simple multiplicative model in (5) which
— employing a multiplicative dependency of the received pote the input power — manages to concisely capture sulistant
differences in the high-SNR capacities of any two links, #mas fits well with the GDoF setting. While other, more refined
models could certainly be conceived that could potentibijter map the intricacies of what causes topological diter
in networks, we have yet to see such models that allow foryaigthat offers insight. Additionally, we believe that buc
complex and involved models would be more susceptible timgosome of their refinement in the high SNR regime of GDoF
asymptotics. No such loss of model information is sufferedn-the transition to the asymptotic setting — by the chosen
multiplicative model, exactly because of this model’s irér# simplicity and its direct association to the GDoF measu

3) Feedback and topology statisticslaturally performance is a function of the feedback and lmgy statistics. In terms
of feedback statistics, we draw from the formulation in [85|d consider

)‘11712

to denote the fraction of the time during which the CSIT siatdescribed by a paifl1, I2) € (P,D,N) x (P,D, N).
We similarly consider

/\A17A2

to denote the fraction of the time during which the gain exgs of the two links are some pdid,, 4s) € (1, «) x (1,a),

where naturallyA; o + Aa,1 + A1,1 + Aq,o = 1. Finally we use
AA17A2
I,
to denote the fraction of the time during which the CSIT statél;, I) and the topology state i1, As).

Example 3:App = 1 (resp.Ap,p = 1, Ay, ny = 1) implies perfect CSIT (resp. delayed CSIT, no CSIT) for baters’
channels, throughout the communication process. Similag v + An,p = 1 restricts to a family of feedback schemes
where only one user sends CSIT at a time (more precisely, arne! realization), and does so perfectly. From this fgmil
Ap,Ny = An,p = 1/2 is the symmetric option. Similarly, in terms of topology, », = 1, a < 1 implies astatic (or fixed)
topologywhere the first link is stronger than the second throughaeicttmmunication process; ; = Ay« = 1/2 implies a
topology where half of the time both links are strong and theth are weak, while; , = A\, = 1/2 implies analternating
topologywhere half of the time, the first user is statistically strengnd vice versa.

Finally having)\};7°,‘:,+/\%’,1p = 1 does not impose any restriction on the topology statiskiasjt implies a feedback mechanism
that asks — for any channel realization — the statisticattgreger user to send perfect feedback, and the statistiaahker
user to send delayed feedback.

C. Conventions and structure

In terms of notation,(e)", ()", (¢)~!, and tfe) denote the transpose, conjugate transpose, inverse anwatee of a
matrix respectively, whilde)* denotes the complex conjugates || denotes the Euclidean norm, ahe | denotes either the
magnitude of a scalar or the cardinality of a set. We also-tge denoteexponential equalityi.e., we write f(p) = p” to
denotepan;O log f(p)/ log p = B. Similarly > and< denote exponential inequalities- denotes a unit-norm vector orthogonal

to vectore. We define thafe)™ = max{e, 0}. Throughout this work, we adhere to the common conventiahemsume perfect
and global knowledge of channel state information at theivecs (perfect and global CSIR). We also make the soft agsam
that the transmitter is aware of the feedback statisticstl@dopology statistics. Furthermore, for some cases, Weansider
the broad ‘symmetric’ alternating CSIT setting, correggiog to the symmetry assumption that

i.e, ApN = AN,P, AD,N = AN,D, AP,D = Ap,p.



For thissymmetricCSIT setting we will often use the following notations

A\p & Z P Z AL Iy Ap = Z P Z AL Iys Ay = Z A1, = Z AL I

(I, ]I2):[,=P (I1,I2):Ia=P (I, I2):[1=D (I1,I2):Ia=D (I1,I2): ;=N (It,I2): =N

In terms of the feedback statistics, we will here adopt a comlgnused soft assumption that the long term feedback ttatis
defining A1, 1,, (I1,12) € (P,D,N) x (P,D, N), still hold for reasonably large but finite durations. Whileere are some
specific cases of non-homogeneous feedback statisticshichvthis assumption does not hold, the assumption in genana
be achieved, up to a certain point, by interchanging of thetindex, as well as fits well to feedback mechanisms that are
periodic in time.

In Section Il we present the GDoF bounds for the topologi®@@l with alternating CSIT. Specifically in Section IlI-A we
present the general GDoF outer bounds, in Section I11-B vesegmt a unified GDoF inner bound for the BC with symmetrically
alternating CSIT and a static topology, while in Sectiondlwe present the optimal sum GDoF for different practicalTTS
schemes, for generfilictuating(non-static) topology settings. In Section IV we presen¢aagal topological signal management
scheme for the entire spectrum of static topologies andratimg CSIT settings (this serves as a proof for Theorenmad),
well as provide two illustrative examples, where the gehscheme is distilled down to specific simpler instances tzat
help the reader better understand the idea behind thesmesh&hen in Section V we describe sum-GDoF optimal schemes
for the fluctuating topology setting. In Section VI we offemse conclusions, while in the appendix of Section VII we have
the proof of the general outer bound of Lemma 2.

We proceed with the main results, starting with the GDoFaegiuter bounds, and then proceeding with achievable and
often optimal GDoF expressions for pertinent cases of alcsignificance.

IIl. GDOF BOUNDS FOR THE TOPOLOGICALBC WITH ALTERNATING CSIT

A. GDoF outer bounds for the topological BC with alternati@&IT

We first proceed with a simpler version of the outer bound,ciwlincompasses all cases of alternating CSIT, anstatic
topologies A1, =1, 0r A\p,1 =1, o € [0, 1]).

Lemma 1:For the two-user MISO BC with alternating CSIT and a statjgology (\;,. = 1), the GDoF region is outer
bounded as

dl S 17 d2 S Q,
ds 8%
dito <1+ Z PRUICE
(11,12)211:]3
d1 1 11—«
d2+7 <a+ Z 5)\11,12 + Z T)\Ihb’
(I1,12):Io=P (I,12):I2#P

di+do < d(;),

and the sum GDoF is upper boundeddas< Inin{d(zl), dg)}, where
3+ 2«

3+«
dg) 21+ a)\pp + (Ap,p+Ap.p+ApN+ANpP) + T(/\D,D +Ap,n +AN,D + AN,N),

2+«

d £(1+a)Ap,p +Arp + AP+ Ap.D) + =

(AN +AN,p +AD N +AND) + AN.N-

The proof of the above lemma, can be found as part of the prbtfeofollowing more general lemma, in the appendix of
Section VII.

We now proceed with the general outer bound, for any alterga&@@SIT mechanism, and any topology, i.e., for a)rﬁ{}fz.
For conciseness we use

A1,A2 & A1 A2 A1,A2
ApAN =Ap N -+ ANDP

A1,A2 & A1 A2 A1,A2
ADON=Ap N +AND

A1,A2 & A1 A2 A1,A2
Apip =App T App

1,

so for exampleA,, , simply denotes the fraction of the communication time dgivhich the first link is stronger than the
second, and during which, the CSIT for the channehio§ oneof the users, is being fed back in a perfect and instantaneous
manner, while the CSIT for the channel of the other user, dstfack later in a delayed manner.



Lemma 2:For the topological two-user MISO BC with alternating CSifie GDoF region is outer bounded as

dl < Z Al)\A1,A27 (9)
V(Al,Az)
d2 < Z AQ)\A1,A27 (10)
V(Al,Az)
da A A As a4 l—a a1
di + ? < ( Z Z Al/\111=122) + ( Z Z 7/\111-,122)+( Z 2 )\11’712)’ (11)
V(Il,lz) V(Al,Ag) (11,12)211213 V(Al,Ag) (11,12)2117513
dq A A A1 a4 l—a 14
dQ + ? S ( Z Z A2A111,122) + ( Z Z 7A111,122)_|_( 2 )\11712)7 (12)
V([l,lg) V(Al,Ag) (11,12)212:13 V(Al,Ag) (11,12):12;513
di+dy < dy’, (13)

and the sum GDoF is upper boundeddas< Inin{dg’), dg)}, where

3+ 2«

3 3
a,l 1, 3+« a,l 1, 3+« a,l 1,
(A\bp +App)+ 3 (Apon TADSN) + 5 (AN N T ANN)
91,1 4 .91 4 .14 4 .91
5/\P<—>N + 3200+ 32 0an T 3ANN

3 3 3
Apop +

o o 3+2
AP 214 a) A5 h + AES) + =

3+«
3
11, 9,11
+ 205 + SABhp +
+20pp +

,1 1, ,1 1,
(APep +ApLp) + (APon TAPGN)

+

5% 5 4o da g0 | dQ g0 4o g0
3 ?APHN + ?)‘D',D + ?ADHN + ?/\N,N (14)

4 1, a,l 1, a,l 1, a,l
d(z) 21+ a)App +App) + (1 +a)Aplp +APep) + (1 + )M’ + A5 p)
24+« 24+«

2 2
+2X5p + 2005 S + 20p p + 20088 p + 20p p + 202055,

3 1,1 3o a,a 3 1,1 3a
t 5PN T 5 APoN T 50 00n T 5
Note that boundig’) results from the combination of bound (11) and bound (12).

The above bounds will be used to establish, particularlyhi@ fluctuating topology setting, the optimality of diffeten
encoding schemes and practical feedback mechanisms.

Remark 2: The derived outer bound here expands on the classical camdpBC techniques, to account for uneven link
strengths. The original idea of the compound BC techniquinas, two statistically equivalent observations may allfow
approximate reconstruction of another observation (aBgytwo transmit-antennas). However, in this setting, teadistically
equivalent observations may not allow approximate recaosbn of another observation, due to the uneven naturdhef t
links. Towards this, we introduced a different auxiliarjwdam variable structure such that, together with the twtssizally
equivalent observations — that are common in these type ohd® — can allow for approximate reconstruction of another
observation.

1, a,l 1, a,l 1, a,l
+ (Apon TAPLN) T+ (A\Pon TADGN) T AN N T AN N

ABEN + AN + Xy (15)

B. Unified GDoF inner bound for the BC with symmetrically aigging CSIT and a static topology

We first proceed to bound the GDoF region for the ergimmetricalternating CSIT setting with statictopology (A, = 1,
or .1 =1, a€l0,1]).

Theorem 1:The GDoF region of the two-user MISO BC wilymmetricalternating CSIT and atatic topology (A1, = 1)
is inner bounded by the region described as

S
_|_
|
IA

2 > T3
di +ds <14+ alp + alp.
Proof: The achievability of the bound is described in Section IV. ]

The GDoF bound in Theorem 1 is depicted in Fig. 3. Note thatdor= 1, our result covers the previous result in
[15]. From Theorem 1 we directly have the following coralar for the setting with delayed CSIT and a static topology
(Ap.p =1, 10 =1).
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Fig. 3. GDoF inner bound for the two-user MISO BC with symrivetilternating CSIT and a static topolog\1,» = 1), for case(1) of Ap <
@

ii5a — ﬁkp, and for casg2) of Ap > ﬁ - ﬁ)\p’, respectively. Corner points take the vaIuB::((l, )a)\p), C=(01-a+alp, o),
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2
E = (1 —a+2alp + alp, oz—oz)\D), F = (1 —Ap, adp + (1 +a))\D) andG = 11++2(jx + 1f2a>\p, 1720 T 1i2a)‘P)'

Corollary 1a: The GDoF region of the two-user MISO BC with delayed CSIT argtatic topology(Ap,p = 1, A1, = 1)
is inner bounded by the region characterized as

dlgla d2§a7
da

1+a

dl 1+Oé

dy+ 2L <
2+2_ 25

di + <1

3

i.e., is inner bounded by the region with GDoF corner poift®), (1,0), (lljg, %), (1 -a,a)and(0,a).

Corollary 1b: The sum GDoF of the two-user MISO BC with delayed CSIT and #cstapology(Ap.p = 1,A1 o =1) is
lower bounded as

S (1+ a)?
= 1120

C. Optimal sum GDoF for the topological BC with practical TSichemes: fluctuating topology

We here explore a class of dynamically fluctuating topolsgied reveal a certaitopological diversity gain— in specific
instances — that is associated to topologies that vary ie tand across users. Emphasis is mainly given to statisticall
symmetric topologies, as well as to a certain class of practeedback schemes.

We first proceed, and for the delayed CSIT setting p = 1, derive the optimal sum GDoF in the presence of the
symmetricallyfluctuating topologywhere; , = Ao1 = 1/2.

Proposition 1: For the two-user MISO BC with delayed CSNp p = 1 and topological spatio-temporal diversity such that
Ao = Aa,1 = 1/2, the optimal sum GDoF is

ds =1+ % (16)
Proof: The GDoF is optimal as it meets the general outer bound in LerBnThe optimal TSM scheme is described in
Section V-A. [ |

Remark 3:We see that the above result corresponding to an alternetpajogy 1., = A\o,1 = 1/2) exhibiting a certain
spatio-temporal topological diversity, exceeds the aatike sum GDok = (}i[;‘f of the corresponding setting with a static
topology (A1, =1 or A1 = 1), as well as exceeds the optimal sum GDbE %(1 + «) for the equivalent delayed-CSIT
setting over a topology\; 1 = s« = 1/2) that lacks the alternating and spatial-diversity elemémas we find in the first
topology 1,0 = Aa,1 = 1/2).

A similar observation to that of the above proposition, isive below, now for the feedback mechanismay = Ay p =
1/2.
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Fig. 4. Sum GDoF performance for the naively modified Mad@déirand Tse scheme (MAT), the single user case (SU), and theldgical signal management
scheme (TSM 1), all for the settinglf;aD = 1. Additionally the plot (TSM 2) describes the optimal sum GDior the fluctuating topology setting where

1, 1
A% = AR = 1/2.

Proposition 2: For the two-user MISO BC withhp y = An,p = 1/2 and topological diversity such thag , = A\o1 = 1/2,

the optimal sum GDoF is
dy =1+ (17)
which can be seen to exceed the optimal sum GD;QI_: 3(14 «) of the same feedback mechanism over the equivalent but
spatially non-diverse topologdy; 1 = Ag,o = 1/2.
Proof: The sum GDoF is optimal as it achieves the general outer bouh&émma 2. The optimal scheme is described

in Section V-B. ]

Regarding this same feedback polity y = Ay, p = 1/2, it is worth noting this policy’s optimality, in the followig broad
context.

Proposition 3: For the two-user MISO BC with any strictly uneven topology, + A,,1 = 1 and a feedback constraint
Ap,n + An,p =1, the optimal sum GDoF is

d2:1+% (18)

and it is achieved by the symmetric feedback poligyy = Ay, p = 1/2.

Proof: The sum GDoF is optimal as it achieves the general outer bouhémma 2. The optimal scheme is described
in Section V-B. ]
Remark 4:This broad applicability of mechanistip, vy = Ay p = 1/2, implies a simpler process of learning the channel
and generating CSIT, which now need not consider the spéoffialogy as long as this is strictly unevek, [ = Ay o = 0).
In essence, what the last two propositions say is that thegmed the CSIT feedback protocol that indicates which user
offers feedback at any given time, does not have to depenthe@kriowledge of the topology, and only needs to know that
Ap,ny = An,p =1/2. Such CSIT feedback design can hence be agreed upon beéoceimunication process.

IV. TOPOLOGICAL SIGNAL MANAGEMENT SCHEMES FOR STATIC TOPOLOGIEAND FOR SYMMETRIC ALTERNATINGCSIT
(PROOF OFTHEOREM 1)

We proceed to derive a broad scheme for the general statitoipy i.e., for the case of; , = 1, which will constructively
support the result in Theorem 1. This will entail achievinB& corner points (see Figure B = (1, aAp), C=(1—a+
alp, «), (0,),(1,0), GDOF corner points

E= (1—a+2ax\D+a)\p, a—a)\D), F= (1—)\D, a/\p—i-(l—i—a)/\p)



for

« «
“T%2a 132" (19)
and point
1+« « a(l+a) a?
G= A
(et 1520 1720 T172a")
for A\p > %, — 555 Ap. Proper time sharing allows for the entire GDoF region in drieen 1.

a) Intuition behind schemestn a nutshell, the schemes will alternate between the axtwhoverloadingand of
multicasting where overloadingrefers to having the transmitter send at a rate that is lattgem what can be supported
by the MISO BC, whilemulticastingrefers to having the transmitter compensating for this sxd®y transmitting additional
information that eventually assists both users in decadiigs interplay will naturally be a function of the topolagguch
overload-multicast strategy was explored in differentiisgs, including in [41] for the heterogeneous parallel raiel with
delayed CSIT. It is worth noting that one of the main diffezes between the new schemes, and the older schemes by Tandon
et al. [15] as well as the schemes from the general CSIT geittifil4] — and by extension, the difference between the new
schemes here and other block-Markov related schemes @Bl]{$ee also [47], [48]) — relates the new schemes’ abitity t
properly capitalize on the inherent weakness of a link ireotd (often optimally) reduce interference in at least omeation.

b) General notation used in schemel describing any scheme, we will generally associate the of symbol
a to denote a private symbol for user 1, while we will associggenbol b to denote a private symbol for user 2, and
symbol ¢ to denote a common symbol meant for both users. We will alsoRI€) 2E|q|> to denote the average power
of some symbolz, and will user(@ to denote the pre-log factor of the number of bjit§? log p — o(log p)] carried by
symbolg. In the interest of brevity, we will on occasion neglect tideligive noise terms, without an effect on the GDoF analysis.

We first describe the encoding, interference quantizatim‘l raapping, and the backward decoding for the scheme Upon
achieving pointds andF' for when\p < 1+2a 1+2a —2%_\p, we will do the same for poin® for the case ohp > 1+2a 1+2a —= _\p
by slightly modifying the scheme such that it uses delayetfG& a lesser fraction of the tlmaD = 15a — 93P < Ab.
Similar modifications will allow for the other corner poifts

The general scheme will consist &f communication blocks, witA’ consecutive channel uses in each block, whEris
finite while L can grow as large as we need it to be. We recall our soft asgumipiat, in everyl’ consecutive channel uses
— without loss of generality, in every time periog= T(¢—1)+1,T({—1)+2,--- ,T¢for ¢ =1,2,3,---, — the fraction of
time associated with CSIT stafé;, I>) converges to the long-term statisti¢, ;,, for any (I1, Iz) € (P, D, N) x (P,D, N).
This is commonly used in the setting of alternating CSIT.

A. Encoding

We now describe the encoding in bloék € [1, L — 1], which takes place over time=T(¢{—1)+1,T({—1)+2,---,TC.
During block/, the transmitter sends

—p 11 b
2 — [“ vera, ] P2t ar + 9P hiby + P2 { }w H (20)

t

whereay, a,,a; ,a, are the private symbols meant for usemi b,,b, for user 2, where; is a common symbol, where the
average power of each of those eight symbol$/is (the effective average power gf p—2a, is p~), wheree denotes a
unit-norm vector orthogonal te, and where

pra )1 if I =P attimet p1a )1 if Iy = P attimet

t - I t - ) (21)
0 else 0 else

p2a )l if I, =D attimet p1a)l if [y =D attimet

t ) t ) (22)
0 else 0 else

where we note that

TY
Z ot Z ¢ = Ap, Z ¢! Z ¢P% = Ap (23)

t T(0—1)+1 t T(—1)+1 t T(—1)+1 t:T(e—1)+1

after recalling the symmetric alternating CSIT assumptamd the assumption that the long term feedback statistfinidg
An.n, (I, I2) € (P,D,N) x (P,D, N), still hold for finite durations.

3Section IV-F introduces a special example of this schemeafspecific setting.



After transmission during each=T'(¢{ — 1) + 1,--- ,t = T¥, the received signals take the form

" ’ b/
yi = hea (Ve +Vp'=a, ) + ¢ /phigi ar + o7 \/phi [ } o0 Vphy {b/t/} e (24)
t
—_——
S1,t
=Vpgt1ct +¢flv gIhlbt +¢tDlv peg; [ //} +¢tD2v pog; [ ] +v g, 1at + v (25)
%,_/

S2.t

whereh,; 2k} [10]", g;1 2 g7 [10]", and where

b, a,
s =00 Vphy M’ 52050 Vo"g M (26)
t

t

denote the interference signals at user 1 and user 2 resggcti

B. Interference quantization and mapping

At the end of block, ¢ € [1, L — 1], the transmittereconstructss; ; and sz ; using delayed CSIT, and theuantizeghese
into 51 ; and s, ; with ¢! log p — o(log p) quantization bits ané??« log p — o(log p) quantization bits, respectively, allowing
for bounded quantization errofs ; £ s1; — 51, and s = so; — 524 becauseE|s; 4|? = ¢Plp andE|sq[? = ¢P?p* (cf.
[49]). The total of

T

> (@' +9¢P%)logp — To(log p) = TAp(1 + a) log p — To(log p) @7
t=T(¢{—1)+1

guantization bits for blocK (cf. (23)) is then mapped into common information symbpig}f:(éﬁfr)l that will be transmitted

in the next block, together withew information bits. In the last block (block), the transmitter simply sends the common
information symbols{c,}% T(L—1)41 carrying a total ofT’'A\p (1 + «) log p information bits to both users, which can be done
in T' channel uses.

C. Backward decoding

We proceed to describe the decoding for each block. The degsthrts from the last block and moves backward. Spedifical
after decoding the common information in the last block,heaser reconstruct$s t};f ; Ll) 2)+1 and {5, t};f é(Ll) 9)+1
(corresponding to the quantized interference of bldck- 1) and uses them to decode |ts private symbols and common
information symbols of blockl. — 1; naturally the common information of block — 1 can accommodate decoding of the
previous block (bIockL 2), and so on. Specifically after decoding the common infoima@ct}'f(%fl in block ¢+1, user 1
reconstructs{sy ¢} .- ST (—1)417 {50} 1¢ 7(t-1)+1 and forms a MIMO observation for block ¢ € [1, L — 1], which takes the

form

Yyre — 81,10 VPhrecre Vvt o‘hTe 1y
S2,T¢ 0
: = : n .
YT(e—1)+1 — S1,7(6—1)+1 VPhr(—1)1116T0-1)41 VP hro1y4, 10;@ 1)+1
S2,T(6—1)+1 0 0
¢¥% PhTTeg%anTf TZ { \/ﬁhTE ] [QTZ] Ut + 81,10
0 24 gTé agy —82.10
+ : + * -
P2 1 ' _
¢T(271)+1 ph}(ffl)+1gT(lfl)+1aT(4*1)+1 #D2 [ \/ﬁh}(f—l)-i—l ] a’/]/’(f—l)+1 UT(e-1)+1 + 81, 7(6-1)+1
0 T(e=1)+ \/PQQTT(g,l)H Ap(e)41 —S2,T(-1)+1
power p©

One can easily show that, with successive decoding on thisi®Jluser 1 canjointly decode the common symbols
{ct}tT:lT(g_l)Jr1 by treating other signals as noise, allowing for decodingtal tof

Ta(l —Ap — Ap)logp+ To(log p) (28)



information bits. After removal of the common symbols frdne treceived signals, the decoder can decode the privateodymb
{ag a3 1y, DY treating other signals as noise, thus allowing for deegdif up to

2Talplog p+ To(log p) (29)

ft;rther information bits. Again, after removal of these $pts, the decoder can now deco{:ta}ffT(gfl)Jrl containing a total
0

TaMplogp + To(log p) (30)

information bits, and finally after removing these last disx symbols, the decoder can dece{dé’}tTfT(é_l)+1 containing

a total of
T(1—a)logp+ To(logp) (31)

information bits. Once the common information symb@d@}ij(FI)Jrl (with a total of T'a(1 — Ap — Ap) log p + T'o(log p)
information bits) are decoded at user 1, th&p (1 + «)log p — To(log p) (cf. (27)) side-information bits of these common
symbols, can be used to recover the quantized interfer{aﬂc;,g%tT:(fT_(l)72)Jrl and {Egyt}tT:“T_(llZQ 4, Of block £ —1, which in
turn allows for completing decoding of blogk— 1. Backward decoding naturally stops at bfock 1.

Similarly, user 2 reconstruct§si «}{ ‘s, ), and {52:}{‘;, ,),, with the knowledge of common information
{ct}T““) and forms a MIMO observation for blodk ¢ € [1, L — 1], which takes the form

t=Te+1
- 1L
210 — S2,1¢ VpPYgrecre ¢;l} V po‘g}gthng
S1,1¢ 0 0
= E + .
_ 1L
2T(6—1)+1 — 52, 7(4—1)+1 VP9T(0—1)+1,1CT(0—1)+1 ¢;(1g,1)+1\/pag}(g,1)+1hT(Efl)Jrle(Efl)Jrl
S1,T(e—1)+1 0
%1 {\/ /)O‘QTEM] [b;e} vre + 82,170 + 1/ pogTE,la,j,‘,g
Vohry | by, —S1re
+ ; + -
D1 [\/pag}(g_1)+1:| A (e1)41 vr(en+ + Sz + VA 9T +110 1) 4
_ T 2 ~
T(¢—1)+1 \/ﬁhT(f—l)-ﬁ—l aT(€—1)+l —S1,T(6-1)+1
power p©

from which one can easily show that — again by using succesidcoding — the common symboﬂet}f:éT(gfl)Jrl can be
jointly decoded with a total of

Ta(l — Ap — Ap)logp + To(log p) (32)
information bits, while the private symbols,, b, }7“,,_,),, can be decoded with a total of
T(14 a)Aplogp+ To(log p) (33)
information bits, whereas the private symb(@lz;}'ij(é_l)+1 can be decoded with a total of
TaAplog p + To(log p) (34)
information bits. As with the first user case, once the comnmbormation symbols{ct};f:éT(gfl)Jrl are decoded by user 2,

the side information bits can be used to recover the quahiizierference of block — 1, which allows for completion of
decoding for block’/ — 1. This continues until we reach block 1.

D. Achieving the GDoF corner points

We proceed to calculate the GDoF performance of the desigdeeime. We here consider a lathein order to be able to
neglect the necessary inefficiency of the last block.



1) Achieving GDoF pointdZ and F* for the case of\p < %, — 75, Ap: In calculating the total number afiformation
bits, we start by recalling that the common symb{)elg}t:T(L,_l)H of block ¢, ¢ € [1,L — 1], carry a total ofT’a(1 — Ap —
Ap)log p+To(log p) bits (cf. (28), (32)), out of WhiCI'Tx\Dgl-l-oz) log p—To(log p) bits (cf. (27)) are used as side information

to convey the information of quantized interferenag, t}t T(E) 2)+1 and{gg,t}tT:“T’(jZQ)+1 of block ¢ — 1. This leaves

Acom=Ta(l — Ap — Ap)logp — TAp(1 + a)log p + To(log p) = T (a(1 — Ap) — Ap(1 + 2a)) log p + To(log p)  (35)

remaining information bits in these common symbols (thisber is non-negative whehp < %- — 75 Ap (cf. (19))).
Assigning all Ao, information bits to user 1, achieves the GDoF pdinti.e., allows for
di = dagm +20Ap 4+ adp + (1 —a) = (a(1 = Ap) = Ap(1 +2a)) +2aAp +adp+ (1 —a) =1—Ap
N =\ = N—_——
cf. (35) cf (29) cf. (30)  cf. (31)
dy=(1+a)dp+ arp
—_—— =
cf. (33) cf. (34)
whereda,,, = lim, 10°°m (cf. (35)). On the other hand, assigning all theésg, information bits to user 2, allows for GDoF
point F, i.e., allows for
dv =2aAp+ arp + (1 — a)
—— O~ N —
cf. (29) cf (30)  cf. (31)
do = dAcom + (1 + CY)/\D + alp = (Oé(l - /\p) - /\D(l + 204)) + (1 + Oé))\D + alp = a — alp.
N~ ——— =
cf. (35) cf. (33) cf. (34)

2) Achieving GDoF poin(i for the case of\p > -%; — 175, Ap: To achieve GDoF pointz associated to the case
whereAp > 5= — %5, Ap, we simply apply the proposed scheme, except that now,adsté using delayed CSIT for the
allowable Ap fraction of the time (fraction of the block), we only use dedd CSIT for/\D fraction of the time, where

N « «
AP T30 T T2t
Simple calculations show that this allows for a totalSfom = T'(a(1 — Ap) — /\'D(l + 2a)) log p 4 To(log p) = To(log p)
information bits (cf. (35)), and for the GDoF poifit corresponding to

o o 1+« o
_@ e ) Ap+(1—a)= 2
120 12 BTt t-a)= oot e

dy = 2@/\/[) + adp + (1 — a) =2«
—_—— O~
cf. (29) cf. (30)  cf. (31)
a(l +a) a?
14 2« 14 2«

1+2a 142«

dy = (14+ a)Ap + arp = (1+a)( Ap) + adp = Ap.
—_— =
cf. (33) cf. (34)

3) Achieving GDoF point$3, C, (0,«) and(1,0): It is easy to show that the two GDoF points «) and(1,0) are easily
achievable with simple time division between the two usés. achieving GDoF poinC = (1 — a + aAp, «), we repeat
the same relegation ofp as before, except that now thls, is relegated all the way down tb, = 0, which simply means
that we disregard entirely delayed CSIT. Proceeding asalallocatingAcom information bits to user 2 gives GDoF point
C, corresponding to

di =20\ + adp + (1 —a) =arp + (1 — a)
N——" S~~~ N—_——
cf. (29) cf. (30)  cf. (31)
dy = dpgem + (1 +)Ap + adp = (a1l — Ap) — Ap(1+2a)) + (1 +a)A\p +arp = a
N ——— =
cf. (35) cf. (33) cf. (34)

while allocating theA.om information bits to user 1, gives GDoF poiit, corresponding to
dy = dag,, + 20\, + adp + (1 —a) = ((1 = Ap) — Ap(1+ 20)) +adp+(1—a)=1
N N N~ N—_——
cf. 85) cf. (29) cf. (30)  cf. (31)
dy = (1+a)Ap + arp = (1+ Q)X + adp = adp.
—_— =
cf. (33) cf. (34)

Having completed the description of the general TSM desigg proceed to provide two illustrative examples, where the
general scheme described above, is distilled down to spécfftances. In the first example, the overloading and nagticg



t=1 t=2 t=3 t=4
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T ¢ ¢ c
Ly(al, az) +Ly (bl, bz) 2 3 4
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user 1 received signal power level

A

0 L.(a1,a2) +L:(by,b2) Co C3 C4

v

user 2 received signal power level

Fig. 5. lllustration of received power level for the propdseheme, on the setting with delayed CSIT and one topaladgy, = 1 andAp p =1, a = 1/2),
where L, (o) and L (e) denote the linear function of the argument at user 1 and userspectively.

phases are operated in a consecutive manner, and the aiteme has a finite and small duration. In the second example
— where CSIT has a periodic structure — the two phases ardéyjgierformed in the same communication block, and this
block is repeated many times, in a block Markov manner wheeentulticasting phase in one block is designed to aid for the
overloading phase from the previous block. This sequenitewie closely from the scheme in [14] that considered a simil
setting without though any topology considerations= 1).

E. lllustrative Example: Fixed topology, delayed C$W , =1, a=1/2andAp p =1)

For the setting with constantly available delayed CS\p (> = 1), and a specific static topology . = 1 with o = 1/2, the
schemeoverloadsfor one channel use, andulticastsin three other channel uses, to achieve GDéf= fj—;; =3/4, do =
a(l+a) _ 3/8)

1+2c
1) Overloading phaseDuring the overloading phase, taking placet at 1, the transmitter sends (as illustrated in Fig. 5)

o= o) )

wherea; anday are the private symbols for user 1, whékgb, are the private symbols for user 2, and where the power of
each symbol id /4. The received signals then take the form

b b
v = Vphi {Zj GE [bj ta B =Vetel {bj G [Zj o (39)
———
S1 S2

wheres; £, /ph] [b1 bg]T and s; £ /p%g] (a1 ag]T correspond to the interference signals at user 1 and usesp2atively.
Note that for user 1, knowing; allows for removal of interference fromy, while knowings, allows for an extra observation
that can assist in decoding andas. Similarly user 2 can use possible knowledgespfand s, towards decoding; andbs.
This knowledge will be provided in the next phase, where thasmitter will multicast the information about and s, to
both users.

2) Multicasting phase:After time ¢ = 1, and after having access to delayed CSIT of changgland ko, the transmitter
reconstructss; and s,, and thenquantizesthem into 5; and 5, with approximatelylog p quantization bit$ and a/log p
quantization bits respectively, allowing for bounded dization errorss; 2 s; — 5, and 3, 2 sy — 3, sinceE|s;|?> = p and
E|sa|? = p* (cf. [49]). All (1 + «)logp quantization bits are then mapped into the common infonasymbolscs, c3, c4
that will be transmitted to both users in this multicastirttape, during = 2, 3, 4. Specifically, at each time = 2, 3,4, the

transmitter sends
_ {Ct + v Po‘at+2]
0

4The use of the term ‘approximately’, refers to the fact that ave usindog p — o(log p) (rather thanlog p) quantization bits.



wherea, 1 is the private symbol for user 1, and where the average pofneaahc, anda; is 1/2, i.e., the effective average
power of \/p~%as42 iS p~®. Then theprocessedeceived signals during= 2, 3,4, are of the form

ye/hen = /per + /Pl %o + /By zt/ge1 = Vprer + V pParra + v /gra (37)

whereh, 1 £ h; [1 O]T, g12g7 1 O}T. One can see that both users can decode the common symiith « log p information
bits, and additionally that user 1 can decode the privatebsym, > with approximately(l — «) log p information bits, for
eacht = 2,3, 4.

After decoding the common information symbaels cs, c4, corresponding to a total dfalog p = %logp bits, both users
can reconstruct; and s, — represented by a total dfi + «)logp = %logp information bits — in order to decode the
private symbols:y, as at user 1 and,, b, at user 2. Specifically user 1 and user 2 each form thei2 MIMO observations,
respectively taking the form

yi—s1| _ [ Vphi | [a n w1451 Y2 — 52| _ [Vpog1] |D1 +22+§2
So \/po‘g{ a2 —52 ’ S1 \/ﬁh-lr b2 —§1 )
—— N——
power p9 power p9
One can easily show that the private symholsa, can be decoded by user 1 with a total of approximateh o) log p bits,
while the private symbol$;, b, can be decoded by user 2 with a total of approximatély «) log p bits. Finally a simple
calculation can show that the GDgR; = 230=0) _ 3" g, — Ita _ 3) js achievable.
Remark 5:Note that in this scheme, during the four channel uses, wg wsg delayed CSIT oh; andg,, i.e., only for
the first channels, which implies that the scheme and reslithsld when (I, I;) = (D, D), (N, N), (N, N), (N, N).
S—— Y Y~ Y~

t=1 t=2 t=3 t=4

F. lllustrative Example: Fixed topology, partially availee and periodic delayed CSIT

We now consider a specific static topolo@y, . = 1, « = 1/2) and delayed CSIT that iperiodic, but only partially
available Specifically we consider a setting where

(117]2):(DvN)v(NvD)a(NaN)v(NvN)v (D,N),(N,D),(N,N),(N,N), (D,N),(N,D),(N,N),(N,N),
t=1 t=2 t=3 t=4 t=>5 t=6 t= = = = = =

corresponding to havingp x = An,p = %/\N_,N = 1/4. This scheme consists @&f communication blocks, where each black
(¢ =1,2,---,L) has duration off channel uses = 4¢ — 3,4¢ — 2,4¢ — 1,4¢. In the end, the scheme will achieve GDoF
(dh = 55 = 3/4, do = %) = 3/9).

1) Encoding: We proceed to describe the encoding during each bloéke [1, L — 1]. The last block will be omitted
without a GDoF effect, given that will be chosen to be large.

In the first channel use of block(t = 4¢ — 3) we have([, Is) = (D, N), and the transmitter sends

= [ty pﬂ“‘“*] + {bf*”] (38)
0

Lye—-3 =
40—3

whereay,_3 is the private symbol for user L, ,_3 is a common symbol for both users, whebn@_3,b;é_3 are the private
symbols meant for user’2and where the power of each of these four symbols/is The corresponding received signals
take the form

bye—
Yae—3 = har_31(\/pcar—3 + /p=%ase—3) + /phyy_3 [bfw 3} +ua0-3 (39)
40-3
—_——
S1,¢

byo—
Za0—3 =/ P¥gar—31¢40-3 + /PGy 3 [béf 3] + Vpgar—31040—3 + Var—3 (40)

40-3

wheres; = NGO [b4g_3 b;€_3r corresponds to the interference signal at user 1.
In the second channel use of bloéKt = 4¢ — 2), we have(Iy, Iz) = (N, D), and the transmitter sends

Tag—r = {Cuz + \/OPC‘WQ} + {agm] (42)

Ayp—2

5These symbols can be considered as ‘overloaded’, in thes ¢bas user 2 would not have been able to decode them, eveerd thas no interference.



where ay_s,ay, ,,a,, , are the private symbols meant for user 1 (new_»,a,, ,,a,, , are the overloaded symbols),
wherecy,—o is @ common symbol, and where the power of each symbbf4s The received signals then take the form

a/
Yar—2 = hao—21(\/peas—2 + V/ p' = as—2) + /phyy_s [a#ﬂ} + Ugr—2 (42)
40—2
=/ Vgl Qgp—2 /0 43
Z40—2 PYGar—21Ca0—2 + VPG yo_o o +vVPPg9a0—2,1040—2 + Vap_2, (43)
40—2

52,0

wheress o £ /p%gl,_, [a;,z_g a;/g_z]T corresponds to the interference signal at user 2.
In the last two channel uses of bloét = 4¢ — 1, 4¢), we have(I;, Is) = (N, N), and the transmitter sends

2 — { + VOP_] (44)

where again; is the private symbol for user &; is a common symbol, and where both symbols have pdyer This results
in received signals of the following form

Yr = /pheice + v/ pl%h1as + +ue (45)
2t =\ pge1ce + VP9 1ar + vy (46)

2) Interference quantization and mappingt the end of each block, ¢ € [1, L — 1], the transmittereconstructss; , and
s9.¢ using delayed CSIT, anduantizesthese intos; , and 52 ¢ using respectiveljog p and alog p quantization bits, thus
allowing for bounded quantization errogs ;= s;  — 510 and 3z ¢ = sa 4 — 32,0 SINCEE|s1 4|2 = p andE|sz ¢|> = p®. The
total of (1 +«)logp = %logp guantization bits is then mapped into the common symbal ffjgi)l that will be transmitted
to both users in the next block. Note that in the last block -ecklL, again of length 4 — the transmitter simply sends to
both users the common information symb@is}/Z,, _, containing a total of log p bits.

3) Backward decodingAs with all other schemes here, decoding starts from théblask and moves backward. Specifically
after decoding the common symbols of the last block, each emonstructss; ;_; and sy ;_;, recovers the quantized
interference of blockl — 1, and uses this to decode its private and common symbols ek hblo— 1. This last common
information of blockZ — 1, can now be used for decoding of bloék— 2, and so on. In general, after decoding the common

information {ct}f(fgfl of block ¢ + 1, user 1 reconstructs; , and sz ¢, to form a MIMO observation

Yar—3 — 51, V/Phae—31C100-3 VP a3 10403 0 Uge—3 + 81,0
Yao—2 V/Phae—21C10-2 VPV Yhag—2 10402 [ VPhy o ] |:a:152:| Ugp—2
52,0 = 0 + 0 + | [VPoghea] lay, o] | + —3Sa.0
Yae—1 VPhae—1,1C10-1 VPl %hap1 10401 0 Ugp—1
Yar V/Phae,1ca0 VP g 1age 0 Uge
power p©

In a similar manner to the previous schemes, one can showstltaessive decoding on the above MIMO setting, allows
user 1 tojointly decode the common symbols; }+£,, , by treating the other signals as noise, decoding a totandbg p
information bits. After removing the common symbols, therusan decode the private symb01,§_2 andai;,v,_2 by treating the
other signals as noise, thus decoding a totd@l@fog p information bits. Similarly, after removing these last dded symbols,
user 1 can decode the private symbgis};2,, . carrying a total of4(1 — «)log p information bits. Furthermore, having
already decoded the common information in symbglg}{‘,, ., user 1 can — as we have seen for bldck— complete
decoding for the previous block (blogk— 1). Such backward decoding stops at block 1. A similar prooedsifollowed for
user 2. Consequently, for large the achievable GDoF can easily be calculated to be

204+4(1—-a) 3 1+a 3

2 dy

d — .
! 4 4’ 4 8

G. Example: Naive topological modifications to the origifdAT schemeXp p = 1) for the settingh; , =1

The following — which is meant to accentuate the need for erdfSM design — describes a naive variant of the original
MAT scheme, which fails to properly account for topology ahds under-performs compared to the corresponding TSM in
the same\; , = 1, Ap,p = 1 setting.

We recall that the original MAT scheme in [9] consists of thphases, each of duration one. At time 1, 2, the transmitter

sends .
_ |41 _ |
=] =[]



t=3

- |:Lz(a17a2) 3‘ Ly (b1, b2)

1,02)

%bH

user 1 received signal power level

user 2 received signal power level

Fig. 6. lllustration of the received power level for the rejwmodified MAT scheme in the static topology settiAg,. = 1.

whereay, as are for user 1)1, by for user 2, and where the received signals, in their noisdiasn, are now (in the current,
topologically sensitive setting)

y1 = v/ph] {Zj 21 = /pog] [Zj £ Vp°L.(ay,az) (47)
Y2 = \/ﬁh; |:2;:| é \/ﬁLy(bl, b2) zZ9 = \/[Fgg |:2;:| . (48)

At time ¢ = 3, the transmitter knowg, and h, by using delayed CSIT, reconstrudis (a1, az), Ly (b1, b2) (cf. (47), (48)),
and sends

- |:Lz(a1, az) + Ly(bl, bz):|
3 = 0 .

The normalized/processed received signals, in their lesisdorm, are

y3/hs1 = /pL.(a1,a2) + /pLy(b1,b2) (49)
23/931 = V/p*Lz(a1,az2) + /p*Ly (b1, ba). (50)

At this point, we recall from [9] that user 1 combines the abaith vy, y2, y3, to design a MIMO system

[93/ hos - yz} =P {Zi] [Zj * [ug T — uz] (51)

and to MIMO decode:, a2, which carry a total of2log p + o(log p)] bits. Similarly, user 2 is presented with another MIMO
system

[23/93? - z1] =V [iﬂ [2;} * [Ug/g;f - vl] (52)

over a weaker link, from which it can MIMO decodg, b2, which though now carry a total &folog p + o(log p) bits. As a
result, the original MAT scheme achieves a sum GRigk= M

V. SUM-GDOF OPTIMAL TOPOLOGICAL SIGNAL MANAGEMENT SCHEMES FOR THE FLUCUATING TOPOLOGY SETTING

We proceed to build on the topological signal managemergraels in Section 1V and to design schemes for the alternating
topology settings in Section IlI-C. These schemes will bmsBDoF optimal.



TABLE |
SUMMARY OF SCHEMES

Scheme# | Section# CSIT, topology achievedds~ | for Proposition#
1 V-A AM,a = Aa,1 = 1/2 1+ 3 Proposition 1
Ap,p=1 optimal
2 V-B any Ao +Aq,1 =1 14 % Propositions 2, 3
ApN =AN,p =1/2 optimal
t=1 t=2 t=3

b - /2
r] = |:Z;:| o = |:b;:| T3 = |:(’+ll50p :|

po‘ Ly (b1,b2)

v

user 1 received signal power level

.

-
@)

user 2 received signal power level

Fig. 7. Received signal power level illustration for the TSkheme, for the setting whebeB“D = A%’lD =1/2.

A. TSM scheme fakj;%, = A%, = 1/2, achieving the optimal sum GDofy- = (1 + a/3)

The scheme can be described as having three channeltuses, 2, 3. We will first, without loss of generality, describe
the scheme for the setting where, foe= 1,3, the feedback-and-topology state (&, I, A1, A2) = (D, D,1,«), and for
t = 2 the state iq Iy, I, A1, A2) = (D, D, a, 1). The scheme can be slightly modified for the case wiiérels, A;, As) =
(D,D,1,a),(D,D,,1),(D,D,a,1). In both cases, the scheme can achieve the optimal sum @poF (1 + «/3). By

t=1 t=2 t=3
averaging over the two schemes, we can get the optimal sunF@po= (1 + «/3) with A}D’?‘D = /\%’)1[) =1/2.
1) Phase 1:At t =1 ((I1, 12, A1, A2) = (D, D, 1,a), link 1 is strong the transmitter sends (see Figure 7)

o= |2 59
wherea; andas are unit-power symbols meant for user 1, with
rla) =1, ple2) = o (54)
resulting in received signals of the form
y1 = /b {Zj T (55)
———
14
z1 = ,/pag{ |:Z;:| —+v1 (56)
————
e

where we note that the unintended interfering signal isnatited due to the weak link.



2) Phase 2:Attime ¢t =2 ((I1, 12, A1, A2) = (D, D, «, 1), link 1 is weak the transmitter sends

b
o= 1] )
whereby, by are unit-power symbols meant for user 2, with
r) =1, pl2) = ¢ (58)
resulting in received signals of the form
b
= vy [t s (59
N————
P
T by
2 = Vol || 4o (60)
———

p

where again the unintended interfering signal is attertletee to the weak link.
3) Phase 3:At this point the transmitter - using delayed CSIT - knayysandh,. It then proceeds to reconstruet — v;)
and(y2 — us2), and to quantize the sum

vE(z —v1) + (y2 — u2) (61)

using alog p + o(log p) quantization bits, in order to get the quantized versioGiven the number of quantization bits, and
given thatE|¢|> = p*, the quantization error
Il=1—1

is bounded and does not scale wijth{cf. [49]). The above quantized information is then mapp#d &acommonsymbolc.
At time ¢ = 3, with state(I4, I, A1, As) = (D, D, 1, «) (link 2 is weak), the transmitter sends

—a/2
Tr3 = |:C + agbp :| (62)

wherec is the aforementioned common symbol meant for both usersravhy is a symbol meant for user 1, where
pl) =1, r@ = q

pls) =1, plas) =1 _ g (63)
and where the (normalized) received signals (in their nesseform) are

y3/h3,1 = /pc+/pl~as3 (64)

z3/g31 = V/pc+ \/plas. (65)

Now we see from (64),(65) that can be decoded by both users. Similarly we can readily s¢ezthean be decoded by
user 1.

At this point, knowinge, allows both users to recover(cf. (61)), and to then decode the private symbols. Spetifica
user 1 obtains a MIMO observation

(7 VPhi | [a1 (1
_ = - 66
2l ] ] - 0
which allows for decoding ofi;, a; at the declared rates (cf. (54)). Similarly, user 2 obtaimstlaer MIMO observation
2o | _ | /P93 | |01 V2
b= L] ]+ [ o

and can decodg,, b, at the declared rates (cf. (58)). Summing up the informabits concludes that the scheme achieves the
optimal sum GDoFdy~ = Hretltatlizo) _ 4 e (a0 see Figure 7).

Remark 6:As stated above, whefiy, I, A1, As) = (D, D, 1,«),(D,D,a,1),(D,D,a,1) for t = 1,2, 3 respectively, we
can slightly modify the scheme such thattat 3, instead of sending the private symbug) for the first user (see (62)), to
instead send a private symhgl for the second user (i.e., again to the stronger user). Wnifpthe same steps, one can easily
show that the sum GDol#y~ = 1+ «/3 is again achievable.

Remark 7:It is interesting to note that the proposed scheme needyetel@SIT for only a fraction of the channels (the
channels with weak channel gain in phase 1 and phase 2), asdsgnce only neews}\’,f”D = /\%’,11\7 = /\}\’,f’N = 1/3, or
AN'p = Aplv = ANy = 1/3, 0r Ay, = ABly = 2Ay% = 2A\%y = 1/3, to achieve the same optimal sum GDoF.



Tr = hllll + h%bl T = goa1 +g§a2
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user 1 received signal power level
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user 2 received signal power level
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Fig. 8. lllustration of TSM coding and of received signal movievels, for)\};‘}\, = )\}\}“P =1/2.

B. TSM schemes foxp vy = Ay, p = 1/2 and for any\;  + Aa,1 = 1; achieving the optimal sum GDoF+ &

We will now show that the optimal sum GDofl + §) is achievable for any topolog¥; » + Aa,1 = 1 USINgAp N =

An,p = 1/2 and a sequence of TSM schemes proposed for the differeirigsetif
1, 1, . a,l o, . lL,a _ ya,1 . a,l _ 1o
ApN =ANp =1/2 Mgy = AN p = 1/2; ApN =ANp =1/2; Apy =ANp = 1/2

respectively. Each scheme achieves the optimal sum GeF $), and each scheme is designed to have only two channel
uses, during which the two users take turn to feed back cu@8&tT (only one user feeds back at a time). The general result
is proven by properly concatenating the proposed schemdbdadifferent cases.

1) TSM scheme fop\}’f]‘v = /\}\’,’ap = 1/2 : Without loss of generality, we focus on the specific sub-cedere
(Il,IQ,Al,AQ) = (P, N, 1,0&) fort =1, and([l,IQ,Al,AQ) = (N, 1:)7 1,0&) for t = 2.

At ¢ = 1 the transmitter knowg (current CSIT), and sends (see Figure 8)

@, = hiay + hib (68)
wherea; andb; are intended for user 1 and user 2 respectively, and where

pla) =1 pla) =1

Pl =1, pb) — ¢ (69)
Then the received signals (in their noiseless form) are
Yy = ﬁh{hlal (70)
———
P
21 = VpPgihiay + v/pogihi b . (71)
pe pe
At t =2 ((I1, 2, A1, A3) = (N, P, 1,«)), the transmitter knowg,, (current CSIT) and sends
T2 = g,a1 + gy az (72)

wherea, is intended for user 1, and where
Pla2) =1 pla2) =1, (73)



x1 = hia1 ++/p~*hiaz + hllbl T1 = goa1 + gaaz + VP *gaba

p 1

Tpl_u ay ag p°
' - v v

user 1 received signal power level

e

0
a1 | by | b |t
\ J

user 2 received signal power level

]

o

t=1, (P,N,1,a) t=2, (N,Pa,l)
—y 7
a1 ++/p~%az i a1y/p + /pi a2 as /o7 ary/p® + az\/p®
by PUN ar/p® + biy/p® ay + bav/p~® VP ar\/p+bay/pt=e

Fig. 9. lllustration of coding and received signal powerelevfor)\}g’"]‘\, = A‘]i;lp =1/2.

Then the received signals (in their noiseless form) are Bawe

Y2 = /phig,ar +/phigy as (74)
P P
z2 = \/p*g39201 - (75)
N————

p

At this point, we can see that user 1 can MIMO decaggai> based on (70), (74), while user 2 can recokeby employing

interference cancelation based on (71), (75). This givasna BoF of 1 + «/2.
t=1 t=2

Remark 8:We can now readily see that for the setting whéfg I, A1, A2) = (N, P, 1,a),(P,N,1,«), we can easily
modify the above scheme to achieve the same performantdgyjusordering the transmissions such tikat= g,a; + g1 as
and.’BQ = hsai + hé_bl

Similarly when)\%:}v = )\j'(;}P = 1/2, we can take the above scheme (of Section V-B1), and simpdydhange the roles of
the users, to again achieve the optimal sum GDoFa/2.

2) TSM scheme fohpy = A\x'» = 1/2 : We focus on the case where we first hdVe, I, A1, A2) = (P, N,1,a) (at
t = 1), followed by (I1, I, A1, A3) = (N, P,a, 1) (t = 2).

At ¢t = 1, the transmitter knowé, and sends (see Figure 9)

x1 = hiay + /p~“hias + hib (76)
whereay, ay are the unit-power symbols intended for useb4ljs the unit-power symbol intended for user 2, where
fr‘(al) = q, T(a2) = 1 -, ’f'(bl) = (77)

and where the received signals, in their noiseless form, are

Yy = \/ﬁh{hlal + 1/ plfah{hlag (78)
p pt—e
21 = Vpogihiar + v/ p°glhiaz + /pPglhi b . (79)

pe po pe



At t =2 ((I, Iz, A1, Az) = (N, P,a, 1)) the transmitter knowg,, (user 1 is weak), and sends

Ty = gya1 + gy az + \/ pgsbo (80)
whereas, bo are the unit-power symbols intended for user 1 and user Z2ctsply, where
rlas) — a, r2) =1 —q (81)

and where the received signals, in their noiseless form, are

Y2 = V/p*hig,a1 + /p*hlgy as + \/pPhigy b (82)
22 = \/pg392a1 + \/ p'T¥g5gsb2 . (83)
—— —1,_/
P prm

At this point, it is easy to see that user 1 can recamens, az by MIMO decoding based on (78) and (82), while user 2 can
recoverby, b, by employing interference cancelation based on (79) ang(é&@ also Figure 9). This provides iy = 14-a/2.

a) Modifying the scheme for the setting whéfe, I, A1, As) is (N, P,a,1) or (P,N,1,«): Similarly for the setting
where (I, Iz, A1, As) is (N, P,a, 1) or (P, N, 1, a), we can modify the previous scheme — to achieve the same alpsinm
DoF — by interchanging the transmissions of the first and séahannel uses, i.e., of= 1, 2.

b) Modifying the scheme for the setting whevg ), = A% = 1/2: Furthermore when\%y = Ay = 1/2, we can
simply interchange the roles of users in the previous schémnagain achieve the same optimal sum GDoF.

c) Spanning the entire setting;  + A\a,1 = 1, Apny = An,p: Finally, by usingApny = An.p and by properly
concatenating the above scheme variants, gives the oppientdrmancels~ = 1+ «/2, for the entire rangé\; o + A\o,1 = 1.

VI. CONCLUSIONS

The work explored the interplay between topology, feedtzauk performance, for the specific setting of the two-userMIS
broadcast channel. Adopting a generalized degrees ofdnedthmework, and addressing feedback and topology joitiky
work revealed new aspects on encoding design that accoontsgology and feedback, as well as new aspects on how to
handle and even exploit topologically diverse settings netibe topology varies across users and across time.

In addition to the bounds and encoding schemes, the worksoifisight on how to feedback — and naturally how to learn
— the channel in the presence of uneven and possibly flunuédpologies. This insight came in the form of simple feetba
mechanisms that achieve optimality.

VII. APPENDIX- PROOF OF GENERAL OUTER BOUNOLEMMA 2)

We here provide the proof of the general outer bound in LemmaeRWW,, W, respectively denote the messages of user 1
and user 2, letR;, R, denote the two users’ rates, and Rt denote all channel states that appear in the BC. Let the
communication duration be channel uses, where is large. We use

Yt 1, = {Ythes 2f o, =1z Vtihp=1,10 = I

to denote the accumulated set of received signals at used Lis@T 2 respectively, accumulated throughout the time wien
CSIT state was some fixell, I>. As a result, the entirety of the received signals, at eaeh, iss the following union of the
above sets

n _ n n _ n
vy = U Y12 2= “Ih,0a
11712 117[2



A. Proof of bound9) and bound(10)
Towards proving the bound in (9), we note that

nRy — ne,

= H(W1) — ne,,

= HW1|Q") — ne,

= I(Wy;y" Q") + HWhy", Q") —ne,

<nep
< I(Wasy™ Q") (84)
= h(y"[Q") — h(y"|W1,Q")
< n( 3 AlAAl,A2) log p + no(log p) — h(y"|W1, Q") (85)
V(41 42) >no(log p)
< n( Z Al/\A],AZ) log p + no(log p) — no(log p) (86)
V(A1,A2)

where (84) results from Fano’s inequality which bourfdsiV,|y™, ™), where (85) follows from the fact that(y"|Q2") =
Sy h(yely' ™) < 37 maxga(wy<i log(l + pArhiWhy) = Y0 (Au log p + o(log p)), that Gaussian input maxi-
mizes the differential entropy, and that® E[x; "], where (86) is from the fact thaty™|W1, Q") > h(y™|Wy, Q" {x:}7 ) =
h({ut}?zl) = no(log p) and that conditioning reduces differential entropy. Hindividing (86) by log p and letingp — oo,
provides for the bound in (9). Similarly, exchanging theesobf user 1 and user 2, proves (10).

B. Proof of bound11) and bound(12)

Towards proving (11), we first enhance the BC by offering usecomplete knowledge of™ and of W;. Having now
constructed a degraded BC, we proceed to remove all delagstbéck. This removal, which is equivalent to substitutineg
CSIT statel;, = D with I, = N, does not affect capacity, as one can deduce from the work(h [

We then proceed to construct a degraded compound BC by addimaglditional user, denoted as useseeking to receive
the same desired messaldg as user 1. The received signal of usetakes the form

~n __ n n n ~T ~MN ~MN ~T ~MN ~Nn
Yy = (yP,vaP,DvyP,vaD,PayN,PayD,DvyD,NayN,DvyN,N)

where specifically whed; = P (i.e., whenever the first user sends perfect CSIT) then tbeiveed signal of uset is identical
to that of user 1, else wheR # P, the received signal of usdris only assumed to bilentically distributedto the signal
y; of user 1. We also assume that throughout the communicatioreps, usefl and user 1 experience the same channel
gain exponent, , for all ¢ (cf. (3)). We further enhance by assuming tij&tis known to user 2. We note that, since user 1
and userl have the same decodability, the capacity of this degradethoand BC cannot be worse than that of the original
degraded BC.

As a next step, we introduce the auxiliary random variahleand defines?l,l2 = {st}t.r,,=1,1..,—1,- At this point we
enhance the degraded compound BC, by giving user 2 compheisl&dge of

n b n n n n n n
50 —{SD,Pa SN,PsSD,NySN,D»SD,D> SN,N}

where, as described below in (87s? p, s} p,$h s SN .p»SH.p» Sk v} IS the collection of auxiliary random variables
st, t: 11+ # P accumulated whenever there is no CSIT on chahneif user 1 and no CSIT on channfe] of useri, where
specifically

-1 —1

M h-tr h;sr:| |:yt:| A2)t |:h-tr:| |:O:| |: O :| A2)t7A1’t |:h;r:| |:h-tr:| |:Ut:|
p - T = p2 + + + 2 - - 87
g [91] {hz Yt p gi ot Ut —Ut P gi h: Uy (87)

8 'L

. - . 0 A2t —A1e h: h;r ! Uyt
i.e., where specifically; is the second element of the vect r +p 2 ar| |A" il and where we have set
—U t t t

h. to be independently and identically distributed#g, and i, to be independently and identically distributed:itp What
the above means is that has average power

E|St|2 - p(Az,t—Al,t)+



as well as that knowledge dfs;, y:, 9¢, 2™}, implies the knowledge of;, again whenevef;, # P.
At this point we can see that

nR1 — ney,
< I(Wi; 9" Q") (88)
= h(y"|Q") — h(y" W1, Q") (89)

where (88) results from Fano’s inequality which bourdd&iVy [y", ©2").
Similarly, for virtual userl, we have

nRy — ney, < h(g"|Q") — R(§"|W7, Q). (90)
As a result, adding (89) and (90) gives

2nRi — 2ne,
< h(y"[Q") + h(g"Q") = h(y" W1, Q") — h(g" W1, Q")
< h(y" Q) + R(g"Q") — h(y", §" W1, Q) (91)

where (91) uses a basic entropy inequality.
Now recalling that user 2 has knowledge {d¥7, =™, y™, 4", s }, gives

nRy — ney,
= H(W3) — ne,
= H(W1|Q") — ne,,
< I(Woy; Wy, 2™, y™, 4", sg|Q") (92)
= I(Was 2", y™, g%, sg|[Wh, Q") + I(Wa; W1 Q") (93)
_;,0_/
=I(Wa;2p ps 2pps 2N Y U, so W1, Q")
+ I(Was 2 py 2N, ps 2D N+ 2N, D0 20,05 2N N 2P ps 28,05 2B, 80 Y™ 075 56, Wi, Q) (94)
=0
=1(Wa;2pp,2p s 2B.n Y 0 56 W1, Q%) (95)
=h(zpp, 2B, 2p N Y 0", 56 |W1, Q") = M(zp p, 2B p, 2P no Y™ 57 56 IW, W2, Q") (96)
—noflog p)
= h(zlg,Pv Zlg,Da Zzg,vana g", s |W1, Q") — no(log p) (97)
= h(y", " W1, Q") + h(sgly"™, 5" W1, Q") + h(28 p, 2P p. 2B N Y™ 5" 56, W1, Q") —no(log p) (98)
<h(s%) Sh(z} p2P pr2p N)

< h(y", " Wi, Q) + h(sg) + h(zp, p, 2B p, 2B, v) — no(log p), (99)

where (92) comes from Fano’s inequality, where (93), (9698)( use basic chain rule, where (94) stems
from messages independence, where (95) follows from tha kmowledge of {y™, ¢, si,Q"} allows for
the reconstruction of {z} p, 2% p,2p s 2N ps 2D 0 2n v} (for — example,  knowing {y} p, 95 p,shH p, 2"}
allows for reconstructing{z3 p}, cf. (87), ie., {2} p,2% p:2p N+ 2N s 2D D 2NN < {Y" 0% 85,2 <
W, forms a Markov chain, where (97) is from h(zp p, 2P p, 25 N Y", U7, S5 |Wi, Wa, Q") =
h(zp py2p.ps 2p s YU " IWe, W, Q) + h(sg |25 ps 2P ps 2pns ¥ 07 Wi, W, Q") = no(logp) by using the fact

=no(log p) =no(log p)
that the knowledge of Wy, W», Q" } allows for reconstructingzp p, 25 p, 2p x, ¥", " } Up to noise level and the knowledge

of {Wr, W, Q" y", g™} allows for reconstructing up to noise level, where (99) uses the fact that conditiomedces
entropy.
By adding (91) and (99), and dividing by, we have

2R, + Ry — 3¢,
1 n n ~nNn n n n n n
<~ (h(y"197) + AF"Q") + h(s5) + h(=} ps 25 p, 75v) + nollog p) ) (100)

§2( > > AlAﬁl,}fz)longr Y. (T—ayilogpt+ Y > AN logp —o(log p), (101)
V(Il,IQ)V(Al,AQ) (11,12)211;&13 (11,12):11:PV(A1,A2)



and consequently have

2+ <2( > S AR+ Y G-apil Y Y At (102)

V(I1,I2) V(A1,A2) (I1,I2):11#P (I1,I2):I1=PV(A1,A2)

which gives bound (11).
Similarly, exchanging the roles of user 1 and user 2, gives

2y + d gz( SY A ;“111:‘2) Yoo+ > Y Ay (103)

V(I1,I2)V(A1,A2) (I1,I2):I2#P (I1,I2):I2=P VY (A1,A2)

which gives bound (12).

C. Proof for bound(13)

We continue with the proof of bound (13). We first enhance tlx By substituting delayed CSIT with perfect CSIT, i.e.,
by treating CSIT statd, = D as if it corresponded té, = P. We then transition to the compound BC by introducing a first
imaginary user, and a second imaginary us&r

User 1, which shares the same desired messageas user 1, is supplied with a received signal that takes thme fo

~Nn __ n n n n n n ~MN ~MN ~N
Yy = (yP,vaP,DvyD,PvyD,DvyP,NvyD,vaN,vaN,DvyN,N)

which means that user 1 and udeshare the exact same received signal whenéves N, while otherwise we only assume
that userl has a received signal that is statistically identical ta thfauser 1, but not necessarily the same.

Similarly user2, which shares the same desired mesd&geas user 2, is supplied with a received signal that takes tima fo
2= (2713,13’ Z?),Pa Zlg,Da Z?),Da Z?/,Pa ZKZ.,Da 5?3,1\/’ 5?),1\/7 51@,1\7)
which again means that user 2 and uahare the same received signal whendyeg N, while otherwise we only assume
that user2 has a received signal that is statistically identical ta thfauser 2, but not necessarily the same.

This latter stage does not further alter the capacity - cogtpto the previoushenhancedBC - since user 1 and usér
have the same long-term decoding ability; similarly forn@eand useg.

Furthermore, whenevér,, I,) = (N, N) we can assume without an effect on the result, that the chaea®rsg,, §,, b, h:
are the same for all four users, i.@, = g, = h, = hy, (g, and h, for user2 and userl respectively), since the capacity
depends only on the marginals for the channels associatdd(lyi I>) = (N, N).

Additionally for anyt during which (I, Is) = (N, N), we define

G = \JpmintAne A BT, + (104)

wherew, is a unit-power AWGN random variable, where

VA min s g, = AR, 4 w4y pemin A A, (105)
—_—
=Yt A
L oy
\/pA2,t_min{A1,t7A2,t}gt = 3 /pAz,thImt + v + \/pAz,t—miﬂ{Al,mAz,t}ﬁt — v (106)
—_—
- Ly,

and where the two new random variables; have power
Bluy[* = pln =z

and
B |? = pl4ze— 40,

The collection of al{y: }, for all ¢ such that(, I) = (N, N), is denoted by, , and similarlywy, - andiy v respectively
denote the set ofw;}; and {v,}, for all ¢ such that(l;, ) = (N, N).
Finally we provide each user with the observatigh,;, to reach an enhanced compound BC.



At this point we have

nR1 — ne,
= H(Wy) — ne,
— H(W1|Q") — nen
< IW1390, YB.N - YN, Py YD N> YN, D> YN N> U, v [27) (107)
= IW590, YB N YN, P> YD, N> YN, Dy U, v 127) + T(W1 YN N 1YO YB. N YN, Py YD N YN, Dy U, v S2)
S IWi 90, YB. N YN, s YD N> YN0y TN NIQ2™) + LWy N W N Y0 YB N YN P YD N YN Dy TN N 27) (108)
=I(Wi;90,Ypn> YN Py YD.N> YN.Ds TN N [927)
+ IW1wn NIY0s YBN YN, P YD N> YN Dy INNs L) + TW YN N Y0 YN YN, Py YD N> YN, Ds TN N W, N ©27)

=0

(109)

= I(Wi95,Ypn> YN Py YD N UN.D N N Q™) + T(W 1w v |Yos YE N YN P YD N YN Dy TN vy $2) (110)

<h(w}y ) —no(log p)

< IWi 90, YB. N YN, s YD N YN ps T N | 27) + h(wiv n) — no(log p) (111)
= IWi;95|YE N> YN 2y YD N> YN, Dy TN N ) (W5 YE s U s YD NS YN Dy TN N [27) + R(why v) — no(log p) - (112)
<h(yg)—mno(log p)
< hwi ) + hyg) — no(log p) + I(W1; Y3 N> Y pr YD YN.Ds U N [927) (113)
= h(wy n) + h(yg) —no(log p) + I(W1;yp - YD N> UN NIQ") + TWi YN py YN DIVE N YD N> U N S2) (114)
=h(wy )+  hlyg)  —nollogp) + I(Wisyp N, YD N Un, N I2")
——
<n®19+no(log p)
+ I(W1, Wasy py YN, DIYBN> YD N UN N> ) =T (Wasyn py U oW, Y N YD s TNy ) (115)

<h(yR, p-yN, p)—no(log p)<n®11+no(log p)
< hwi ) +n®ig +nPiy + no(log p)
+IWiyp N YD N YN N IRL") = I(W2syn py YN, pIWL YB N YD N v S2) (116)

where

yo = (yppr Y0 YD P YD.D)

By 2 3 > AR logp

(I1,12):11#N,I2#N Y(A1,A2)

(> D AN logp

(I1,12)€{(N,P),(N,D)} V(A1,Az2)

where (107) results from Fano’s inequality, where (108)suffee fact that adding information does not reduce mu-
tual information, where (109) results from the chain rulehewe (110) follows from the fact that the knowledge of
{UR% N> Wi > 2"} allows for the reconstruction ofy; v, i.e., follows from the fact thayy, v < {U3 N Wi N> Q") <
Wy forms a Markov chain, where (111) is from the fact thBtVi;wi v|yg, YP N YN P YD N> UN. D UN N> ) =
h(wlri/,le(TJluyg,Nay?/,Puy%,NayRﬂDvg%,Nvﬂn)_ h(wzri/,szgayg,zvay?/,Pay%,Nay?/,Dag%,NaQnaWﬂ < h(“%,z\r) -

<h(w} n) >h(wi N UG YB N YN P N YR DTN N2 Wi, Wa)=no(log p)
no(log p) by using the fact that the knowledge ¢y v, W1, W2,Q"} allows for reconstructingvy, , up to noise level
(cf. (105), (104)), and where (112) - (116) are derived udiagic entropy rules.

Similarly for userl, we have

nRi1 — ney,
< hwiy y) +n®ig +nPyy + no(log p)
+IW19p 8 YD TN NIQ™) = TWas 9x ps U Wi, yE Ny YD s TN vy 7)) (117)



Adding (116) and (117), gives

2nRy — 2n®19 — 2nP1; — no(log p) — 2ne,

< 2h(wi N) + 2L(W1 9B 8 D N U N IQ™) — IWas 9N ps YN oW1, Y N YD Ny U v 27)
—I(Wa; 95, p, Un, pIW1, Y N> YD N> UN, N )

= 2h(wi n) + 20(W1syp Ny YD N> U N 12)

—hyN. e YN DWW Yp N YD N TN N ) = RGN, 2y ON, W1, YB N YD N TN vy 27)

S T ATt S /L N | YOV SNV SR 7 P o 1)

+ h(y%,Pa yKI,D|W27 Wy, ylg,Nu y?),Na ﬂ?/,Na Q")+ h(ﬂ?/,Pu ﬂ?/,D|W27 Wi, ylg,Nu y?),Nﬂ g?/,Na Q)

=no(log p) =no(log p)
< 2h(wy N) + 2L(W1 9B N, D N UN NI = RN, Py YN D TN P> TN DIV YB N YD N TN N $2)
+ no(log p)

= 2h(wi n) + 2L(Wisyp N YD N U NIYY) — I(Was YN ps YN D> U, s N DI WL YB N YD N TN v )

- h(y%,Pv yK/,Dv g?/,Pv g?/,D|W2= Wi, ylg,Nv y%,Nv g%,N? Qn) +n0(10g p)

—no(log p)

= 2h(w%,N) + 2I(Wla ylg,Na y?),Nv g%N|Qn) - I(W27 y%,Pv g%,Pv y%,Da g}?f,Dv yg,N? y%,N? g%,N|Wla Qn)

+ I(Wa23 93 Ny YD N Un, v Wi, 27) + no(log p)
=2h(wr,N) + IW1yp N YD N UN NI — I(W2s Y ps UN Py YN, D2 UN, D> YN YD N U, v | W1, ©27)
+ I(W1, Was yp N YD, N Un, N 12") +n0(log p)

<h(YP no¥D, noTN,n)—no(log p)
< hwi ) + MW n) +hYB N YD N INN) LW yp N D Ny U v [27)
<n®15+no(log p)

— I(WasyN.p, Un Py YN.D> UN D> YP N YD N> U v | W1, Q) + no(log p)
< hwiy n) +n®i2 +no(log p) + I(Wisyp Ny YD N> Un NIQ2™)

— I(W23 9N, ps UN, Ps YN, Ds UN, D YN YD, N YN, v | W, €27)
= hwy y) +nP12 +no(log p) + I(W1; 45 N, YD N> Un N |I2")

= I(W239N py UN, Py SN, Py YN, D> UN, D+ SN, D YP.N > YD N UN, N W, 27)

. n n n ~1 n ~T n n —=n n
+I(W278N,P7SN,D|yN,P7yN,P7yN,D7yN,DvyP,vaD,vaN,valvﬂ )

<h(s%, p>si,p)—no(logp)
< hwi ) + 0@ + I(W5 Y8 N YD N TN v (927)
— I(Was 9N py UN, Py SN, P> UN.Ds N, D SN, D YBN > YD, N UN N W1, Q) + h(sN p, Sy, p) + no(log p)
= h(wy n) + P12 + I(W1; 95 N, YD N U N [Q2") + (s p, s, p) + no(log p)
= I(W239N Py UN, Py SN, P 2N, P+ YN, D N, Ds SN, D+ 2N, D3 YN YD, N UN, N | W, 27)
< hwi n) @i + I(W5 Y5 N YD N TN N (27) + R(sy py si.p) + no(log p)
—I(Wa; 2l p, 2N, p» YN, N W1, Q")
< h(wy,n) +nPi2 + I(Wi W,y N, YD Ny Un v 92") + sy p, s, p) + no(log p)
— I(Wa2; 2 p, 28, ps U, v | W1, 1)
= hwyy y) + P12 + IW1 95 8, D N UN N W2, Q") + h(sN p, s, p) +no(log p)
<n®;13+no(log p)
— I(Wa; 23 py 280> Un . | W1, Q")

< hlwhy) @+ I(Wiyp vy YD s Un v We, Q) + n®i3 + no(log p)
————
<n®i4+no(log p)

—I(Wa; 2l py 2N.p» Un v W1, Q")
<n®iy +nPio + I(Wi9p Ny YD N> TN, NI Wa, Q7) + n®i3 + no(log p)
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(118)

(119)

(120)

(121)

(122)

(123)

(124)

(125)

(126)

(127)

(128)

(129)

(130)

(131)

(132)



where
CI)ué( Z Z A }411]‘242 1ogp
(I1,I2):I2=N V(A1,A2)
D3 é( Z (1 — oz))\?l’)llz) log p
(I1,I2)e{(N,P),(N,D)}
Py E(1— a)/\}\}?‘N log p
where s p and zy , (cf. (125)) are defined in (87). In the above, (127) is from tlaet that the knowledge of
{Y% P TN ps 8% P> YN D> U ps S p» 2"} implies the knowledge ot} , and z}y ;, (cf. (87)). Most of the above steps are

based on basic entropy rules.
Similarly, considering user 2 and us&rwe have

2nRy — 2nPoy — 2nPo; — no(log p) — 2ne,
< n®oy +nPos + I(Was 2 p, 23, ps U, v I Wi, ) + n®as + no(log p) — I(Was yp ns YD N U v | W, ) (133)

where

N é( Z Z Ag)\?ll)"ff) log p

(I1,12):11#N,I2#N VY(A1,A2)

Doy & Z Z Ax }411[’242 )log p

(I1,12)€{(P,N),(D,N)} V(A1,Az)
A A
Doy = Z Z Ay ) log p
(I1,I2):I1=N V(A1,A2)
Das 2 ( > (1= a)A;%,) logp
(117]2)6{(P7N))(D)N)}

oy =(1 — oz))\j'f,’}N log p.
Finally, combining (132) and (133), gives

dy +da

< 2log p [2‘1)10 +2P11 + D1y + Py3 + P1y + 2Dy + 2Po1 + Pao + Do + @24}

1 \A1A
=3lC > and)
(11,12):117£N,127£NV(Al,Ag)
A A
+2( Z Z ArA 111122
(I1,12)€{(N,P),(N,D)} V(A1,Az2)
D> > AR
(11712)212:]\/ V(Al,AQ)
- > (1= AP, + (1= )y
(I,I2)e{(N,P),(N,D)}

A A
+2( Z Z A2 111122
(I1,12):11#N,I2#N V(A1,A2)
A A
+2( Z Z Az 111122
(I1,I2)e{(P,N),(D,N)} V(A1,A2)

) D A

(I] 712)211:]\] V(Al,AQ)

+ 3 (1= A%, + (1= ARy ]

(I,I2)e{(P,N),(D,N)}

= Z (1 + Oé) (A}f}z + )\?177112)

(I1,12):[1#N,I2#N

2 + 1, a,l 1, a,l
+ Z 2 ()\11712 + /\11712) + (/\N,N + /\N,N)
(I,I2)e{(N,P),(P,N),(N,D),(D,N)}




1,1 ,
T Z (2)‘11 LT 204)\?1 0}2)
(I1,I2):I1#N,Is#N

3 3
- ) (GA5in + G ARS) + (Rl + ey
(I1,I2)e{(N,P),(P,N),(N,D),(D,N)}
= (1) Aph +A5R) + (1+ @) OBl p + X50p) + (1+a) (AT + A5 p)
2 « o, 2 + (6% « a e}
T }3<—>N P;N })<—>N D<1—>N }V,N N,lN
J; (A +A5on) +—— (A + A 5on) + (AN T AV N)
(2/\1’113 +20055) + (2A}3;D +20058 ) + (A5, + 2005%)

3o a.a 3 a,o a,a
( )\}DHN Ty ABoN) + ( /\}DHN + 5 /\D<—>N) + ()‘}\’/,IN +aryy) (134)

which completes the proof.
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