How much can large-scale Video-On-Demand
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Abstract—We propose an analytical framework to tightly to signalling and chunk scheduling, and the need to provide
characterize the scaling laws for the additional bandwidth jncentive mechanisms to the users [6].
that servers must supply to guarantee perfect service in pee . . : : : )
assisted Video-on-DePnpa)r/ld sygstems, taki%g into account esgial S“ea”?'”g architectures which prlmarllly rely_ on users
aspects such as peer churn, bandwidth heterogeneity, and @ Cooperation can hardly guarantee the strict quality-o¥ise
like video popularity. Our results reveal that the catalog sze requirements of online video, where a steady download rate
and the content popularity distribution have a huge effect @ no smaller than the video playback rate is necessary for a

the system performance. We show that users’ cooperation can smnoth watching experience, and any interruption tendsto b
effectively reduce the servers’ burden for a wide range of sstem

parameters, confirming to be an attractive solution to limit the V€Y @nnoying to the user [7].

costs incurred by content providers as the system scales tarfe For this reasons, we argue that peer-assisted architscture
populations of users. should be supported by properly dimensioned CDNSs (or cloud
Index Terms—Stochastic models, cooperative networking, S€rvices) that intervene whenever the resources proviged b
Video-On-Demand. users are not enough to satisfy the current demand. In our
theoretical work, we are specifically interested in charac-

|. INTRODUCTION terizing the additional bandwidth that servers must supply

. . 0 guarantee ideal service to all uselse.( requests are
According to C'S.CO [1], by the end of 2016 the sum F’f aliﬁmmediately satisfied and videos can be watched without
forms of Internet video (TV, Video-on-Demand, P2P) will D§qerrptions till the end). Our main contribution is a tastic

approximately 86% of global consumer traffic. In particulagay tical framework that allows to derive general upped an
the traffic component due to Video-on-Demand is expected,iy e pounds to the bandwidth requested from the servers in
triple from 2011 to 2016, reaching the equivalent of 4 billio 5 peer-assisted VoD system, capturing essential aspets su

DVDs per month. as peer churn, bandwidth heterogeneity, and Zipf-like @ide

Increasing traffic volumes force video providers to con{ian ; ; ; ; ;
: ) opularity. Our analysis permits to tightly characterie t
ously upgrade the Content Delivery Network (CDN) infrass, siem performance as the number of users (and the number

tructure that feeds the contents to local ISPs. To partially o ailable videos) grows large, and thus assess the sitglab
alleviate this burden, a recent trend of VoD providers is g large-scale VoD exploiting users' cooperation.

exploit cloud services, which permit fine-grained resource . :
reservation [2]. As an example, in 2010 Netflix decided t Inour previous work [8] we have considered the case
%]A

. o : f a single-video, providing for the first time an asymptotic
migrate its infrastructure into the Amazon EC2 cloud, as lf, .. tarization of the servers’ bandwidth as the number of
could not build data centers fast enough to keep pace w|

tchers increases. Here we extend the analysis to a multi-

growing demand. . : ; :
However, any solution based on CDNs has severe IimitV|deo system, in which users can browse a catalog of availabl

tions in terms of scalability. CDNs can significantly reddice é‘ontents, and asynchronously issue requests to watchsvideo

traffic in the Internet core and improve the user-perceiverd p ditic())lrjlrs Traellgtggn:(r)lb;ﬂsgiclzl asyesrt(z%sepggﬂgg?so;ut?ﬁ ggnt-he
formance €.g, by reducing the latency) by “moving” contents . . .
€.9, by 9 y) by 9 rowth rate of the catalog size, the Zipf's exponent of video

close to the users. Nevertheless, the aggregate resowces

: : : larity, videos’ characteristics and user behaviorleun
quired at data centers (bandwidth/storage/processind)tte popu ' ” :
corresponding costs incurred by content providers, inbit which the additional bandwidth requested from the servers

scale linearly with the user demand and data volume. asymptotically goes to zero as the size of the system grows

The only scalable solution proposed so far is to exploit tH&/9€- :Ntheln suc;h ?ﬁnd't'on.s gre not rpst, éve_d;zrr]owde the
peer-to-peer paradigm, according to which users congib@SYMPtOUC laws Tor the required servers: bandwidth.
their resources (bandwidth/storage/processing) to tistesy ~We consider both the cases in which users can only assist the
while they use it [3], [4]. Although the peer-assisted apgio distribution of the last video they have selected (we cal th
is an attractive solution to the scalability problem, antias the passivesystem, because the utilization of peer resources is
already been experimented in several applications [5}irigs tied to the video popularity distribution, which is not undee
with it several issues which tend to discourage its adoptig¥Stem control), and the general case in which users cast assi
by many content providers: the unpredictable nature ofsusef€ distribution of any video (we call this ttective system,

cooperation, the added complexity on the control plane dg@p referred to in the I|terqture amiversal streammx_; For the _
activesystem we also devise the resource allocation strategies
() D. Ciullo is with EURECOM Sophia Antipolis, France; V. Maréi and  that permit to achieve the optimal theoretical performance
E. Leonardi are with Dipartimento di Elettronica, Politemndi Torino, Italy; We emphasize that a full exploitation of peers’ upload
M. Garetto is with Dipartimento di Informatica, Univemsidi Torino, Italy, : : s : :
and is supported by project AMALFI (Universita di Torin@@pagnia di San bandwidth is _nOt a trivial task in the presence of high degree
Paolo). A preliminary version of this paper was presente&&€E INFOcoM  Of peer churni(e., when users tend to abandon the system after

2013. watching a few videos), in consideration of the obvious fact



that users can only upload data that they have previousiydovef this time can be spent finishing to watch the video, if
loaded. For the same reason unpopular videos, which tehé download rate is larger than the playback rate). Then,
to be scarcely replicated among peers, can pose a significdiaty transit to thesleeping state, where they stay for a
stress on the system. Hence another important contribofionrandom amount of time of meaﬁgeep Users can choose
our work is the definition of suitable strategies to mitigite to abandon the systemd., to stop the VoD application and
joint impact of peer churn and heterogeneous video popwlarinever open it again) after watching just a single video. We
assume that, after watching a video, each user indepegdentl
II. SYSTEM ASSUMPTIONS decides to leave the system with probability. It follows
A. Service specification and users cooperation that _the number of videos requested by a user is geomeyricall
distributed with meann = 1/po,. Moreover, the average

We model a VoD system where users run a}pplications thahe spent by a user in the system can be computed as
allow them to browse an online catalog of videos. Whenza _ " (ZK i + Tseod+ Tsioe)
k=1 '

user selects a video, we assume that the request is |mn19d|ateFrom the above assumptions, and the fact that the system

satisfied and the selected video can be watched unintedlypte, o ijes guaranteed service, the set of videos requested by
till the end,i.e., the system is able to steadily provide to th

. er, the total time spent by a user in the system, as welkas th
user a data flow greater than or equal to the video playb.aﬁ%ounts of time spent by a user in thentributing/sleeping
rate. We consider that users watch at most one video at a ti es are independent from user to user

We assume that the system catalog contdingifferent '
videos. Videok (1 < k < K) is characterized by: its size
Ik € [Imin, Imax], €Xpressed in bytes; a selection probabitity C. System scaling
which is the probability that a user selects videamong all o goal is to asymptotically characterize the average
videos in the catalog; a minimum playback rate. We assumggitional bandwidtfS that servers must supply to guarantee

that videok is downloaded at constant rate greater than Q& fect service to all users. as the system grows large: bet
equal to the minimum playback rate. Specifically, we denoffe average number of users in the system. By Little’s law, we

by dj, the download rate, wher, € [dmin, dmad (In byteS/S). haye, — \“T. Note thafT is a constant, hence our asymptotic

Users contribute with their available upload bandwidth tgn5ysis for increasing number of users is performed bintett
the video distribution: they can retrieve part of a requestg (and thusn) go to infinite.

video (or even the entire video) from other users, saving gjnce the catalog size is expected to grow, just like the

SEIVErS resources. _ _ number of users, we consider that the numherof videos
_We model the amount of available upload bandwidth at & siiaple in the catalog is tied to the number of users,
given time by a user by a random varialblewith cumulative according to the lawk = O(n?), with 3 < 1.

distribution functionF;; and mearU. In this way we can take As the system grows, new videos are made available to

into account effects related to Internet access heterdyam . \;sers. We assume that the characteristics of new videos

cross traffic fluctuations. The random variablés denoting i,serted into the catalog, in terms of file sizeand download
the upload bandwidths of the users are assumed to be i.i.q,a dy., are random. Hencé, and d; should be regarded as

Users contribute to the system also a limited amount fiiances of ii.d. random variablds, and Dy, respectively,
storage capacity. The exact amount of buffer space availafiyy assigned distributions (possibly correlated). Refraim

at each user is not important in our analysis. As a miNIMUBL (o |1-A that we (reasonably) assume that the disiobst
requirement, our schemes assume that users can storetat [§8$ ™ 1, ‘have finite support independent of

one whole video in addition to the one currently played out.

B. User dynamics D. Content popularity

Users join the system when they request the first video. We 0 SPecify the selection probabilities of videos, we need to
denote byA" the arrival rate of new users. While they are in th810del the relative popularity of the videos in the catalogr. F
system, users can be in two statésontributing, sleeping. s, we adopt the standard Zipf's law, which has been fre-
The contributing state is defined as the state in which a us&uently observed in traffic measurements and widely adopted
is contributing its upload bandwidth to the system. In th& Performance evaluation studies [9], [10]. More specifjca
contributing state, a user can download (and watch) viddeving sorted the videos in decreasing order of populaaity,
contents. Notice that a user can be contributing its uplo&gauest is directed to videl with probability

bandwidth even if it is not currently downloading/watching i 2 H(K) 1<k<K (1)
any video, but simply because it keeps its VoD application up ke -
and running. where o is the Zipf’s law exponent, andH(K) £

During the sleeping phase, the user’s application is nofx-~k

a1 o :
: e ; X ) ., i)~ ! is a normalization constant. Depending on the
running, hence it is neither downloading nor uploading da pzonenta, we have:

We assume that users download the entire requested videos o(1) it a1
(aborted downloads could be easily included in our model . 1 e T

S HK) = O((logK) ) ifa=1 (2)
but we have preferred not to do so for simplicity). Note that, o(K°-1) if o<1

since a video is retrieved at constant rate, its downloaé,tim
T = li/dg, is a deterministic attribute of videf, taking ] ) i o
INote that the assumptiod < 1 is not particularly restrictive, as long

values In rangemin = lmi“/dmax’Tmé}X - lmax/flmi“_]' After as the number of contents introduced into the catalog by eaeh can be
completing a download, users remain in tentributingstate pounded by a constant. Indeed, in this case the total caifmgscales at

for a random amount of tim&seeq With mean Tseeq (Part most linearly with the number of users.



TABLE |

Let A be the aggregate rate at which users request videos. By

. . - . Symbol Definition
constructionA = A*m. The rate at which a specific vidéo = Users anival Taie
is requested i§\k = Apk. T average time spent by users in the system
Recalling thatA = ©(n), and using (2), we have thaj, = n average number of users ,
o(nH K)k_a) and more preciselv: K catalog size (number of available videos)
(n ( , p \2 ] B scaling exponent ofS = n”
O(nk—) if >1 1)} aggregate vid?o _rdeq;est rate
_ -1 i _ k request rate of vide
Ak = @(ngk log nl) ) !f a=1 ©)) dy. download rate of vided:
O(n +B(a— )k—a) if o<1 Th download time of videdk
. . . . U average user upload bandwidth
In this work we ignore the evolution of contents’ popularity Teeed | average time spent in theontributing state
over time by invoking a time-scale separation principle,,i. ~ after dOW”'Oa:'“gfaV'deod oading vide
. . . . d,k average number of users downloading VIGeO
by assuming that populant){ dynamics occur at a tlme—s_cale Nowan | average number afeedsfor video k
much slower than contents’ download time, which is fairly S average bandwidth requested from the servdrs
acceptable in many cases of practical interest. v system load .
Vi load associated to videl
m average number of videos requested by a user

E. System load

For a given system cataloge., for given video characteris- v, > 1 is greater than zerd,e, P(I', > 1) > 0, we have
tics {dy. } and{l;.}, we can compute a fundamental quantityy = ©(n). If, instead, there exists an arbitrarily small constant
7 characterizing the global system load (i.e., the load ieducs such thatP(I'y, < 1 — o) = 1, we obtain the asymptotic
by all videos): upper bounds reported in the second column of Table I, which
s S el @ gippgggn(%rl the Zipf's exponent and the catalog growth rate

K T al .

2= P U (7 + Tseed For the active system, we obtain the following results. If
Indeed, consider a large time interval. During this time T' > 1 with non vanishing probability as the system size
interval, a videok will be requested on average. A times. increases, we hav = O(n). If I' < 1 — o (W.h.p.}, for
Each request for vided has a double effect on the systemsomes > 0, we obtain the asymptotic upper bounds reported
it requires an amount of bytels to be downloaded:; it lets in the third column of Table Il, which depend on the Zipf’s
the requesting user potentially to upload an average amoeRponenta and the catalog growth rate exponeghtwhile &
of datal (74 4+ T'seed. The ratio between the average amoung an arbitrarily small positive number.
of downloaded data and the average amount of uploaded datfhe fourth column of Table Il reports corresponding lower
during intervalA, for A — oo, leads to the expression in (4).bounds forS, which are valid also for the extreme case in

We remark that (4) holds for botrassiveandactivesystems which the user upload bandwidth is arbitrarily large.
introduced in Section |. However, in the caseactivesystems  |n Fig. 1 we show a graphical representation of our upper
it does not account for the additional data that users might Bounds, reportingS (on alog, scale) versus the parameter
instructed to download by the system (data bundling). The The different line types (accompanied with labels) reter t
effect of bundling on the system load will be consideredrlatejifferent values assumed by the paramegtetop plot refers
Borrowing the terminology adopted in previous work [3], J11to the passive system while bottom plot refers to the active
we say that the system operates dieficitmode ify > 1, and gne.
in surplusmode ify < 1. Our results for theactive system provide the following

We emphasize that, since video characteristics are rand@gihdamental insights: i < 1, i.e., if the number of contents
7 should be itself interpreted as an instance of a randgmthe system scales sub-linearly with respect to the aeerag
variableT" obtained de-conditioning (4) with respect{d;} number of users, an active system operating (globally) in su

gl

and {lk}_- ) - ) plus mode can asymptotically eliminate the need of addilion
We will also use a video-specific notion of load, denotegandwidth from the servera¢., S tends to zero as the number
by vk, and its corresponding random variaflg: of users increases), for any valueafThis can be done even
Y dy Tk_ (5) under the sequential delivery scheme.( when downloading
U (1 + Tseed users can only help future downloaders of the same file). We

remark that the only requirement to achieve this desirable
behavior is that the global system load is smaller than one,
which does not imply that all videos are individually in the
surplus mode.

If, instead,5 = 1, (i.e., when the number of contents in the
system scales as fast as the number of usetr®) exploitation

Ill. SUMMARY OF RESULTS of users’ cooperation is more difficult and depends on the

First we observe that, in the worst possible case, the SIVE[pf's exponent: fora < 1 we cannot do any better than
have to transmit at rate.. to all downloading users. It the worst caseS = O(n). Fora > 1 (andT' < 1 — o),
follows that a trivial upper bound to the bandwidth requésteve approximately nee@?~ additional servers’ bandwidth
from the servers i$' = O(n). A trivial lower bound isS > 0. (notice that in this case upper and lower bounds differ only

For thepassivesystem, we obtain the following results. If
the probability to include in the catalog a video with load 3with high probability, i.e., with probability that tends foasn — cc.

40ur results could be extended to the cade> 1, reaching identical
2|n this paper we do not consider the special case 1. conclusions.

We observe that;, would coincide withry if all v, were equal.
With abuse of language, we say that a video idéficitmode
if v, > 1, and insurplusmode ify; < 1.

Table | summarizes the notation introduced so far.



TABLE Il

AVERAGE BANDWIDTH REQUESTED FROM THE SERVERSS a separate queue for all users downloading the same video.

Upper bound Cower bound When the download is complete, users who keep the applica-
N Passivesystem Active system tion running continue contributing their uploading bandthi
Conditions Ply<l-o)=1 PI<l_o)1 to the system, transiting to queues arranged in the second
e o) o) 0 column of the network. Users who stop the application ttansi
asinlja<f<l o™ o) o thoatnhdezli(ejzpmgstate, represented by a single queue on the right
a>1AB=1 O(n'/®) o (712’“(10g n)H) Q(n*~) ' . .
PeTp— om) om) om) Lemma 1: At any time, the number of users who are

downloading a given video, the number of users who remain
in the contributing state after downloading a video, and the

. . ... humber of users in theleepingstate, follow independent
by a poly-log term), which unfortunately goes to infinitgsqisson distributions.

for any a < 2. Basically, this is due to_the fe_lct that, for Proof: The dynamics of users in the open queueing
f# =1, there are too many contents available in the Syst§Mork (in terms of transitions among the queues and sojour
(whose aggregate data volume becomes comparable 10 {hfss at queues) are decoupled, since users behave indepen-
total buffer space available at users). In this case, c@t€Qonyy of each othér The resulting queueing network admits a

cannot be Qistributed/replicated at peers in. such a way thabqgct-form solution by the BCMP theorem. Since all queues
the distribution of all of them can be effectively assistad by e infinite servers, the numbers of users in the queuesioll

the users, considering also the e_ffect of peer churn. . independent Poisson distributions. -
Passive systems perform, obviously, worse than active sys-
tems. First of all, they can lead to something better than CONTRIBUTING
S = ©(n) only when all videos are in surplus mode, which downloading ading
is a rather restrictive condition. Nevertheless, if thisdition video 1 video 1
is satisfied, for3 < 1 we still obtain thatS = o(1), provided O O
thata < 1 or 8 < 1/a. Instead, the servers’ bandwidth goes O O
to infinite a31?1/(y for g > 1/a, and the same occurs fif = 1 Video?  video? SLEEPING
(of course without exceeding the worst case= ©(n)). Zif /1O O
M A O O\\}: Pout
log_g 7 7 / LR
11— . B _ video K video K
O O
B=1,B>1/a 9 9
B<1 - B<1/a o Fig. 2. Open network of/G /oo queues modeling users’ dynamics.
1
log, § Let N(t) be the total number of users in the system at
=1 time ¢. Note that N(¢) is itself Poisson distributed, with

meann = A\“T. We denote byN,, = \,7; the average
number of users downloading file and by Nseeqr = A\ Tseed

the average number of users remaining in toatributing

state after downloading fil&. In a passivesystem,ﬁseedk

le represents also the average number of users acting as seeds
1 for video k.

Fig. 1. log, S versus the parameter. passive system (top plot) and active . . .
system (bottom plot). B. Asymptotic results for single video system

Before considering the bandwidth requested from the
servers to support the distribution of all videos availaiole

IV. PASSIVE SYSTEM the catalog, we analyze the simple case in which there is just

We start considering thpassivesystem, in which users areone video (e, K = 1), whose request rate tends to infinite.
constrained to assist only the distribution of the lasttel® Notice that in this case in (4) equalsy; in (5).
video. This means that, after requesting a video, they canThe following theorem characterizes how the servers’ band-
only download/upload data belonging to the selected videgdth S scales when\ — oc:
(until they request a new content from the catalog). A pa&ssiv Theorem 1: Assume the following properties hold far:
system is conceptually simple to implement and managgU > 0, ii) E[e?V] is finite in a neighborhood of the origin,
since swarms of different videos are decoupled, and can ibig Fy; (w) > 0 for everyw > 0. If v < 1—o for somes > 0,
controlled independently of each other. uniformly overU, d and~, a Ao > 0 can be found such that:

S < AN e TN s < (0,1) andA > Ao (6)

A. Preliminaries .
. . . Notice that here we are not considering as part of user dysathe data
We can descrlbe the dyanICS of users in the system @nloaded/uploaded by a user, which obviously depend dohatideos the
the open queueing network illustrated in Fig. 2. We considether users have requested.



with o = ~(1 + o/2), and C(U,7,7) = Remarks. We emphasize that when all videos are in the
Ul —~)(1++") surplus mode, the dominant contribution to the bandwidth
T ~ : requested from the servers is always due to the coldesbporti
A detailed proof of Theorem 1 is reported in Appendix A. of the video catalog, as it clearly emerges from the proof of
The upper bound stated in Theorem 1 is valid for+ co. Theorem 2. In particular, when > 1, 1/a < 3 < 1, the
When )\ remains finite or vanishes as grows Iarge, we can scaling law ofS is determined by videos whose request rate
apply the following rough bound based on the pessimistiither remains constant or decays to zero.
assumption that the entire bandwidth necessary to sustaifiithough a passive system is conceptually simple to imple-
the downloads is provided by the servers.( neglecting the ment and manage, it is a very rigid (and potentially subopti-
contribution of seeds and simultaneously downloadings)sermal) scheme, since users are constrained to devote thee ent
Lemma 2: A universal upper bound to the bandwidth retpload bandwidth to the last requested video, and by so doing
quested from the servers i§: < dr\. their resources might not be fully utilized. In the next &t
Combining Theorem 1 and Lemma 2, we get: guided by the insights gained from the analysis of passive
Corollary 1: Under the assumptions dii of Theorem 1, systems, we will investigate the performance achievable by
if v <10, for somes > 0, then uniformly over/, d and &ctive systems.
~ a X > 0 can be found such that

dr\ ; V. ACTIVE SYSTEMS

— T if A< Ao

S < { AN e=C1T 7 IW'° s (0,1) if A >\ ) In active systems, users can be instructed to essentially
’ =70 download/upload data belonging to arbitrary videos, wité t

with v = ~(1 + 0 /2). obvious constraints that: i) they must at least download (at

constant rate) the videos that they want to watch; ii) thay ca
. o upload only data previously downloaded. In particular,rsise
C. Asymptotic results for multi-video system can download/upload chunks or stripes belonging to videos

Corollary 1 can be readily exploited to compute the aghey have not requested (data bundling). However, we will no
gregate bandwidth requested from the servers in the caseC@psider the extreme case in which chunks/stripes can be mad
multi-video systems. Indeed, we basically have to add up tAgoitrarily small (fluid limit), i.e, chunks/stripes whose size
contributions of individual videos (as predicted by Caaoji1) asymptotically goes to zero, because this is not implenéata
to obtain an upper-bound on the overall bandwidth request@dPractice. ] ) o
from the servers. Thus, we can divide the video catalog into"We Will show that, even with this restrictioni.¢., the
two portions: thehottest portion of the catalog comprisesSize of chunks/stripes can not go to zero) we can devise
videos whose request rate tends to infiniteras+ oo; the e_ff|_<:|e_nt active strategies that can overcome the fundaahent
coldestportion of the catalog (which could be empty) comlimitations of passive systems. In particular, we need tveso
prises videos whose request rate remains constant or eanigWo orthogonal problems: i) the possible presence of vidieos
asn — co. For the former portion, Corollary 1 (from Theorenfde€ficit mode, which prevent any passive system to scale (we
1) provides a tight bound to the bandwidth requested from tfall this theload balancingoroblem); the possible presence of
server. For the latter portion we limit ourselves to applg thcold videos, which are especially detrimental to the sygteen
bound in Lemma 2 (repeated in Corollary 1). Although thi§@ll this thecatalog warmingproblem). For each problem, we
bound may appear particularly coarse, it correctly castgre Will present more than one solution, reporting the main ltesu
order sense) the impact that cold videos have on the aggre d the basic intuition about how they work. We anticipate
bandwidth requested from the servers. This because, for afigt: once we solve both problems above, the computation of
cold video, peer assistance is rather ineffective (in aipassthe resulting system performance will be an easy task.
system). Indeed, since the average number of availables seed3efore describing the proposed techniques, we want to
for any cold video keeps bounded also whegrows large, it emphasize that, als_o for the active systems, th_e _dynamlcs of
is possible (with a non vanishing probability) that at a giveUSers can b.e described by an open network of infinite servers
time either there are no seeds supporting its distribution @Ueues, which turns out to be a BCMP queue as specified by
all the seeds are sleeping. In this case (occurring with ndh€ following lemma. _
vanishing probability) a minimum amount of bandwidth equal L€mma 3: The dynamics of users in the system are repre-
to d is needed from the servers to sustain the distribution §gnted by a BCMPi.., product-form) open queuing network
a video. At last observe that constitutes a finite fraction of N Which a different queue corresponds to a possible user
the whole bandwidth needed by peers, since the numbercghfiguration. _
concurrently downloaders is finite. We obtain: Also in this c.as.e.system evolution can bg represen_ted by

Theorem 2: Under the same assumptions 6hof The- & network of infinite servers queues associated to different
orem 1, if there exists an arbitrarily small constant> 0 USer states. However, the resulting queuing network is more
such that?(l; < 1 — o) = 1, than the average bandwidgh complex thqn in the passive case, since the number of pessibl
requested from the servers satisfies the following asyrimpto?tates in which a user can be and to which a queue corresponds

bound w.h.p. as the number of usergends tooo: is much larger than in the passive case. For example a user
o ) can download a content while hosting a different content to

O(n*/*) ifa>1,1/a<p<1 Con .
S=1{ o(1) if (a<1,8<1)V(a>1,8<1/a) which it is assigned as seed.
O(n) fa<1,8=1

A. Load balancing by seed reallocation

If, instead,P(I'y, > 1) > 0, thenS = O(n) w.h.p.,V 3 > 0. The goal of video equalization is to make the loads induced
A detailed proof is reported in Appendix C. by individual videos equal to the global system load (4). The



simplest approach to redistribute the peer upload ressurcitional seeds, hence by properly setting probabilitigsve

to achieve this goal is to remove the constraint that peesduld surely be able to equalize the loads. Theorem 3 previde
must act as seed only for the last downloaded video. Hetee sufficient and necessary condition on the average number
we note that videos for which the video rate is smdjl € U  of videosm downloaded by a user (which is proportional to
ideally) do not need seeds, while video contents with largeerage residence time in the system) such that perfect load
video rate {, > U) and long duration are much more criticalbalancing is still possible. Previous approach can be éuarth

A good performing strategy is to concentrate most of the sedabosted by allowing view-upload decouplinigg., by letting
among the videos that are more critical. This goal can lsers assigned to viddoto act as seed for it also while they
achieved in a fairly natural way by allowing peers to offeare downloading a different video.

service (as seed) for an arbitrary video content that has bee Theorem 4: Adding universal streaming boost to the previ-
previously downloaded. To implement such a scheme, peetss described seed reallocation policy we are able to prfec
are only requested to keep in memory the content for whiggualize the load for different videos iff < 1, andr,;,TconLk

they act as seed. Essentially, we can allocate extra seedsdtisfy the following condition:

those videos having;, > v in the passive system. Although , Teonth ] = _ _
the approach is simple (it does not require any chunk/stripgax [Tk - max [T] - Tcontk] < (m—=1)Tecont+7)
bundling), the performance of this strategy is clearly fedi h 9)
by the fact that users download only a finite number of videghere7 2 S 1. /duax.

m before leaving the system, hence they cannot act as seegle omit the proof of Theorem 4 since it follows exactly

for arbitrary videos. _ _ the same lines of the proof of Theorem 3.
At the same time, vided for which d,/U < v may be

cause of potential bandwidth wastage for the system, since . . .
it may subtract excessive amount of bandwidth resources®o L0ad balancing by stripe bundling
other videos. Observe, indeed, that thth video load remains ~ This technique is based on the following idea: each video
too small (smaller thamy) even when we subtract to it allis divided into M stripes (substreams), which have to be
the seeds. One remedial action, in this case, is to artlficiablownloaded in parallel by a user requesting the video (the
increase the nominal download rate of conténtlecreasing distribution of each stripe can be assisted by a different se
simultaneously the download time. So doing, as side effect wf peers), and re-assembled by the decoder. Users who are
increase the average time during which peers may act as sdednloading a video withy, < ~ are forced to download
after downloading vided. Thus, by increasing the downloadalso one stripe of a video witly, > -, and devote a fraction
speed of low loaded contents, we can spare more bandwidfrtheir upload bandwidth (actually, all of their excessagul
resources for other videos. bandwidth with respect to the target average system load) to
In according to previous considerations, we propose a s¢bg additional bundled stripe.
reallocation strategy that works as follows: i) all videag a The upcoming Theorem 5 guarantees that, by making
downloaded at the same speég.; this way we decrease large enough (but not infinite), we can approximately eqeali
the download time (that becomes = 1 /dmax) and increase all videos bringing all of them in surplus mode.
the average time during which peers may act as seed afteBefore going into technical details, we provide an intutiv
downloading videok (we denote this quantity bfcon,x = Understanding of why this strategy turns out to be very
Tseed‘|'7'k—7';;)- ii) Peers acting as seeds are divided ite-1  €ffective to balance the video loads while minimally incieg
categories: seeds assigned to a specific video and unassighe global system load. Indeed, while on the one hand some
seeds. Seeds assigned to videact as seed for videb for all USers (those requesting a video with< +) have to download
their residual lifetime in the system; unassigned seedteaun, additional unwanted data (but this additional amount ohdat
act as seeds for the last downloaded video. Every fresh ng@frésponding to a single stripe, can be made smaller and
peer joining the system is initially unassigned. An unassiyy Smaller by increasing/), on the other hand these users can
peer, after downloading videb, is assigned to vided with  exploit all of their excess upload bandwidth to assist the di
probability ¢;, while it remains unassigned with probabilitytribution of the bundled stripe, typically retransmittingany
1— g copies of it to other peers before leaving the system, Wlth an
Theorem 3: Given {dx }x, {Ix}x, the proposed seed reallo-0bvious gain in terms of system performance. This technique

cation strategy guarantees perfect load balancing (byephpp 1S More complex to implement than the previous one based
selecting probabilitiesy,), iff v < 1, and the following only on seed reallocation. However, it has the great adgenta
condition onr., Teon s is satisfied: that it does not require any additional condition on the eayst
R TL parameters. In particular, it works also in the extreme dase
max {T,; - max {L“‘h} — Tcomk} < (m—1)Ten (8) Wwhich users leave the system after downloading just oneovide
k h Th (m =1).

T T We now describe in more details the proposed load balanc-
whereT'cont = > 1. Pi T cont k- _ _ . . e
De-condci(;?oning kwith cr(()anspect td, andl, we obtain that a ing technique, and then provide the main result charaateyiz
perfect balance of video loads is feasible w.h.p. iff Its peff‘?f.ma@e- . .

T T 1 1 Definition 1: For each videdk we define the amount of
lmax( l seed l seed | — - - ) <(m—1) E [Teon bandwidthAUy: B

min max min max Lk-,Dk AUk; — U’Y ’Yk (10)

Y

The proof is reported in Appendix D.
Note that, if users stayed indefinitely in the system, they It can be easily verified thaAU,, is the amount of band-
would sooner or later download any video that requires adddth that, if subtracted to the average upload bandwidta of



peer, would make the load of viddoequal tov, i.e., j have to download stripé with probability A*/A; (notice
dy Ty, - that this quantity equals 1, ﬁ;‘ is still maintaining its initial

(U — AUL)T =7 value). Furthermore, indey is removed from setS, and

— — ) . Q. is diminished toQ, — @;. We extract a new indey
whereT'), = 7j, + Tseed We observe thal\Uy is positive for from S, and repeat the same step;@; > Q, it means
videos with~;, < v, and negative for videos with, > 7. that a subset of peers downloading vidgare enough to

Moreover, the following equation holds: fill the remaining bandwidth deficit of stripg in particular
Ko peers requesting filg are forced to download stripe with
Z/\kaAUk =0 (11) probability p; ; = )\-TQkAU-' At last, before considering the
k=1 Y] 3J

) o next stripe withy,, > v, we update\; to A7 —p;;A;.

which suggests that, for a proper equalization, we have togquation (11) guarantees that the above algorithm termi-
consider the We|g_hted con_trlbutlon of e_ach video to the aler nates after handling all stripes with > ~, finding for each of
system load, which requires to multiplxUy. both by the them enough peers downloading videos with< ~ to fill its
average stay in the system of users downloading vidleodeficit of bandwidth. At the same time, all peers downloading
and by the request rat;. Before thinking about a schemeg video with+;, < v are assigned exactly one bundled stripe
to distribute the aggregate excess bandwidth of videos wih download. Notice that, if the bundling mechanism were
Y, < 7 to videos with~, > v, we need to address thefor free (i.e., no need for any peer to download additional
fundamental problem that a peer can help another peer oghta), after the redistribution of upload bandwidth perfed

if it already stores (or it is concurrently downloading)@af py previous algorithm we would have all stripes with equal
interest to the other peer. In the extreme case, peers lbave|ad . However, we need to consider the cost of bundling.
system after downloading just one video, hence they canngfe following Theorem guarantees that such additional cost
assist any other video distribution unless we force them ¢@n be made arbitrarily small by increasihfy by employing a

download at least one piece of another video (bundling)civhisjightly modified version of the previously described biingll
can be done as soon as they enter the system. scheme:

To minimize the amount of bundled data, we divide each Theorem 5: For any Va'ue-y/ such that,y < 7/ < 1' there

video k into M stripes, which are downloaded at constargyjsts a valueM* < oo for the number of stripes such that
rated,, /M. We can treat a stripe exactly in the same way agr all A/ > M* a stripe bundling scheme can be found that
a full video, and view the system catalog as being composgfings the system to operate at global load smaller than

by K'M independent contents corresponding to the set of alf the same time, the load associated to each video becomes

stripes. Users independently retrieve the stripes of each smaller than or equal tg’ (the same holds considering the
requested video in parallel, and devote an equal fraction |ghd induced by individual stripes).

their upload bandwidtiU to assist the distribution of each The proof is reported in Appendix E.
stripe. By so doing_, th(=T load associated to each stripe squalRemark. Comparing the two previously proposed tech-
the load of the entire video. S niques to achieve load balancing we can say that seed re-
If a video k has some excess bandwidth (i.¢. < 7)., & |ocation is much simpler to implement. Indeed, it does not
peer downloading it acts as follows: as soon as it requegijuire any major modification to the system architecture
the video, it starts concurrently to download also a stringhg protocols. The only actions requested to peers for the
of a video havingy, > v (to be specified later). Then, itjmplementation of such technique are: i) to download videos
devotes a fractio __AUk% of its upload bandwidth to eachat maximum ratedmnay i) to become seed of a video in
stripe of the originalf)]/ requested video. The remainingoapl a predetermined/coordinated fashion. The implementafon
bandwidth 2% is devoted to assist the distribution of thethe stripe bundling mechanism is, instead, more complex, as
bundled stripe. Notice that, on average, a peer requestingt aequires the application of both video striping and video
video with v, < ~ reduces the upload bandwidth devoted tbundling techniques. On the other end stripe bundling taurns
this video byAUj. It follows that the new load associated tao be significantly more effective in highly dynamic scenari
a video with~, < v (and to any of its stripes) exactly equalsn which peers download only few videos (in the limit, just
the target loady. one video) before disappearing from the system.
We still need to specify which stripe is bundled to peers
downloading a video withy, < ~. This is done by the . . .
following water-filling-like algorithm. Initially, we putin a C- Catalog warming by video bundling
setS all indexes of videos withy, < ~. Moreover,Vj € S, While analyzing the case of a passive system, we learnt
we initialize to A7 = A; the arrival rate of users requestinghat cold videos (videos whose request rate does not irereas
file 7 who have not yet been assigned a bundled stripe.  with n) are responsible for the dominant component of the
We then consider (in arbitrary sequence) all of the stripésndwidth requested from the servers. Hence, if we could
belonging to videos withy, > ~, one at a time. For eachartificially increase the request rate of cold videos, we ldou
of them (say stripei), let k be the index of the video it expectto get a significant reduction®f Now, it turns out that
belongs to. We initialize ta@); = |\, Ty AU, /M| a quantity we do not need to warm up the coldest portion of the catalog
representing the residual impact that this stripe has on ttw® much: optimal performance is already achieved when the
system unbalance. As long &5 > 0, we perform this step: request rate of videos go to infinite at least as fast as a poly-
we randomly extract an index from setS, and consider the log function,i.e., when ), = Q((logn)?), Vk (actually, this
(positive) quantityQ; = )\;TjAUj. Two cases are possible:is needed only for a ‘critical’ portion of the catalog) where
if @Q; < Qr, we need to use the bandwidth of all remaining is a suitable constant. Provided that< 1, the amount of
users requesting filg. This means that peers requesting filelata bundling necessary to achieve this goal is rather small



hence it is possible to warm the catalog up enough, while iat Section V-B. Essentially, peers who request for the first
the same time increasing the global system load to a vdluetime a hot contenty < K, (for some constant), with

such that probability pj, = <>~ are forced to download also a
v —~y=Ay—=0, for n— o (12) 2o M : ;
’ randomly chosen stripe of cold viddg of sizel,/M (where
as it will be shown in the proof of Theorem 6. M is a suitable constant), contributing to its distribution the

The simplest approach to achieve this goal is to make som@st of their stay into the system, with an opportunely chose
peers in theontributingstate to download entire (unrequestedyaction fj, of their upload bandwidth.
videos while they are not downloading any other contents Thi To properly choose fractiof. and constand/, we need to
mechanism does not require any video chunking/striping, afvaluate the impact that the proposed bundling scheme has on
can be superposed to the load balancing strategy describiload induced by individual videos (or stripes), guagairtg
in Section V-A. In essence, the strategy works as followtat such load remains smaller than 1. o
Let \; be the target new rate at which vidéoshould be  To do this, let us assume that, after applying (if necessary)
downloaded in the active system. Peers who have just finisi#é@ load balancing technique proposed in Section V-B, all
to download a hot vided: < K, (for a specific constant videos (or stripes) induce a load smaller thgh < 1. In
Ko), without been assigned to it by the seed reallocatigrrticular, lety, = a/b (with a < ~'b) be the load induced by
strategy, are induced to start the download of a cold vidéogeneric cold vided:. After applying the catalog warming
k> Ko with probability p, = <= OV ; (note that, technique by stripe bundling, the new load induced by each

, 2n<rg A Pr(1=an stripe of videok can be upper bounded by
by constructionps = .. x, pj, — 0 asn — oo, whenever a+ (N — M)/ M

B < 1 8. If the download of the bundled video is interrupted ; = =
because the peer goes into the sleeping state, the dowsload i b (X = M) fel (Timin + Tseed
promptly resumed as soon as the peer restarts contributifitfler the pessimistic assumption that all bundled dowmsload
to the system without concurrently downloading any othef hot videos last for the minimum duration,in + T'seed
video (they can not be, as it will be shown in the proof ofMoreover, considering the worst case in which all cold visleo
Theorem 6, assigned to any video they possibly downlohdve sizel, = I..x, We can guarantee that the r.h.s. of (14)
in the meanwhile). Since; — 0, the negative effect that is smaller tham’ by selecting a fraction of upload bandwidth
this strategy has on the load induced by hot videos (those fo > lmax — fo
videos whose request rate is not increased, and from which k M~'U(Tumin + Tseed mm
the mechanism subtracts some seeds) becomes negligible f Eref which no lonaer depends ok can be made
n — oo. Our strategy has a potential effect also on the load bitrarilmlg,mall b increasi?w S|ioncef . r'nust be smaller
videos whose request rate is artificially increased. Howete ?hr 1 y | y dt I@/[t. min
guarantees that the new log¢l of such videos is maintained an 1, we aiso heed fo se e;:
less than 1, provided that the average upload bandwidth M > ——"—
of adjoint seeds exceeds the average bandwidth consumed V'U(Tmin + T'seed
to download themj.e., dx min(mT cont Ik /dr) < UmT cont At last, observe that the load increase for hot videos (due
When this condition is met with probability 1e., to the subtraction of some upload bandwidth) vanishes as the
P Amax Min(mT cont, Imax/dmax) ) 1 13 system size increases, singg= Zk>KO pj, — 0 asn — oo.
< mUT sont = > -5 13) as consequence the proposed scheme can always be applied

) ) . __in sufficiently large systems.
the above scheme can be effectively employed, in sufﬁ(yent[1 y farge sy
large systems, without bringing any video in deficit mode. £ pjscussion on implementation issues and overheads

. . We emphasize that previously proposed techniques to
D. Catalog warming by chunk bundling achieve load balancing and catalog warming incur very diffe
The previous technique imposes again a constraint on #et costs in terms of system complexity and overhead. Load
system parameters (13). When (13) is violated, the samglancing by seed relocation has a marginal cost on thersyste
approach can be applied to individual pieces of cold videsice peers need just to be instructed about which content
(chunks), instead of entire videos, with less stringent-coto become seed of (except for this, they behave exactly as
straint. Indeed, peers who are forced to contribute to &ma passive system). Such information can be computed in
unrequested video, neither need to completely retrieveoit, a centralized fashion by one or more servers that oversee
to download it sequentially. Thus, we can cut a cold video ihe overall downloading process and periodically sendrobnt
M chunks, and ask some peers to download just a randomigssages to peers (these servers essentially mimic thefrole
chosen chunk contributing to its distribution. Chunkiaatire- trackers in Bit-Torrent).
duces the bandwidth that every artificial downloader coresim Load balancing by stripe bundling is significant more com-
by a factorM, while keeping constant its potential contributiorplex since it requires the system to support video stripliis

(14)

on the upload. mechanism also has an unavoidable overhead, since peers are
forced to download stripes of unwanted videos, as discussed
E. Catalog warming by stripe bundling in Section V-B.

A similar idea can be applied to stripes, instead of chunks, Similarly, catalog warming requires peers to download

and superposed to the load balancing technique propo a‘.sible unwanted <_jata (peers must be i_nstfuc_ted to do so
Perp g que prop %y a central authority, as before). Such intrinsic overhead

SWheng = 1 only a portion of the coldest video collection can be warme&an b_e .mitigatec.i/made more effiCient by e_mploying chunk-
up while guaranteeing,; — 0, as shown in the proof of Theorem 6. ing/striping, as discussed in Section V-C, which howevetsad



complexity to the control plane. Observe that chunk arftblds under any possible distribution of seeds to vidées (
stripe bundling are conceptually similar and require peers satisfying) ", Nseegr = O(N)).

execute essentially the same high level operations. Onrtee o

hand video chunking/unchunking are very simple operations VIl. RELATED WORK

typically supported by every peer assisted system (and mosj stochastic fluid model showing fundamental characteris-
CDN), while video striping/reconstruction are more comple tics and limitations of P2P streaming systems was proposed i
On the other hand video striping, once supported, can P& |n[13], performance bounds on the minimum server Joad
advantageously exploited also for load balancing. maximum streaming rate, and minimum tree depth under dif-
At last, we remark that in our analysis we have ignored thgrent peer selection constraints are derived. Howevertvio
effects of protocol overheads and signaling bandwidthgaec papers above focus only on single-channel streaming system
sary to coordinate the peers). The impact of protocol otse njversal streaming architectures have been analytisalig-
and signaling, once quantified for a given application, cggq in [9], where authors develop queueing network models to
be easily incorporated in the model by redefining the peggscribe multi-channel live streaming systems incorjiagat
uplo_ad bz_;de|dth (i.e., subtracting from it _the fractiovaled _peer churn, bandwidth heterogeneity, and Zipf-like poptyla
to signaling/overhead). Our paper also ignores: 1) passikle remark that VoD systems are different from live streaming
constraints on the number of peers from which a peers c&tems in which users join the distribution of a given TV
download data; 2) the effect_s of possible congestions @nsighannel at random points in time, but peers connected to
the network. Although these issues can have an impact on {ig same channel watch the content almost synchronously.
system performance, we have preferred not to consider thﬁFnVoD, a given video is watched asynchronously by users,

for the sake of simplicity and analytical tractability. and downloading peers can only help peers who have started
the download later on in time (sequential delivery). Moregv
G. Asymptotic bandwidth requested from the servers asymptotic results in [9] are restricted to the case of two

At last, we can evaluate the asymptotic performance achi&falues of peer upload bandwidth (low and high), and require

able by applying the active schemes described in previotfading the solution (if any) to a set of linear equations. In
sections. contrast to [9], we consider VoD systems, and obtain a simple

Theorem 6: Under the same assumptions bnof Theo- Characterization of the asymptotic system performance for
rem 1, if there exists an arbitrarily small constant- 0 such general upload bandwidth distribution. In [14] authorsgmse
that (T < 1 — o) — 1 for someo > 0, the bandwidthS an algorithm to allocate server bandwidth which can predict

requested from the servers satisfies the following asyricptof® Minimum server bandwidth requested for each channel,

bound w.h.p. as the number of usergends toco: based on historical information. However, this work focise
_ o(1) ifa>1,8<1 only on live streaming systems.
S = { O(n?(log n)i’%) ifo>10=1 (15) The first mathematical formulation of the server bandwidth

needed by a VoD system based on sequential delivery appeared
provided that a suitable combination of active techniquesin [4], in which authors resort to a Monte Carlo approach to
employed i) to balance the loads induce by individual vieoget basic insights into the system behavior (like surplus an
i) to sufficiently increase the download rate of cold videos deficit modes). The same formulation has been considered in
The proof of Theorem 6 is reported in Appendix F. [11], where authors explore by simulation the effectivenefs
different replication strategies to minimize the serveadan
VI. L OWERBOUND the slightly surplus mode, as well as distributed replacggme
Here we present a simple universal lower bound to thggorithms to achieve it. In [15], upper and lower bounds t
bandwidth requested from the servers. Notice however it tserver load are derived. However, detailed informationuabo
bound holds under the assumption that the size of churgéstrihe movie set stored by each peer and its upload capacity
cannot go to zero. Consider first the case in which videos affist be collected by the server. In [16] authors propose a
not divided into chunk/stripes. For any vidéothe servers queuing model to predict the dynamic demand of the users in
must provide at least a bandwidth equal d4p when the a P2P VoD system and provide on-the-fly elastic amounts of
following two conditions jointly occur: i) there is at leashe processing/bandwidth resources with a minimum cost.
user downloading the videos; ii) there are no seeds assiiing Paper [17] presents a trace-driven evaluation of server
distribution. Thus, we can write: load savings for VoD streaming. Specifically, it shows the
S > Zszl drP(Ng, > 0)P(Nseegr = 0) (16) potential savings by using hybrid CDN-P2P systems for two
jor CDNs: Akamai and Limelight. [18] defines a per-
nk capacity model focusing on the allocation of upload
bandwidth resources among different chunks. In particitar
points out the fundamental trade-offs that exist amongesyst
hthroughput, sequentiality of downloaded data and robsstne
= e . . 0 heterogeneous network conditions. In [19] authors agvel
ﬁﬁ%eb?r’i f :12’:52%2;?; t;c;llljoswtlggo.asymptotlc bound as th n analysis of peer—assisted VoD systems with scalableovide
Q ng_a) if a'> 1.8=1 streams. Analytlca}l mO(_jeIs that est|mate. the number ofspeer
5={ o) it o < 1’5 1 (17) that can be admltted into the system in the case of flash
0 - if’ﬂ <1 crowds are provided. Similarly to [20], that focuses on P2P
live streaming only, [21] studies the achievable streaming
The proof is reported in Appendix G. Essentially the proafapacity of large-scale P2P VoD systems with sparse con-
consists in finding a lower bound for (16), that uniformlynectivity among peers, and investigate P2P control stiegeg

Previous argument can be extended to the case in which vidgha
are divided into a finite number of chunks/stripes, consider
every chunk/stripe as an individual object. By algebraycal
manipulating (16), we obtain:

Theorem 7: The average bandwidth requested from t



that can achieve close-to-optimal streaming capacity.hWiti7]
respect to all previous work, in this paper we propose [fs]
general framework that allows us to analytically estiméte t
potential benefits in terms of scalability of peer-assidted
architectures, revealing under which conditions gainsgiims  [19]
of servers’ bandwidth savings) can be significant or limited g,
An interesting implementation of the kind of systems

considered in our work is Xunlei [22], a download accel-
eration application that is becoming enormously popular [%1]
China. Xunlei combines both peer-assisted and servestadsi

techniques, letting users download portions of the reguaest?2]
contents from other peers while also downloading portions
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APPENDIXA

from independent servers. Recently, the Xunlei netwonkesta

also a peer-assisted VoD service (Kankan), which generated

massive-scale swarms.

VIII. CONCLUSIONS

PROOF OFTHEOREM 1

For the proof of this theorem we need to state a preliminary
result.
Lemma 4: Assume the following properties hold fér: i)

Our results indicate that users’ cooperation can dramiticall| > 0, ii) E[e””] is finite in a neighborhood of the origin,
reduce the servers’ burden in large-scale VoD systems. A} Fu(w) > 0 for everyw > 0. The average bandwidth
though peer-assisted architectures incur several isslaed requested from the servers, satisfies the following bound:
to the added complexity on the control plane, the need oy < 1, for anyd € (0, 1), there exists\g € R* such that

provide incentive mechanism to the users and to protect
the system against attacks and misbehavior, nevertheless w

believe they should be taken seriously into consideratidghé T—)(147) J oo
coming years, as they are the only known solution (up to noW}th C1 = T%. Cy = (ﬁ_v - 1) T(l — e %),
to make VoD systems arbitrarily scalable. However, we haye, — (d + 1/9*)69*01, where §* is the only strictly positive
shown that the potential gains deriving by users’ coopematiso|ytion of the equatiof[e?(“~U)] = 1. Furthermore in (18),
are reduced when the service is targeted to the distributi®n can be found uniformly with respect @, d and~ as long
of user-generated contents (especially for small valugh®f 35~ <1 — o for any o > 0. If, on the other handy > 1, the

Zipf's law exponent), since in this case the number of videqgerage bandwidth requested from the servers grows linearl
intrinsically scales linearly with the number of users.
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if d>U,\> )\

S < Ad
itd<T,

(18)

with the number of users, namel§,= O(\).

The proof of Lemma 4 can be found in Appendix B, and it
is based on some results that we proved in [8].

Considering the constants specified in Lemma 4, we observe
that C is insensitive to the distribution df, and it does not
depend explicitly froml7. Actually, its dependency frorl¥ is
mediated byy. As consequence, the expression of the bound
for d > U is robust to the distribution of/ and its mean,
provided thaty < 1 — o. Instead,C> and C3 are sensitive to
the distribution ofU, through the quantity*. For this reason,
the upper bound of for d < U is more delicate. In particular,
note that if0* becomes arbitrarily small or large the bound
C3e~“2* becomes arbitrarily weak. For these reasons we need
to strengthen the bound far< U, which is exactly the result
in Theorem 1.

We state now the last preliminary result that we need for
proving Theorem 1. The following proposition states that,
given all the other system parameters, the average barfdwidt
requested to servef is, by construction, monotonically non-
increasing with respect to the available upload bandwidth o
peers. More formally we can state:

Proposition 1: Whenever we compare two systems, 1 and
2, with identical system parametedid 7, Tseed €XxCept for the
available peer upload bandwidth, then:

g(l) < §(2)

whenever the available bandwidth in the first systéftt)

is stochastically greater than the available bandwidthhim t
second systen/ (%),

This property directly descends from the observation teat®
in the first system can always contribute to the redistradyuti
with only a fraction of their available bandwidth, properly
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choosing the fraction so that the contributed bandwidtheo tSince A = d — U + ¢, we defined;(n) = inf o7 07 =
P2P system is distributed &&2). _ 1=t W(@=De"Y) \ve obtain: ifg* € (0,63)
— e : .05

Finally, we can prove Theorem 1. d-U o eas — e
Exploiting the definition of*, we can derive the following e 0 AeNale” T < Nat=y (20)
*. o )k 2E[U—d * .
lower and upper bound fof*: 6% > W and 0" < consider now quantity ~NVseed1=¢v(=6")) in (19). Since for

sup, g — 2EPU<d=2) "\yhich guarantees thdt can not be ¢ — 0 we haved* — 0 (Proposition 2),1 — ou(—6*) =

arbitrarily small or large whenl is sufficiently smaller than 1 — E[e=¢"U] = 6*U + R(#*), where R(6*) is the Taylor
U, let us say wheni(1 + 0/2) < U. Therefore, whenever remainder. If we expres®(6*) in the Lagrange form we
U >d(1+0/2), in Lemma 4 we can jointly lower bound, immediately obtainiR(6*)| < E[U?]6*2/2.

by a positive constant, and upper bou@g by a constant.  ager some elementary algebra it is possible to show that

It follows that Cse=C2* = o(MeC2 ") as A — oo, / N A i

v6 € (0,1). When U — d from the right, &* — 0 for everyn' > 0, defining 65 (') = L B[UZ] we have that
and the bound in Lemma 4 becomes arbitrarily weak (i 9= < (0,6z) it holds:1 —7/ < ———— < 1+7/, and
tends to infinite). To overcome this problem, we exploit the T 1—ou(=0*) —
monotonicity property ofS with respect to the peers uploadnerefore 0T

bandwidth (Proposition 1) obtaining a useful bound also for 1— oy (=0") > - (21)
d < U < d(1+ 0/2). We consider a system in which the L+mn

available upload bandwidth of all peers has been reduced®nsider now quantitg? @ in (19): definingd; 2 (log 2)/d,
a factor%%a. In this new system the average effective uploagis immediate to see that fat* < (0,6%), it holds:
bandwidth is smaller thad and the video load is equal to G07d < 9 (22)
v =~(1+0/2) < 1. For this system, we can bourffl by -

the expression valid fai > U, obtaining a bound that clearly By (19), (20), (21) and (22), we can conclude that for all

applies in the original case thanks to Proposition 1. 0* € (0,0 £ min{0;,05,605}), it holds
N, oFA
APPENDIXB _ Nt \ gy, eT
PROOF OFLEMMA 4 S5<2 (d+ T ) e (23)

We recall the following two propositions from [8]. They

S : . From (4) we can derive a relation between the number of
establish important properties 6f as functiori of e:

downloadersN,; = Ar, and the number of seeds:

Proposition 2: If d > U, the equatioriE[e’@—V=9] = 1 _ d _ d
(in #) admits a unique solution for € (0,T). Further- Nseea= (U_7 a 1) Na= (U_'y - 1) o &9
more, 6*(e) = argy (e “E[?U-Y] = 1) is strictly o , _
increasing and”* on the interval(0, U). Moreover, it holds Substituting (24) in (23?\ vggAget.
lim,_,0 6*(¢) = 0. — e 1= 7(%71)”&?,
Proposition 3: Provided thatl > U, andU is not constant, S<2|d+ 0* € o (25)

the image of9*(¢) for 0 < e < U is RT \ {0}. o

We recall also the following upper bound for the bandwidtRecall from Proposition 2 that, faf > U ande — 0, we have
requested from the servers from [8]: 0* — 0. Moreover, by Propositions 2 and 3, as— oo, we
can setd* = A\~ (i.e., we can find the proper law for that
leads tod* = A=°) for all 6 € (0, 1).

where ¢ be the moment generating function bf, e is an  Thus, there exists &, > 0 such thatVA > A;, we have
arbitrary positive constant smaller thehand A £ d — U +¢. thato* € (0,05 = min{63,03,05}). Then, if A > Ay, for all
Moreover, §* is the unique strictly positive solution to then,n' > 0 we have:
equationE[e?(4-U=A)] = E[e!(U-U~-9)] = 1, T < ( 5 AHT%) —(E-1) L

Using Proposition 2 and 3, and the bound in (19) WeS—2 d+Ae ' € o N
can prove the lemma. We emphasize that Lemma 4 is not : S e 5 —xHT<d*?”><1n7")j’jj§”"')
straightforward extension of the results in [8], where weeha =2de A +2X%e Gt (26)
only shown thatS — 0 as A — oo (provided thaty < 1). Now we prove that the first term in (26) is negligible with
Indeed, Lemma 4 characterizes alsaw fastS scales to 0 as respect to the second one. First, note that if A\, d < \°:
A grows large, providing a basic building block of our anaysiindeed, by (22), we have thdt< 1(;%2 =log2- X\ < \°.

Our goal is to tightly characterize the asymptotic behavior ’

. N —
of bound (19) as\ — oo. We first focus on the casé > U. Remem.bermg thad = d — U+e >0, we can say that the
In this case we will make — 0 as A — oo, exploiting exponent in the second term is larger than the exponent in the

Propositions 2 and 3. o first one. Th_us, we Ci]f?y(dt?%t)’(f?ﬁj\#ﬂ? have
Consider, first, quantite=¢ 4eNa(e” “~1) jn (19). Note S < 4Xe T aEmn @y (27)
that e 4 < 1, and e’ 4 — 1 > 6*A. Thus, for all _ N )
€ (0, 1), there existd;(n, A) > 0 such that ifé* € (0,67) Remembering thal = d—U+¢, foralle > 0,7,7" € (0,1)
then e” 4 — 1 < 6*A/(1 — 7). In particular, 0% (n, A) = We define the quantity /
—%ﬁ”l)‘”, where W(-) is the Lambert function. f(e,n,/,d,~,U) £ T(d ~ U —n) — Ay +17) (28)
(L+7)(1 =n)y

S< (d+eiefe*Aem(ee*tl))efﬁseec(lfw(fe*))ee*d (19)

7In the following, whenever not necessary, we @seinstead of6* (¢). that appears in (27).
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We compute nowf(e,n,n’,d,v,U) for ¢ — 0 andn = Videos k such thatk; < k < K belong to the second

n =1 J category. Comparing asympt_oticalf\jl with K, we obtain:
— (d—T) 22 —(d-T)y 12 K; = o(K) ifa>1,1/a< <1 (35)
limeo f(e,d,y,U) = T R Ki=wlK) ifa>1,<1l/aora<1,4<1
— A=Aty - . Th .
27 erefore, wherv < 1, we setK; = K, and we have only

one video category. Now, to computewe can just sum up
Since f(e,d,v,U) for v # 0 is a continuous function and the contnbutlons of all videos, obtaining:
hence a umformly continuous one over compact sets that d

Zk 1 Sk (36)

not contain points withy = 0, a strictly positive constarit> 0 T Za=t «
can be found such that, for dll< ¢ < ¢, we have < P AN e O g > ke, ATrAE.

— U(l — 1 . . L
fle,d,v,U) > Tw > 0. We defineC £ dpaxTmax, and substitute\, with its value
4 npr = nH(K)k~“. We obtain:

uniformly with respect to parametets v andU as longas S < 4(nH(K))’ 5211—1 k8 e—Cri(nH(K)k™*)'~°

they take values over a compact set that does not contain the +CnH(K) ZkK— o
points with~y = 0 (as in our case). Lek, be the value of\ = (37)
that corresponds té. Defining the constant Let S,,1 be the first term in (37). Furthermore, since by

U(l - Z)(l +7)7 (29) (29) Cl E = A T Uk(lfz’);])c(1+'yk) we haVeCLinf é 1nfk Cl,k _
7 ToninU min 422 ?) . Thus, we have:
we can conclude that, faf > U it holds: Bups 2 4(nH(K)) Ki—1 1~ a8 ,—Cy (dis oy ) (nH (KK~ )1 =0

S <4ANe M asA > Ao 2 max{\, o} (30) < 4ZKH(nH(K)k_gjge_Cl’inf(nH(K)w)H

Consider now the casé < U. From Theorem 1 in paper < @( K- 1(nH(K)x—a)6e—cl,mf(nH(K)w’a)1"‘dw)

A
01:7’

[8], we have tha¥™ is a constant as — oo, and we can set (38)
e in such a way thatd = 0. Thus, in this case the bound inNgw we make the substitution = (nH (K)z—*)'~% and get
(19) becomes (nH ())&
dr = dy. We have:

1+

S S (d + 1/0*)8*Nsee((17¢U(79*))69*d a(lf(;)

d * * 1-45 o)
= (d+1/67 ~(d5-1)ar1-ou (-0 ) eo"d () R n 1 p(nH(K)) o 3
( (/ Je SN Supa < © 225 / o—YC s 1_@: iy
= (e \U7 v (nH(K)(K1(n)—1)=2)1=5 ¢ " ad-)

whereCs £ (d + 1/6*)e?" 4. Sinced* is a constant, we can If y ST < 1, that is if § < 1/(2a) + 1/2, we obtain

a(l 8)

conclude that, ifd < U, it holds 1 pHE)T? Cl
S S C e —Cao A as\ — 00, (32) gu@l <O <(7i—1(§7}_<35))a/ e*ycl,infy a(l—&) dy)
(nH(K)(K1—1)=«)1=¢
whereC, £ (U% — 1) (1 — ¢u(—6%))) = (Udy ) (1 — (nH(K)) & (nH(K))'™ —yChine
e~?") since, by constructionpy (—0*) = e~?" . R T ) /(HH(K)(Kll)a)ls e ity

At last we consider the casg> 1 (i.e., the deficit mode). H(K)) 2 o= Chint (MH(K) (K1 (n)) =)' =2
In this case the bandwidth requested from servers scales a<s6 (nH (K))=e )
©(n), as shown in [8]. Indeed, the servers have to provide Btom (34) and (35), we get:

least the bandwidth deficit. [ | o(na e CLinfy _ o(nl/ay Hoa>1,85 1/
1 o on(1-af)(1-9)

©(naoe ~1linf ) = o(1) ifoo>1,8<1/a

Su < O(nlogne CLinf) — O(nlogn) fa=1,8=1

APPENDIXC “ @(Mogcnﬁe—cl,mf<n1*5mgnm“*‘”):0(1) fa—1.8<1

PROOF OFTHEOREM 2 O(ne”“Lin) = O(m) fo<1,p=1

O(nBla=1)+1,~C1 int" ) = o(1) fo<1,8<1

First we assum@(T'y, < 1 — o) = 1. In this case ally, are Now we consider the second term in (37§.,,2 =
deterministically smaller that — o, and by Corollary 1 for CnH( )Zk &, k~%. Note that this term exists only when

each video we get: _ K; = o(K), see (35) Since functiorf(z) = 27* is
3, { ATk - if A < Ao (33) decreasing, by the integral test for series we obtaingfor 1,
AN e~ Crrh T S € (0,1) if Ag > Ao, Sup2 < nH(K) (K + fK o d:c)

whereC i £ C1 (U, Tk, 74)s 7 = (1 + 0/2)v. We divide
videos in two categories, depending on the request Xate
Video k belongs to the first category f < & < Ky, with
K, such that\x, = Ao, Where ) is the threshold defined in
Corollary 1. We thus obtain thakt; = A\, */*n!/* H(K)!/®,
We distinguish the following cases dependingan

o(n'/*) if a>1

K, =<{ 0O(n/logn) if a=1 (34)
@(nw) if o<1

Kl @ Kl—a
HEK)|Kye+—L ——
nH( )( 1t o1 )

nH(K) (K7 + K{~%/(a— 1))
= 0 (nn‘l +nnkTa) =0 (ni)

IN
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If & = 1, with the same calculation as above we obtain  ratio between seedSe= becomes equal to the ratio between

Sup,? < nH(K) (K;l + ffi ZC71 dZC) , Nseedh
= nH(K) (K" +logK —log K, ) downloaders™, i.e., we have to force:
—1 39 e h . _ /
E gh({éi)g(_]f;l(n—i_lkﬁg[i 2 n+logn)) > Nseeq _ Teont + gk [(m — 1)Tcony Tk
= 0(n) Neeedn Teonth + qn[(m — 1)Tcon] 7
SummingS.,, ;1 andS,, 2, we obtain: To achieve our goal under (8) first we sort all videos accaydin
O(nl/";) 7 ifa>1,8>1/a to the associated metri%” - Let ko be the video that
q H ’ cont,
= < L ) _ T,
i g((lqi) Fla>1,5<1/a) \/igaa_<liﬂﬂ<:12 minimizes the associated metrigj = argminy =—. We

setqr, = 0, for any other vided: we obtaing aéonéglution
When, insteadP(T', < 1) < 1, for any 8 > 0 standard of:
concentration arguments allow to say that for any function
f(n) — oo, a finite fraction of videos with indeXx < f(n) Teontk + q[(m — 1)Teond 7-,;
will have w.h.p. an associated loag, > 1. Since the T
associated request rate for such videos scales linearynwit
(i.e, it scales faster that any sub-linear function), as imntedia . 1 Teomky 75
consequenc® scales also linearly with. I L s ) oo * — Teonty. | Observe how-
ever thatg, is feasible only if it lies in the interval0, 1];
M_Tconnk) >
TkO

TconL ko Tk

APPENDIXD
PROOF OFTHEOREM 3 g > 0, since by construction(

First ot_)servg that ifl,,.x < U, we do not really need load T;; Tco;mk — Teontsr ) = 0, furthermore, it turns out thaf, < 1,
equalization sincey, < 1 Vk even when we sel, = 0 'f-fT( . isficd
vk, thus we focus on the casén... < U (we emphasize, "~ iff (8) is satisfied.
however, that also_ in this case it is _possible to de_vise a APPENDIXE
scheme that equalizes the Ioa_d following the same lines as PROOF OFTHEOREM5
for the cas&dmax < U ). Assumingdmax > U, observe that : ) ) o )
to perfectly balance the load among all videos we need toWe first consider the load associated to individual stripes
make the average number of seeds for a video proportioffd] videos). Note that we need to worry only about stripes re-

to the average content downloading time. Indeed, resolvifgiring bundling (i.e., those belonging to videos with> ),
ANy since, by construction, the load of stripes initially hayionad

T, M) with respect toNseeq, We Ve < 7, becomes, after applying the proposed equalization
R . _:’;U_Se/e"k _ technique, exactly equal tp < .

obtain Neeeqr = =27 Ny, thus to achievey, = 7, Vk Consider a generic stripebelonging to a vided: having

we need to enforceN .oy, = dma;%vUNd,k. Now since the an initial load~, > . LetS; be the set of indexes of videos

- : : (having initial load smaller tham) which are assigned (in total
distribution of downloaders among the videos is propogion or in part) to assist the distribution of stripéoy the bundling

\t,)v)é coer;sttrr]lécgggértto the average content downloading tine algorithm. After equalization, the new load induced bypsri

9 ert. . i {or, equivalently, by vided) is
Now according to the seed-freezing scheme, the avera S o L 5 Aoy

number of seeds for vided, Ny, can be partitioned ~; = —2L jes P _ (1+ M) (40)

. L l
into two components: the average number of unassigned Akary Ak

peers which are currently acting as seeds for comerind \yere),. ; is the probability that a peer dowloading vidgbas
the average number df-content assigned seeds which argoncyrrently to download stripe(see scheme in Section V-B).
currently seeding. , Unfortunately, the r.h.s. of (40) cannot always be made lemal
For what concerns the average number of unassigned seggls, ./ py increasing). Indeed, in the worst possible case
we can easily obtain it, applying Little law as the averagg) yideos (except vided) are assigned to videb, obtaining
between the rate at which un_aSS|gned peers becor_ne Seed%@rboundz s, \ipji < A/M (notice that theM stripes
contentk times the average time they spendAa%eglng C?nt%?tvideok are equally bundled). However, the resulting ratio
ki (A + A1)pr(1 — gk)Tcontr, Where Ay = ﬁ A/ (M) can, in some cases, go to infinite as the system size
represents the aggregate rate of unassigned peers in teensyincreases (for any finitel/), especially for very unpopular
starting/ending a download. Similarly, the average nunafer videos k. Note that this worst case can only happen when
assigned seeds can be computed again exploiting Little $awvédeos j € S; contribute a vanishing amount of bandwidth
the rate at which peers are assigned to conte(h+A1)prgr ~ AU; to the bundled stripe, making the scheme inefficient.
times the average time they spend seeding conkierés  To overcome this problem, we need to modify the amount
assigned seeds which is givéiaonr + (m — 1)T'cons in this  of bandwidth devoted to the distribution of bundled data
regard observe that the number of contents downloaded $yecifically, for each videg having~y; < v we compute the
peers follows a geometric memoryless distribution. amount of bandwidthAU that, if subtracted to the average
Now considering any pair of different videdsh, we can
balance the load between them if we are able to find valuesye preferred to describe this necessary modification of oberse only
0 <qr <1and0 < ¢, < 1, in correspondence of whichin this proof, and not in Section V-B, for the sake of a bettezsgntation.

the equationy, =
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upload bandwidth of a peer, makes the load of vigezgual where the last equality follows from the fact that(K) =

to (v++')/2: O(1) if a« > 1. To sum up, we can distinguish among three
d;Tj o+ video categories:
U-AUNT; 2 / Ak if 1<k<K,
- . = = K< : 44
We remark that, under the modified scheme, the selection Ak i(logn) 'f_f[;,;kki% (44)
of the stripe to be bundled to videos with an excess of k IMH2 k%
bandwidth is still performed by the algorithm described in _ ]
Section V-B, which is based on the original values/ol/;. By formula (4) we know that system loadis proportional
Simple calculations lead to the following equation, to A = O(n). Thus we need to verify that the modified
—viy = popularities\, do not change the asymptotical behavior of
AU = AU + U= = A. We have
R e’ K, , , , ;
which permits to rewrite (40) as, Zk:K; A = 6(52 — Iy)(logn)
- /\kle + 2 jes, /\jpj,z'% (41) < cKy(logn)®
' )\ig]\l4—’“V +>jes /\jpj,i%z:—;jy If 3 <1, andK, = K, the previous formula becomes
Sincey < +/, and using the fact thd}, < l,,ax andl; > lyin, K> P ;
V4, a sufficient condition such that the r.h.s. of (41) is snralle > A =0(n?(logn)?) = o(n),
than~' is, k=K
!/
M > Faa w =M (42) thus we can conclude that the asymptotical behavioh d$
bnin 7" =y the same as the passive strategy, and so the system lodtl is sti

At last, we show that also the overall system load, includirgmaller thanl.
the impact of bundling, can be kept smaller thérby a proper ) ;o
selection of M. Indeed, in the worst possible case all peers On the other hand, iy = 1, we cannot set, = K,
downloading a video have to additionally download a stripe §€cause we would obtamz: w(n). The maximum value for
the largest video. Hence the overall system load, aftenappl 2 i thusK, =n/(logn)?, so that we obtain:

the equalization scheme, can be upper bounded by Ky
i Awli 4 > A =0(m).
ZkK:1 )‘kU(Tk + Tseed =Ky

The above quantity is smaller thas whenever Now we can compute the bandwidth requested from servers,
max and show that it tends to zero as the number of users
M>l ———— =M, n grows to infinity. Essentially, we use the reasonings
min 7" in the proof of Theorem 2, in Appendix C. Note that
Since M; > Mo, by selectingM* = M; we satisfy all Ki = @(c‘l/o‘(logn)_z/“nl/a) is asymptotica"y smaller
requirements about global, video-specific and stripeifipecthan K, = ©(n!/*). As in equation (36), we computs

loads. B 5s the sum of the contributions for all the videos in the three
APPENDIXF catigones:_/ ) _
PROOF OFTHEOREM 6 S = Sup1tSup2tSups

For the sake of clarity we prove the theorem in the case of < S/ 4N e=Crumhi ™
a load balancing strategy by seed allocation (as described i Kp—1 468 (1 26 =1 imec1=) (log n)*(1=0)
Section V-A), so that the system works at global logdsuch Zk:K; ¢’ (logn)* e +
that for all file k, v, < +' < 1. We suppose also to apply a full Zf:K; AT\

video catalog warming approach (Section V-C). The proof can . ) ) ,

bundling (Section V-B). Note that in this case each video fPmputation as in (38), and we obtain:
divided into M stripes, and thal/;, becomes the users upload

bandwidth devoted to stripk. = L o n ")) eyi—s
In particular, we increase artificially the popularity ofefil Suwp1 = © ((RH(K))=e Cram(nHEOUG ()75 )
whose)\;, is smaller than a polylog function of the number of = O(ns efcl,infc“‘s(logn)z“*“)
active users:. More precisely, we impose the following new (45)
request rate: for a certain> 0 andc > 0, ) s )
A, = max{\s, c(logn)?}, Vk < Ko, (43) Now we can set = (Clyinf(l + e)) andz = 1=, for an
, ) _€>0, and we get:
where K, is a threshold on the number of videos with _ 1 (14e)
increased popularity, such that the system loads still Sup1 =0 (”“” :0(1)~) (46)

smaller thanl. Moreover, there exists a threshold, such For the second sum. we obtain:

that )\K{ = /c(logn) . Thus we have that 3 - Ké405(10gn)zéefclYinfclfa(logn)zufa) (47)
Kl — c—l/a(logn)—z/anl/aH(K)l/a / »

O(c™(logn)=*/*nt/) If 8 <1, we have thatk, = K = ©(n”), thusS,, ; = 0,

up,2



and we get

S ) (nﬂc‘s(log n)z‘sn_(lJ“E)) =o(1) (48)

up,2 —

Thus, wheny > 1,1/a < 8 < 1, we conclude thab = o(1).
If « >1andg =1, we get:

g " n)¥n-0+9) ) =
Supa =0 (g llogn)n (49 ) =o(1)  (49)

For the third part, analogously to eq. (39) we obtain:

up,2 =

Sups = O (nHE) (K2 /(a = 1))
= 0 n((lognn)z)lia) (50)
= O n2_0‘(10gn)%)
Thus, we conclude thaf = @(?;pyg) whena > 1 and

B=1andS =o(1) whena > 1, B < 1.
APPENDIX G
PROOF OFTHEOREM 7
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R be a non-negative real-valued function that is Lebesgue-
integrable. Then it holds:

b b
| et0-af@)de= b ( / f(:v)d:v> (56)

_ We make use of (56) with = 1, b = K + 1, f(z) =
Nseedz)/ K, ¢(x) = e~® and we get

5=z 0 (dminTmin)\KK€7 ST Neeedw) / K dr)
= © (dminTmin)\KKe_"/K)
= © (dminTmin)\KTL’@e_"liﬁ>

O (dminTminn !~ BenBe—n""" if a>1
= O ( dminTminn log ne*”Ha) if a=1
() dminTminneinkB) if a=1

(57)
In the previous formula, every timé < 1, the exponential

. 1— ..
functione—"""" goes to zero ags — oo, and we get a trivial

We want to compute a lower bound 6hbased on (16). BY |ower boundS > 0. On the other hand, if = 1, we obtain:
Lemma 1, we know thadv, j, is a Poisson distributed random -

variable with parametek;. We have that
P(Ngp > 0) =1 — e M,

If A\x7 — 0, we can use the Taylor expansion for the previous

expression, and we get:
P(Nd,k > 0) =1- 67)%7-’C = ATk + 0()\1@7'1@),

thus we obtain thaP(Nd,k > 0) = @()\ka) if \p7 — O.

On the other hand, whek, 7, does not tend to zero, we can

always say thaP(Ny; > 0) = O(1). In the end we obtain
P(Ndyk > 0) =0 (min(l, /\ka)) (51)

Consider now the probabilitf(Nseeq: = 0), that is the
probability that no peer is acting as a seed for filea peer is

not acting as a seed if it is in sleeping mode. We know th

the number of seedVseeqr is @ Poisson distributed rando
variable with parameteN seeqs:

P(Nseedk =0)= e_ﬁseedk- (52)

We use now (51) and (52), and therefore (16) becomes:

S > S diP(Ngy > 0)P(Nseegr = 0)
- (53)
= 0 (CAL di (min(1, M) e Ve )
Remembering that the minimurx, is equal to
)\K = infk )\k
= O(K “nH(K))
O(nt=h) if a>1 (54)
= O(n'~Flogn) ifa=1
O(n'=9) if <1

and that the quantitiedyin and rmin do not depend om, we
obtain that

S > 6 (dmin/\KTmin Zszl efﬁseedk)
—N. 55
= 0O dminAKTmin Zszl e Nseedk) ( )

> O (dminAK Tmin f1K+1 o~ Nseed ) dx)

We use now Jensen’s inequality in the following form. Let

be a convex function on the real line and Jet [a, 0] C R —

_ O(n**) fa>1,8=1
S > O (nlogn) fa=18=1 (58)
O (n) ifa=1,6=1

Note that, being: a trivial upper bound toS, in the end
we obtain the following result:

S>0 (nQ_O‘e_l) ifa>1,8=1 (59)
S =0(n) ifa<1,8=1

Delia Ciullo received the Master degree in Telecom-
munications Engineering and the Ph.D. degree in
Electronics and Communications Engineering, both
from Politecnico di Torino in 2007 and 2011, re-
spectively. In 2009, she has been a visiting student
at the CNRG group of MIT. Between 2012 and 2013
she was a post-doc ERCIM fellow at INRIA Sophia
Antipolis. She is currently a post-doc researcher at
EURECOM Sophia-Antipolis, France.

Valentina Martina received the Master degree
in Mathematical modeling in Engineering and the
Ph.D. degree in Electronics and Communication
Engineering, both from Politecnico di Torino in 2007
and 2011, respectively. In 2010, she has been a
visiting student at the Technicolor Paris Research
Lab. She is currently a post-doc at Politecnico di
Torino.

Michele Garetto (M'04) received the Dr.Ing. degree
in Telecommunication Engineering and the Ph.D. de-
gree in Electronic and Telecommunication Engineer-
ing, both from Politecnico di Torino, Italy, in 2000
and 2004, respectively. In 2002, he was a visiting
scholar with the Networks Group of the University
of Massachusetts, Amherst, and in 2004 he held
a postdoctoral position at the ECE department of
Rice University, Houston. He is currently assistant
professor at the University of Torino, Italy.

Emilio Leonardi (M99, SM'09) is an Associate
Professor at the Dipartimento di Elettronica of Po-
litecnico di Torino. He received a Dr.Ing degree
in Electronics Engineering in 1991 and a Ph.D.
in Telecommunications Engineering in 1995 both
from Politecnico di Torino. His research interests are
in the field of performance evaluation of wireless
networks, P2P systems, packet switching.



