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Abstract—An analytical performance study is realized in this
paper, focusing on multiple-input-single-output (MISO) cognitive
radio (CR) systems with the aim of comparing the two most
popular CR approaches, namely, the interweaved and underlay
setups. The throughput-based comparison is accomplished on
a fair basis, by measuring the achievable ergodic capacity of
secondary communication, given an average rate-based, quality
of service (QoS) constraint on primary communication. We derive
closed form expressions for the outage probability at the primary
user (PU), along with expressions for the ergodic capacity of
the secondary user (SU). These expressions are derived as a
function of key design parameters, under a rate-optimal sensing
protocol for the interweaved approach, and a standard precoding
and power allocation scheme for the underlay approach. By
conducting this comparative study, we reveal the existence of
specific regimes (in terms of primary activity, number of transmit
antennas, quality of spectrum sensing), where the interweaved
approach outperforms the underlay one and vice versa.

Index Terms—Cognitive radio, interweaved, underlay, perfor-
mance analysis, ergodic capacity.

I. I NTRODUCTION

The massive spread of current wireless services and wireless
communication evolution have given rise to a great need for
bandwidth with the aim of offering various services with high
data rates. As a consequence, the accessible radio spectrum
is becoming critically scarce, as mentioned by the Federal
Communications Commission (FCC) [1]. To overcome this
obstacle, the notion of cognitive radio networks (CRNs),
introduced by Mitola [2], has emerged as a novel, promising
technology, aiming to tackle the problem of spectrum scarcity
and thus, to enhance spectral efficiency via optimizing the use
of the -currently underutilized- radio spectrum [3], [4]. Up to
the present, two popular CR design approaches have emerged:

(i) Underlay CRNs, where a primary service provider allows
the reuse of its spectral resources by an unlicensed
secondary system, provided that a specified,maximum
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tolerated interference level generated by the secondary
transmitter will not be violated and

(ii) Interweaved CRNs, in which the secondary network (ei-
ther the transmitter or the receiver) senses the frequency
spectrum and decides to transmit whenever the spectrum
is not occupied by primary transmissions.

Quite surprisingly and to the best of our knowledge, little
effort has been made to compare such designs, based on a
meaningful, fair, and even less so in an analytical manner.
Indeed, the philosophies behind each CRN approach seem
incompatible at first glance. The underlay approach seems to
be typically reserved for applications with only loose QoS
guarantees at the legacy (primary) network. On the other
hand, the interweaved design is expected to offer a near-
zero disturbance at the PU, hence seems to offer hard QoS
guarantees.

Upon closer inspection, it is clear that the QoS achieved
at the PU under the interweaved approach, strongly depends
on the sensing capability at the secondary side. Sensing
imperfections due to a number of factors such as channel
fading, shadowing, or noise give rise to miss-detection events,
which, in turn, lead to outage events at the PU due to
unintentional, harmful interference towards it [5]. Arguably,
a strictly conservative spectrum sensing design would ensure
that near zero interference is generated at the PU. However,
this strategy would inevitably lead to a wasteful spending
of secondary communication resources, as it is practically
difficult to sense and communicate at the same time for the
secondary system. Therefore, a low outage probability at the
PU, induced by a high accuracy sensing goes at the cost of
data rate for the SU. An interesting question lies in whether
a similar trade-off can be explored for the underlay scenario
and ultimately compared with that obtained in the interweaved
case. Our answer is positive.

In the underlay case, a low outage probability at the PU
is maintained through a suitable power control policy at the
secondary transmitter, augmented with a possible beamform-
ing (BF) solution, when the latter is equipped with several
antennas. More generally, a specific precoding and power
allocation policy will lead to a specific point in the so-called
outage (at PU) versus average rate (at SU) region.

The above observations motivate us to compare the through-
put performance of the interweaved and underlay CRN ap-
proaches on an equal footing. More concretely, our aim is
to compare the two CRN approaches with respect to the
achievable SU ergodic rate, subject to a common outage
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probability at the PU. Marking the difference with prior CRN
work, where the main quality indicator at the PU is in terms of
the interference power not exceeding an arbitrary threshold, we
use a definition of outage with a greater relevance to the actual
PU quality-of-experience. Here, an outage event is declared
when therate at the PU falls below a given threshold,whether
due to interference or a fading event in its own channel. The
intuition is that a PU with a higher quality channel is likely
to tolerate more interference, which ought to benefit the data
rate of the secondary system.

In this context, some interesting prior work is noteworthy.
In [6], the throughput potential of different CR techniques
has been investigated from an information theoretical point of
view. Nevertheless, no expressions describing the achievable
ergodic capacity of the SU or the outage probability of the
primary system are given considering a fading environment.
Also, in [7], although expressions for the instantaneous rate
of the SU are given, the assumption of perfect spectrum
sensing is adopted, which is rather unrealistic within the CRN
context. Furthermore, in [8], [9] and [10] novel spectrum
sharing models are proposed, either mixed ones or variants of
the interweaved model, though no explicit performance com-
parison of the two mentioned CRN approaches is presented.
Additionally, works such as [11]–[17] focus on the derivation
of either approximations or closed form expressions for the
ergodic capacity of SU as well as for the outage probability of
the primary system. Yet, no performance comparison between
interweaved and underlay CRN approaches is illustrated in
these works.

In this paper, both the interweaved and underlay CRN
approaches are investigated with respect to a MISO CRN and
compared with reference to the ergodic capacity of the SU for
a target outage probability of the PU, as well as for various
primary communication activity profiles and transmit antenna
numbers. It is worth noticing that in [18] a performance-based
comparison was conducted with respect to single-input-single-
output (SISO) CRNs, which differs from this work. More
concretely, our contributions are the following:

• Closed form expressions for the outage probability of pri-
mary communication, regarding both MISO interweaved
and underlay CRN approaches, are derived.

• Expressions for the ergodic capacity of the SU are derived
with respect to both MISO CRN approaches.

• Rate-optimal values of each CR system’s generic design
parameters are found, corresponding to a common outage
probability at the PU.

• The optimal SU ergodic throughput levels of the two
CRN approaches are finally compared, under a target
outage level of the PU, for various primary communica-
tion activity profiles and transmit antenna numbers. It is
shown that the performance comparison results are driven
by a set of key system parameters such as the number
of transmit antennas, the activity profile of the primary
system, as well as the spectrum sensing protocol design
parameters.

Throughout the paper, the following notations are adopted:
all boldface letters indicate vectors (lower case) or matrices

(upper case). Superscript(·)H stands for Hermitian transpose
andE{·} symbolizes the expectation operator.P(A) denotes
the probability of event A and‖ · ‖ is the Euclidean norm.
The identity matrix of dimensionn × n is denoted byIn.
For a random vectorx, x ∼ CN (µ,Σ) denotes thatx
follows a circularly symmetric complex Gaussian (CSCG)
distribution with meanµ and covariance matrixΣ. Also,E1(·)
represents the exponential integral function, which is defined
in [19, 5.1.1], whereasQ(·) stands for the complementary
Gaussian distribution function [20, 4.1]. Additionally,Γ(n),
wheren ∈ N, denotes Gamma function defined in [19, 6.1.6],
whereasγ(n, x) and Γ(n, x) denote the lower and upper
incomplete Gamma functions, defined in [19, 6.5.2] and in
[19, 6.5.3], respectively.

II. SYSTEM AND CHANNEL MODEL

The system under investigation, which is illustrated in Fig.
1 consists of a MISO primary system, comprising of a base
station (BS),BSp, equipped withM antennas, as well as its
assigned PU,UEp. Focusing on downlink communication, the
primary system is willing to share its resources with a MISO
secondary system consisting of a BS,BSs, also equipped with
M antennas, along with its assigned SU,UEs. It is assumed
that 1 × M channelshij , i, j ∈ {p, s} betweenBSi and
userUEj as well as channelh00 betweenBSp and one of
the antennas atBSs (which will be later devoted to spectrum
sensing within the interweaved CRN context), are Rayleigh
fading ones, i.e.,hij ∼ CN (0, σ2

ijIM ) i, j ∈ {p, s} and
h00 ∼ CN (0, σ2

00IM ).

h00

hpp

hps
hsp

hss

BSp BSs

UEp UEs

Fig. 1. MISO CRN - System topology.

In the following two sections, closed form expressions for
the outage probability of primary communication as well as
expressions for the ergodic capacity of the SU, will be derived
for both the interweaved and underlay CRN approach. It is
assumed thatBSp can perfectly estimate channelhpp and
BSs has a perfect estimate of channel vectorhss, while it
has statistical knowledge of channelhpp.

III. PERFORMANCEANALYSIS OF THE INTERWEAVED

APPROACH

A. General model

We consider first the interweaved approach, as it is shown
in Fig. 2, where each medium access control (MAC) frame
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is assumed to have a duration ofT time units, including
a subframe dedicated tospectrum sensing, which lasts for
τ < T time units. The rest of the frame is dedicated to
data transmission. Moreover, during each sensing phase,BSs

receivesN = τfs samples, wherefs is the sampling frequency
of the received signal. It is also assumed that during sensing,
BSs is kept silent and all instantaneous channels remain
constant within a MAC frame. Note that we assume here
that the spectrum sensing process takes place at the secondary
transmitter as opposed to e.g., at the receiving terminal side,
thereby by passing the need for a dedicated sensing feedback
channel.

Fig. 2. MAC frame structure.

Energy detection is applied as it is a popular and eas-
ily applicable spectrum sensing scheme [21]. At the n-th,
n = 1, 2, . . . , N time instant, the binary hypothesis test for
spectrum sensing is expressed as

ys[n] =

{

z[n], if H0

h00wpsp[n] + z[n], if H1,
(1)

where additive noisez[n] is a CSCG, independent, identically
distributed (i.i.d) process withz[n] ∼ CN (0, N0), Pp is a
fixed power level atBSp and the information symbolsp[n]
is selected from a CSCG codebook, i.e.,sp[n] ∼ CN (0, 1)
and is independent ofz[n]. Vectorwp ∈ C

M×1 is the applied
BF vector atBSp. We assume that when the primary system
is in transmission mode, Maximal Ratio Combining (MRC)
BF with full power is applied atBSp, since the goal of
the primary transmitter is to maximize the rate of the PU.
Similarly, when the secondary system decides to transmit, also
full power MRC BF is applied atBSs. Hence, we obtain the
following expressions for the unit-norm beamformers (BFs):

wp =
√

Pp

h
H
pp

‖hpp‖
=

√

Pph̃
H
pp (2)

and

w
int
s =

√

Ps

h
H
ss

‖hss‖
=

√

Psh̃
H
ss, (3)

respectively.
As it can be easily derived, signals[n] = h00wpsp[n], for a

fixed channelh00, will have a variance ofσ2
s = E{|s[n]|2} =

Pp|h00h̃
H
pp|

2
.

For a fixed sensing time,τ , along with a fixed energy
detection threshold,ǫ, by applying central limit theorem, the
probability of false alarm,Pfa, as well as the corresponding
probability of detection,Pd, can be derived, with reference
to a specific MAC frame, by applying [22, Proposition 1,
Proposition 2]. The above probabilities can then be written
as

Pfa = Q
(√

N

(

ǫ

N0
− 1

))

, Pd = Q
(

ǫ− µ1

σ1

)

, (4)

where µ1 = σ2
s + N0 = Pp|h00h̃

H
pp|

2
+ N0 and σ2

1 =

N2
0

N

(

Pp|h00h̃
H
pp|

2

N0
+ 1

)2

.

The average detection probability with reference to random
variableβ00 = |h00h̃

H
pp|

2
, is given by

Pavg
d =

∫ ∞

0

Pd(β00)fβ00
(β00)dβ00. (5)

Although we need an expression forPavg
d as a function ofτ

and ǫ so as to maximize the rate of the SU over these two
parameters, doing this proves to be difficult due to the lack of
a closed form expression of (5). Instead, we now resort to a
bounding argument to solve this problem approximately. Note
that the accuracy of this bounding strategy is justified by our
simulations in section VI.

To obtain a bound on (5), we use the fact that the detection
probability in (4), although neither strictly concave nor convex
as a function ofβ00, is concave in the region of interest for
β00 (the region corresponding to high detection probability).
Therefore, the applied bound is the following

Pd,B = Q
(√

N

(

ǫ

Ppσ
2
00 +N0

− 1

))

. (6)

Regarding the average false alarm probability, it remains the
same under any fading channel, for givenτ and ǫ, sincePfa

is considered for the case where only noise is present, thus

Pavg
fa = Pfa. (7)

B. Outage probability of primary communication

Although the interference power at the PU is used as a
quality indicator in much of the CRN literature, we point out
that when it comes to primary data rate, it is the signal-to-
interference plus noise ratio (SINR) at the PU which rather
governs performance. To reflect this, we assume an outage at
the PU when, given that the primary network is active, the
SINR of the PU is below a predefined threshold,γ0. This can
occur in two cases:

1) whenBSs fails to sense primary activity (missed detec-
tion), potentially resulting to a PU SINR that is less than
γ0 or

2) when the secondary system has correctly detected the
presence of a primary signal and remains silent for the
rest of the MAC frame. Yet, the desired signal received
at the PU is fading, so that the SINR falls below the
thresholdγ0.

In the proposition that follows, a closed form expression of
PU outage probability is given.

Proposition 1. The outage probability of primary communica-
tion for a MISO interweaved CRN is given by the following
expression
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Pint
out = (1− Pd)P1 + PdP2, (8)

where

P1 = 1− e
−γ0N0B

(

1
λX1

−µ̃
)

λX2
λM
X1

M−1
∑

k=0

λM−k
X1

k!µ̃k+1
Γ(k + 1, γ0N0Bµ̃),

(9a)

P2 =

γ

(

M, γ0N0B
λX1

)

Γ(M)
, (9b)

with λX1
= Ppσ

2
pp, λX2

= γ0Psσ
2
sp, µ̃ = 1

λX1
+ 1

λX2
andPs

stands for the maximum instantaneous available power at the
secondary transmitter.

Proof. See Appendix A.

C. Ergodic capacity of secondary communication
By applying the upper bound for the average detection

probability, Pd,B, the ergodic capacity of the SU will have
a lower bound, that is given as

E{Rint
s } ≥ (T − τ)

T

(

P(H0)(1− Pfa)BE

{

log2

(

1 +
Ps‖hss‖2
N0B

)

︸ ︷︷ ︸

A1

}

+ P(H1)(1− Pd,B)BE

{

log2

(

1 +
Ps‖hss‖2

N0B + Pp|hpsh̃
H
pp|

2

)

︸ ︷︷ ︸

A2

})

.

(10)
We first focus on computing expectationE{A1}. Random
variable Y1 = Ps‖hss‖2 is gamma distributed with PDF

fY1
(y1) =

yM−1
1 e

−
y1

λY1

Γ(M)λM
Y1

, whereλY1
= Psσ

2
ss. Hence, using

[23, 4.337.5], we have

E{A1} =
1

ln(2)

M−1∑

j=0

1

(M − j − 1)!

(

(−1)M−j−3

( λY1
N0B

)M−j−1
e

N0B

λY1 ×

E1

(
N0B

λY1

)

+

M−j−1∑

k=1

(k − 1)!

(
−N0B

λY1

)M−j−k−1
)

.

(11)
For the expectation appearing in the second term of (10), one
obtains

E{A2} =
1

ln(2)
E

{

ln

(

1 +
Y1

N0B + Y2

)}

=
1

ln(2)

(
∫ ∞

0

fY1(y1)

∫ ∞

0

ln(N0B + y1 + y2)fY2(y2)dy2dy1

︸ ︷︷ ︸

J1

−
∫ ∞

0

fY1(y1)

∫ ∞

0

ln(N0B + y2)fY2(y2)dy2dy1

︸ ︷︷ ︸

J2

)

.

(12)
Random variableY2 = Pp|hpsh̃

H
pp|

2
is independent ofY1

and exponentially distributed with PDFfY2
(y2) =

1
λY2

e
−y2
λY2 ,

where λY2
= Ppσ

2
ps. The derivation of double integralJ1

gives

J1 = J1,1 + J1,2, (13)

where by exploiting [23, 4.337.5]

J1,1 = ln(N0B) +

M−1∑

j=0

1

(M − j − 1)!

(

(−1)M−j−3

( λY1
N0B

)M−j−1
e

N0B

λY1 ×

E1

(
N0B

λY1

)

+

M−j−1∑

k=1

(k − 1)!

(
−N0B

λY1

)M−j−k−1
)

,

(14)
and

J1,2 =
1

Γ(M)

∫ ∞

0

e−uuM−1e

N0B+λY1
u

λY2 E1

(

N0B + λY1
u

λY2

)

du.

(15)
Since a closed form expression of the last integral cannot be
derived, numerical integration can be applied by employing
the well-known Laguerre quadrature rules [19, 25.4.45].

Double integralJ2 can be found in closed form by applying
[23, 3.351.3], therefore, the following expression is obtained

J2 = ln(N0B) + e
N0B

λY2 E1

(

N0B

λY2

)

. (16)

In the following section, a closed form expression for the
outage probability of the PU, as well as an expression for
the ergodic capacity of the SU will be derived considering an
underlay CRN. Both cases of MRC as well as zero-forcing
(ZF) BF at the secondary transmitter, will be examined.

IV. PERFORMANCEANALYSIS OF THE UNDERLAY

APPROACH

A. Power and BF policies

In the underlay approach, the secondary transmitter is in
principle always active. It maintains the prescribed PU outage
probability level by suitably adjusting its transmit powerand
beam vector. To do so, note that the secondary transmitter
requires some knowledge about interference channelhsp,
which is otherwise not needed in the interweaved scenario.
This information is assumed to be obtained via feedback in
Frequency Division Duplex (FDD), or reciprocity in Time
Division Duplex (TDD) scenarios.

Our channel state information at the transmitter (CSIT)
model, nevertheless, leaves the direct primary channel,hpp,
unknown at the secondary transmitter, hence the power policy
is designed to depend only on the interference channel gain
and on thestatistics of channelhpp. In such conditions, the
secondary transmit power is adapted to meet anaverage outage
constraint at the PU.

When it comes to BF, we will focus on the MRC strategy,
identical to the interweaved case. At the end of this section,
we also compare with a ZF strategy, for reference. However,
this would require full interference channel knowledge.
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B. Power policy at the secondary link under MRC

In order to meet an average outage level at the PU, the
secondary transmitter adapts its power,Pund

s,MRC in order to
meet a certain interference level,I. The optimal interference
level is not known a priori but it can be optimized on the
basis of the instantaneous interference gain and the statistics of

channelhpp. Let wund
s,MRC =

√

Pund
s,MRC h̃

H
ss be the transmis-

sion BF policy applied byBSs. PowerPund
s,MRC can vary from

zero to a maximum instantaneous value,Ps. The maximum
instantaneous power level is taken to be equal to the one
considered in the interweaved approach in order to conduct
a fair comparison from a power consumption perspective.
Therefore, an MRC BF policy with truncated power will be
applied in this case atBSs. The truncated power policy is the
following

Pund
s,MRC =















I
|hsph̃

H
ss|

2 , if I
|hsph̃

H
ss|

2 < Ps

Ps, if I
|hsph̃

H
ss|

2 ≥ Ps.

(17)

In what follows, a closed form expression for the outage prob-
ability of primary communication, as well as an approximation
of the achievable ergodic capacity of the SU, will be derived,
focusing on the underlay CRN approach, when MRC BF is
used at the secondary transmitter.

1) Outage probability of primary communication: The pri-
mary system is in outage when the instantaneous SINR of
the PU is below thresholdγ0. In the following proposition, a
closed form expression of the outage probability of the PU,
for a given interference threshold,I, is given.

Proposition 2. The outage probability of primary communica-
tion for a MISO underlay CRN, where MRC-based BF, as well
as a truncated power allocation policy, are applied atBSs, is
given by

Pund
out,MRC =

γ
(
M, γ0N0B

Ppσ2
pp

)

Γ(M)
+

e

N0B

Psσ2
sp

Γ(M)

(
Ppσ

2
pp

γ0Psσ2
sp

+ 1

)−M

×
(

Γ

(

M,
N0B

Psσ2
sp

+
γ0N0B

Ppσ2
pp

)

− Γ

(

M,
N0B + I
Psσ2

sp

+
γ0(N0B + I)

Ppσ2
pp

))

.

(18)
Proof. See Appendix B.

2) Ergodic capacity of secondary communication: Follow-
ing the BF as well as the truncated power transmission policy
described in (17), the expression describing the ergodic rate
of the SU will be the one that follows

E{Rund
s,MRC} = P(H0)BE

{

log2

(

1 +
Pund
s,MRC‖hss‖2

N0B

)

︸ ︷︷ ︸

B1

}

+ P(H1)BE

{

log2

(

1 +
Pund
s,MRC‖hss‖2

N0B + Pp|hpsh̃
H
pp|

2

)

︸ ︷︷ ︸

B2

}

.

(19)

a) Deriving expectation E{B1}: ExpectationE{B1}, ap-
pearing in the first term of (19), is given by the following
expression

E{B1} =
1

ln(2)

(

E

{

ln

(

1 +
I‖hss‖2

N0B|hsph̃
H
ss|

2

)

︸ ︷︷ ︸

C1

}

+ P
{

I
|hsph̃

H
ss|

2 ≥ Ps

}

E

{

ln

(

1 +
Ps‖hss‖2
N0B

)

︸ ︷︷ ︸

C2

})

,

(20)

whereP
{

I
|hsph̃

H
ss|

2 ≥ Ps

}

= 1− e
− I

Psσ2
sp .

Gamma distributed random variableZ1 = ‖hss‖2 and
exponentially distributed random variableZ2 = |hsph̃

H
ss|

2
are

independent, since channel vectorshss andhsp are considered
independent and norm‖hss‖ is independent of direction
h̃ss [24, A.1.3]. As a consequence, we obtain the following
expression for expectationE{C1}

E{C1} =

∫ ∞

0

∫ ∞

I
Ps

ln

(

1 +
Iz1

N0Bz2

)

fZ1,Z2(z1, z2)dz2dz1

=

∫ ∞

0

fZ1(z1)

∫ ∞

I
Ps

ln(Iz1 +N0Bz2)fZ2(z2)dz2dz1

︸ ︷︷ ︸

K1

−
∫ ∞

0

fZ1(z1)

∫ ∞

I
Ps

ln(N0Bz2)fZ2(z2)dz2dz1

︸ ︷︷ ︸

K2

.

(21)
For double integralK1, by applying [23, 3.352.2] we obtain

K1 = K1,1 +K1,2, (22)

where, by using expressions [23, 3.351.3] and [23, 4.337.5]
we have

K1,1 = e
−I

Psσ2
sp

(

ln

(
N0BI
Ps

)

+

M−1∑

j=0

1

(M − j − 1)!

(

(−1)M−j−3

(Psσ2
ss

N0B

)M−j−1

× e
N0B

Psσ2
ss E1

(
N0B

Psσ2
ss

)

+

M−j−1∑

k=1

(k − 1)!

(
−N0B

Psσ2
ss

)M−j−k−1
))

.

(23)
TermK1,2 is given by the following expression

K1,2 =
1

Γ(M)

∫ ∞

0

e
−u

u
M−1

e
u

Iσ2
ss

σ2
spN0B E1

(
I

Psσ2
sp

+u
Iσ2

ss

σ2
spN0B

)

du,

(24)
which can be also computed by employing Laguerre quadra-
ture rules. Double integralK2 is derived by using integration
by parts and applying [23, 3.352.2], thus, giving

K2 = ln

(

N0BI
Ps

)

e
−I

Psσ2
sp + E1

( I
Psσ2

sp

)

. (25)

Finally, by using [23, 4.337.5], expectationE{C2} is given by
the following expression
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E{C2} =

M−1∑

j=0

1

(M − j − 1)!

(

(−1)M−j−3

(Psσ2
ss

N0B

)M−j−1
e

N0B

Psσ2
ss ×

E1

(
N0B

Psσ2
ss

)

+

M−j−1∑

k=1

(k − 1)!

(
−N0B

Psσ2
ss

)M−j−k−1
)

.

(26)
b) Deriving expectation E{B2}: In a similar way, expec-

tation E{B2}, appearing in the second term of (19), is given
by the following expression

E{B2} =
1

ln(2)

(

E

{

ln

(

1 +
I‖hss‖2

|hsph̃
H
ss|

2
(N0B + Pp|hpsh̃

H
pp|

2
)

)

︸ ︷︷ ︸

D1

}

+ P
{

I
|hsph̃

H
ss|

2 ≥ Ps

}

E

{

ln

(

1 +
Ps‖hss‖2

N0B + Pp|hpsh̃
H
pp|

2

)

︸ ︷︷ ︸

D2

})

.

(27)
Random variablesZ1, Z2 as well as exponentially distributed
random variableZ3 = |hpsh̃

H
pp|

2
are independent, thus, one

obtains for expectationE{D1} the following expression

E{D1} =

∫ ∞

0

∫ ∞

0

∫ ∞

I
Ps

ln

(

1 +
Iz1

z2(N0B + Ppz3)

)

fZ1,Z2,Z3
(z1, z2, z3)dz2dz3dz1

=

∫ ∞

0
fZ1

(z1)

∫ ∞

0
fZ3

(z3)

∫ ∞

I
Ps

ln(Iz1 + z2(N0B + Ppz3))fZ2
(z2)dz2dz3dz1

︸ ︷︷ ︸

L1

−

∫ ∞

0
fZ1

(z1)

∫ ∞

0
fZ3

(z3)

∫ ∞

I
Ps

ln(z2(N0B + Ppz3))fZ2
(z2)dz2dz3dz1

︸ ︷︷ ︸

L2

,

(28)
wherefZ1,Z2,Z3

(z1, z2, z3) is the joint PDF of random vari-
ablesZ1, Z2 andZ3.

Focusing on multiple integralL1, by making use of [23,
3.352.2], we obtain

L1 = L1,1,1 + L1,1,2 + L1,2, (29)

where, for the first term of (29), by using [23, 4.337.5], it can
be shown thatL1,1,1 = K1,1. The derivation of termL1,1,2,
leads to the following expression

L1,1,2 =
e

−I

Psσ2
sp

Γ(M)

∫ ∞

0

e
−u

u
M−1

e

N0B+Psσ2
ssu

Ppσ2
ps E1

(
N0B + Psσ

2
ssu

Ppσ2
ps

)

du,

(30)
which can be computed by applying [19, 25.4.45].

TermL1,2 is given by the following expression

L1,2 =
1

Γ(M)

∫ ∞

0

e
−u1

∫ ∞

0

e
−u3u

M−1
1 e

Iσ2
ssu1

σ2
sp(N0B+Ppσ2

psu3)×

E1

(
I

Psσ2
sp

+
Iσ2

ssu1

σ2
sp(N0B + Ppσ2

psu3)

)

du3du1.

(31)

Since a closed form expression of the latter double integral
cannot be derived, two dimensional numerical integration can
be applied by employing twice, one for each dimension, the
Laguerre quadrature rules [19, 25.4.45].

Moreover, one can compute multiple integralL2 by using
[23, 3.352.2], giving

L2 = e
−I

Psσ2
sp

(

ln

(
N0BI
Ps

)

+e

N0B

Psσ2
ps E1

(
N0B

Psσ2
ps

))

+E1

(
I

Psσ2
sp

)

.

(32)
Finally, it can be observed that expectationE{D2} is the

same with expecationE{A2}, appearing in (10), thus we
obtain

E{D2} = E{A2}. (33)

C. Power policy at the secondary link under ZF

In this case,BSp applies (as before) MRC BF with full
power,Pp, while the BF vector applied atBSs is the following

w
und
s,ZF =

√

Pund
s,ZF h̃

H
ZF , (34)

whereh̃ZF is a unit norm vector belonging to the null space
of vector hsp. Since we consider perfect estimation of this
channel atBSs, the interference created towards the PU will
be equal to zero, thus,BSs is free to transmit with full power,
as a result

Pund
s,ZF = Ps. (35)

In the following, an expression for the outage probability of
PU will be given in closed form, as well as an expression
describing the achievable ergodic capacity of the SU.

1) Outage probability of primary communication: As it has
already been defined, an outage event occurs at the PU when
the SINR of the PU is below thresholdγ0. Since, the use of
a ZF BF vector atBSs creates zero interference towards the
PU, then the primary system will suffer from outages due to
the deep fades of channelhpp. Hence, it is easy to show that
the outage probability of PU is described by the following
expression

Pund
out,ZF = P

{

Pp‖hpp‖2
N0B

< γ0

}

=
γ
(

M, γ0N0B
Ppσ2

pp

)

Γ(M)
. (36)

2) Ergodic capacity of secondary communication: Apply-
ing the above described BF and power allocation policy, the
expression that describes the achievable ergodic capacityof
the SU is the one that follows

E{Rund
s,ZF } = P(H0)BE

{

log2

(

1 +
Ps|hssh̃

H
ZF |

2

N0B

)

︸ ︷︷ ︸

G1

}

+ P(H1)BE

{

log2

(

1 +
Ps|hssh̃

H
ZF |

2

N0B + Pp|hpsh̃
H
pp|

2

)

︸ ︷︷ ︸

G2

}

.

(37)
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a) Deriving expectation E{G1}: Random variableV1 =

|hssh̃
H
ZF |

2
is exponentially distributed with PDFfV1

(v1) =
1

σ2
ss
e

−v1
σ2
ss , thus, the computation of expectationE{G1} gives

E{G1} =
1

ln(2)
E

{

ln

(

1 +
PsV1

N0B

)}

=
1

ln(2)

∫ ∞

0

ln

(

1 +
Psv1

N0B

)

fV1(v1)dv1

=
1

ln(2)
e

N0B

Psσ2
ss E1

(
N0B

Psσ2
ss

)

,

(38)

where integration by parts as well as [23, 3.352.4] were used
for this derivation.

b) Deriving expectation E{G2}: Working now on the
derivation ofE{G2}, random variableV2 = Z3 = |hpsh̃

H
pp|

2

is independent ofV1 and exponentially distributed with PDF

fV2
(v2) =

1
σ2
ps
e

−v2
σ2
ps , thus, one obtains

E{G2} =
1

ln(2)
E

{

ln

(

1 +
PsV1

N0B + PpV2

)}

, (39)

with

E

{

ln

(

1 +
PsV1

N0B + PpV2

)}

=

∫ ∞

0

fV1(v1)

∫ ∞

0

ln

(

1 +
Psv1

N0B + Ppv2

)

fV2(v2)dv2dv1

=

∫ ∞

0

fV1(v1)

∫ ∞

0

ln(N0B + Ppv2 + Psv1)fV2(v2)dv2dv1

︸ ︷︷ ︸

M1

−
∫ ∞

0

fV1(v1)

∫ ∞

0

ln(N0B + Ppv2)fV2(v2)dv2dv1

︸ ︷︷ ︸

M2

.

(40)
The computation of termM1 gives, after using integration by
parts and [23, 3.352.4] the following

M1 = M1,1 +M1,2, (41)

where, by using again [23, 3.352.4], we obtain

M1,1 = ln(N0B) + e
N0B

Psσ2
ss E1

(

N0B

Psσ2
ss

)

. (42)

Considering termM1,2, after a simple variable transformation
we obtain the following expression

M1,2 =

∫ ∞

0

e−we

N0B+Psσ2
ssw

Ppσ2
ps E1

(

N0B + Psσ
2
ssw

Ppσ2
ps

)

, (43)

which can be computed by exploiting Laguerre quadrature
rules [19, 25.4.45].

Finally, the computation of termM2, gives, after integrating
by parts and using [23, 3.352.4], the following expression

M2 = ln(N0B) + e
N0B

Ppσ2
ps E1

(

N0B

Ppσ2
ps

)

. (44)

In the following section, the criteria for a fair comparison
between the abovementioned CRN approaches are defined and
the generic design parameters of each CRN approach are
optimized in a rate-optimal sense for the SU.

V. OPTIMIZING GENERIC DESIGN PARAMETERS OF THE

CRN APPROACHES

In this section, the generic design parameters of each of
the two examined CRN approaches will be optimized in the
sense of maximizing the ergodic capacity of SU, subject to
an outage probability constraint for primary communication,
denoted byPo. In what follows, we start with the interweaved
CRN approach.

A. Optimizing generic design parameters of an interweaved
CRN

Concentrating on the interweaved approach, the optimiza-
tion problem to be solved is the following

(ǫ∗, τ∗) = arg max
ǫ,τ

E{Rint
s }

s.t. Pint
out = Po, 0 ≤ τ ≤ T, ǫ ≥ 0,

(45)

where, considering the outage constraint, boundPd,B , pre-
sented in (6), is used. By analyzing the outage constraint of
(45), one can express the energy detection threshold,ǫ, as a
function of sensing time,τ , as follows

ǫ = m1

(

δ√
τfs

+ 1

)

, (46)

where m1 and δ are quantities equal toPpσ
2
00 + N0 and

Q−1

(

Po−P1

P2−P1

)

, respectively andQ−1(·) is the inverse ofQ-

function. It should be noted that target outage probability, Po,
is feasible for a specific interval of SINR QoS threshold, such
that the argument of functionQ−1(·) belongs to interval(0, 1).
As a result, problem (45) will be expressed as follows

(ǫ∗, τ∗) = arg max
ǫ,τ

E{Rint
s }

s.t. ǫ = m1

(

δ√
τfs

+ 1

)

, 0 ≤ τ ≤ T, ǫ ≥ 0.
(47)

With the aim of solving problem (47), the following proposi-
tion can be proved.

Proposition 3. FunctionU(τ) = E{Rint
s }(τ), which is ob-

tained by substituting the outage probability constraint to the
objective function of (47) is concave forτ ∈ [0, T ].

Proof. See Appendix C.

Capitalizing on Proposition 3, problem (47) can be solved
by applying a gradient ascent method, which is described in
Algorithm 1.

In what follows, the level of interference power received at
the PU,I, corresponding to the same target outage probability,
Po, will be derived for the underlay CRN approach when MRC
BF is applied atBSs.
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Algorithm 1 Optimizing ǫ andτ for a givenPo

1 Initialization (n = 0). Select aτ0 ∈ [0, T ] and increase
counter by one.

2 For then-th iteration, compute valueτn as follows

τn = τn−1 + λ
∂U(τ)

∂τ

∣
∣
∣
∣
τ=τn−1

, (48)

whereλ stands for the step of the algorithm.
3 Increase countern by one and ifn > Nmax,1, where
Nmax,1 is a maximum number of iterations, stop, otherwise
go to Step 2.

4 Having foundτ∗ compute the corresponding

ǫ∗ = m1

(

δ√
τ∗fs

+ 1

)

.

B. Optimizing generic design parameters of an underlay CRN
when MRC-based precoding is applied at BSs

In this case, the interference temperature,I∗, corresponding
to the same target outage level,Po, can be found by setting
Pund
out,MRC = Po, which leads to equationf(I∗) = 0. Function

f(I) has the expression that follows

f(I) = Pund
out,MRC − Po, (49)

where the expression ofPund
out,MRC is given in (18).

As PU outage probability is monotonically increasing with
I, it is implied that there exists a singleI∗ ≥ 0 to search for
and this can be accomplished by applying Newton’s method
as it is described in Algorithm 2.

Algorithm 2 DetermineI∗ for a givenPo

1 Initialization (n = 0). Select anI0 ≥ 0 and increase counter
by one.

2 For then-th iteration, compute valueIn as follows

In = In−1 − f(In−1)

(
df(I)
dI

∣
∣
∣
∣
I=In−1

)−1

. (50)

3 Increase countern by one and ifn > Nmax,2, where
Nmax,2 is a maximum number of iterations, stop, otherwise
go to Step 2.

Considering an underlay CRN, where ZF BF is applied at
BSs, since zero interference will be created towards the PU,
the throughput performance at the SU will be invariant of the
outage probability constraint posed by the primary network.

In the section that follows, the throughput performance of
the studied CRN approaches will be evaluated.

VI. N UMERICAL EVALUATION

In order to evaluate the performance of the examined
CRN approaches under different conditions, extensive Monte
Carlo (MC) simulations have been performed with the aim of
confirming the validity of the theoretical expressions derived.
More specifically, 5000 MAC frames were simulated. Accord-
ing to the scenario, the strengths of the involved channels are:
σ2
pp = σ2

ss = 10 dB for the direct links,σ2
ps = σ2

sp = 9 dB for
the cross-links andσ2

00 = 6 dB for the link betweenBSp and

BSs, which is devoted to spectrum sensing. Moreover, we set
B = 1Hz, fs = 6MHz andT=100ms. Also, we consider unit
noise variance in the system. In addition, the SINR level of
the PU,γ0, below which an outage occurs is chosen such that
only a 10% rate loss, compared to the interference-free case,
can be tolerated at the PU.
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Fig. 3. Ergodic SU capacity vs. PU outage probability,M=4 antennas,
P(H1) = 0.2.

In Fig. 3, the ergodic rate of the SU, considering an
interweaved CRN is illustrated as a function of the primary
system’s outage probability and compared with the ergodic
rate achieved at the SU when the underlay approach (concern-
ing both BF schemes) is adopted. Both MC and theoretical
curves are depicted. In the examined scenario, the primary
system is sporadically active with probabilityP(H1)= 0.2 and
the BSs are equipped withM = 4 antennas, each. The curves
shown demonstrate a clear capacity gain to the benefit of the
interweaved CRN approach for the whole examined interval
of PU outage probability. However, the SU throughput in the
underlay approach, when MRC precoding is applied atBSs,
is fastly increasing with the outage probability level, resulting
to a reduced throughput gain in favour of the interweaved
approach for relatively high outage probabilities of the PU.
Also, considering the performance of the underlay approach,
when ZF precoding is applied atBSs, it is observed that it
outperforms the MRC-based one for low PU outage probabil-
ities, while this behavior changes for PU outage probabilities
higher than 5%.

In Fig. 4, the achievable average rate of the SU, is depicted
as a function of the outage probability of the PU, with the
only difference lying in the fact that the primary system is
characterized by a high activity profile (P(H1)=0.8). One can
observe that, for low target outage probabilities at the PU,
the ZF-based underlay CRN approach, outperforms the other
two, while, as the outage probability of PU increases, the
MRC-based underlay approach starts to show a performance
gain, first in comparison with the interweaved one (whenPo

becomes higher than 2%) and then in comparison with the
ZF-based underlay one (whenPo becomes higher than 5%).

The same performance metric is depicted in Fig. 5, as a
function of primary system’s activity profile when the target
PU outage probability is 1% and for two different numbers



9

10
−2

10
−1

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Outage probability of PU

E
rg

od
ic

 r
at

e 
of

 S
U

 (
bi

ts
/s

ec
/H

z)

 

 

Interweaved − MC
Underlay MRC − MC
Underlay ZF − MC
Interweaved − Theor.
Underlay MRC − Theor.
Underlay ZF − Theor.

Fig. 4. Ergodic SU capacity vs. PU outage probability,M=4 antennas,
P(H1) = 0.8.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

1

2

3

4

5

6

7

Probability of primary system being active

E
rg

od
ic

 r
at

e 
of

 S
U

 (
bi

ts
/s

ec
/H

z)

 

 
Interweaved − M=4
Underlay MRC − M=4
Underlay ZF − M=4
Interweaved − M=8
Underlay MRC − M=8
Underlay ZF − M=8

Fig. 5. Ergodic SU capacity vs. primary system’s activity profile, target PU
outage probabilityPo = 0.01.

of transmission antennas,M = 4 and M = 8, respectively.
It can be observed that, regardless of the CRN approach
followed, the ergodic capacity of the SU is a decreasing
function of the activity rate of primary communication. This
can be justified because as the primary network becomes
highly active, the average interference (over time) received
at the SU will be increasing. It is also worth noticing that the
capacity gain achieved when the number of BS antennas is
doubled is much larger in the MRC-based underlay approach,
in comparison with the rate gain achieved in the interweaved
approach, while this gain is zero for the ZF-based underlay
approach. Also, it is interesting to mention that whenM = 8,
the performance of the underlay approach with MRC BF
overcomes the performance of the interweaved one for all
levels of primary activity.

In Fig. 6, the throughput performance is illustrated with
reference to the number of transmitting antennas,M , for two
different levels of primary activity, i.e., for primary systems
that are transmitting for the 10% and 80% of the time. Also,
the comparison is made for a common PU outage probability
level of 1%. In this case, it is clear that an increase in the
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Fig. 6. Ergodic SU capacity vs. number of transmit antennas,M , target PU
outage probabilityPo = 0.01.

number of BS antennas enhances the ergodic capacity of the
SU, with a large capacity gain appearing in favour of the
underlay approach, as it was seen in Fig. 5.
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Fig. 7. Ergodic SU capacity vs. PU outage probability,P(H1) = 0.2, weak
BSp −BSs link with strengthσ2

00 = −17 dB.

Moreover, it can be seen that the number of BS antennas
over which the MRC-based underlay approach outperforms the
interweaved one in terms of ergodic SU capacity, depends on
the activity profile of the primary network. More concretely,
this change occurs whenM = 5 antennas for a highly active
primary network, whereas it is observed whenM = 8 antennas
for a primary network characterized by low activity.

Finally, in Fig. 7 the same metric is depicted as a function
of the outage probability of the PU, whenP(H1)= 0.2, with
the difference that channelh00, is much weaker than before
(σ2

00 = −17 dB). As one would expect, the throughput perfor-
mance of the interweaved approach is much more degraded in
comparison with the one shown in Fig. 3. This occurs because
as the channel useful for spectrum sensing becomes weaker,
the secondary transmitter spends a considerable amount of
secondary communication resources towards sensing, which
leads to a degraded ergodic rate at the SU.
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VII. C ONCLUSIONS

In this paper, the interweaved CRN approach was examined
and compared with the underlay CRN approach in terms of
the ergodic throughput of the SU for a common PU outage
level. Expressions for the ergodic capacity of the SU as
well as for the outage probability of primary communication,
were derived for both approaches and it was shown that the
performance comparison results are driven by a set of key
system parameters which are: (a) the activity profile of the
primary system, (b) the number of transmit antennas, as well
as (c) the quality of the sensed channel in the interweaved
CRN approach.

APPENDIX A
PROOF OFPROPOSITION1

The outage probability of PU, considering an interweaved
CRN, is described by the following expression

Pint
out = Pout,1 + Pout,2, (51)

where for probabilityPout,1 we have

Pout,1 = (1− Pd)P
{ |hppwp|2

N0B + |hspw
int
s |2

< γ0

}

= (1− Pd)P
{

Pp‖hpp‖2 − γ0Ps|hsph̃
H
ss|

2
< γ0N0B

}

= (1− Pd)P
{

X1 −X2 < γ0N0B
}

.
(52)

Random variableX1 = Pp‖hpp‖2 is gamma distributed
with probability density function (PDF):fX1

(x1) =

xM−1
1 e

−
x1

λX1

Γ(M)λM
X1

, where λX1
= Ppσ

2
pp. Also, random variable

X2 = γ0Ps|hsph̃
H
ss|

2
is exponentially distributed with PDF

fX2
(x2) = 1

λX2
e
− x2

λX2 , whereλX2
= γ0Psσ

2
sp. As X1 and

X2 are independent, their joint PDFfX1,X2
(x1, x2) will be

the product of the two marginal PDFs. Consequently, the
computation of probabilityPout,1 gives

Pout,1 = (1− Pd)

∫ ∞

0

∫ x2+γ0N0B

0

fX1,X2
(x1, x2)dx1dx2. (53)

The double integral appearing in (53) can be computed by
applying [23, 3.351.1] and [23, 3.351.2] for the inner and the
resulting integral, respectively. As a result, we obtain

Pout,1 = (1− Pd)P1, (54)

where probabilityP1 is given by (9a).
ProbabilityPout,2 is given by the following expression

Pout,2 = PdP
{

Pp‖hpp‖2
N0B

< γ0

}

= PdP
{

X1 < γ0N0B
}

= PdP2,

(55)

whereP2 is given by (9b) and [23, 3.351.1] was used for the
derivation. Substituting (54) and (55) to (51) we yield (8),thus
Proposition 1 is proved.

APPENDIX B
PROOF OFPROPOSITION2

Taking into consideration the followed BF and truncated
power allocation policy, one will obtain the following expres-
sion for the outage probability of primary communication

Pund
out,MRC = P

{ I
|hsph̃

H
ss|

2 < Ps

}

P
{

Pp‖hpp‖2
N0B + I < γ0

}

+ P
{ I
|hsph̃

H
ss|

2 ≥ Ps,
Pp‖hpp‖2

N0B + Ps|hsph̃
H
ss|

2 < γ0

}

.

(56)
Capitalizing on the known distribution of random variables
‖hpp‖2 and |hsph̃

H
ss|

2
, the probabilities appearing in the first

term of (56) can be found in closed form, giving

P
{ I
|hsph̃

H
ss|

2 < Ps

}

= e
− I

Psσ2
sp , (57)

which is obtained by applying integration by parts and

P
{

Pp‖hpp‖2
N0B + I < γ0

}

=
γ
(

M,
γ0(N0B+I)

Ppσ2
pp

)

Γ(M)
, (58)

which is derived by applying [23, 3.351.1]. Focusing on the
joint probability appearing in the second term of (56), we
obtain

P
{

I
|hsph̃

H
ss|

2 ≥ Ps,
Pp‖hpp‖2

N0B + Ps|hsph̃
H
ss|

2 < γ0

}

= P
{

|hsph̃
H
ss|

2 ≤ I
Ps

, Pp‖hpp‖2 − γ0Ps|hsph̃
H
ss|

2
< γ0N0B

}

.

(59)
By applying a bivariate transformation, it is easy to show that
the joint PDF of random variablesW1 = |hsph̃

H
ss|

2
andW2 =

Pp‖hpp‖2 − γ0Ps|hsph̃
H
ss|

2
is

fW1,W2(w1, w2) =
e
−w1

(
1

σ2
sp

+
Psγ0
Ppσ2

pp

)

PpΓ(M)σ2
sp(σ2

pp)
M

×
(
γ0Ps

Pp

w1 +
1

Pp

w2

)M−1

e

−w2
Ppσ2

pp .

(60)

As a result, the probability to be derived is the following

P
{

W1 ≤ I
Ps

,W2 < γ0N0B

}

=

∫ I
Ps

0

∫ γ0N0B

−Psγ0w1

fW1,W2(w1, w2)dw2dw1,

(61)
from which a closed form expression can be obtained. Af-
ter some mathematical manipulations and by applying [23,
3.351.1] and [23, 3.351.2], one can conclude to the following
expression
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P
{

W1 ≤ I
Ps

,W2 < γ0N0B

}

=
γ
(
M, γ0N0B

Ppσ2
pp

)

Γ(M)

− e
−I

Psσ2
sp

γ
(
M,

γ0(N0B+I)

Ppσ2
pp

)

Γ(M)
+

e

N0B

Psσ2
sp

Γ(M)

(
Ppσ

2
pp

γ0Psσ2
sp

+ 1

)−M

×
(

Γ

(

M,
N0B

Psσ2
sp

+
γ0N0B

Ppσ2
pp

)

− Γ

(

M,
N0B + I
Psσ2

sp

+
γ0(N0B + I)

Ppσ2
pp

))

.

(62)
After substituting (57), (58) and (62) to (56), expression (18)
will be obtained. As a result, Proposition 2 is proved.

APPENDIX C
PROOF OFPROPOSITION3

The objective function of (47) can be expressed as

U(τ, ǫ) = E{Rint
s (τ, ǫ)} =

(T − τ)

T

{

P(H0)BE{A1}
︸ ︷︷ ︸

α

(1− Pfa)

+ P(H1)BE{A2}
︸ ︷︷ ︸

β

(1− Pd,B)

}

(4),(6)
=

(T − τ)

T

{

α

(

1−Q
(
√

τfs

(
ǫ−N0

N0

)))

+ β

(

1−Q
(
√

τfs

(
ǫ−m1

m1

)))}

.

(63)
By substituting the equality constraint of (47) to (63), the
following one variable objective function can be obtained

U(τ) =
(T − τ)

T

(

α
(

1−Q(t1
√

τfs + t2)
)

+ β(1−Q(δ))
)

,

(64)
where t1 =

Ppσ
2
00

N0
and t2 = δm1

N0
. Taking the first derivative

of (64) with respect toτ , we obtain

∂U(τ)

∂τ
= − 1

T
α
(
1−Q(t1

√

τfs + t2)
)

+
(T − τ)αt1fs

2T
√
2π

√
τfs

e
− (t1

√
τfs+t2)2

2 − 1

T
β
(
1−Q(δ)

)
.

(65)

Taking the derivative of (65) we obtain

∂2U(τ)

∂τ2
= −e

− (t1
√

τfs+t2)2

2

(
αt1fs

T
√
2π

√
τfs

+
(T − τ)αt1f

2
s

4T
√
2π(τfs)

3
2

+
(T − τ)αt21f

2
s (t1

√
τfs + t2)

4T
√
2π(τfs)

)

≤ 0,
(66)

thus, according to the second derivative criterion, function
U(τ, ǫ(τ)) is concave for everyτ ∈ [0, T ], which completes
the proof.
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