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Abstract—Mobile devices have evolved remarkably over the
last decade and are now being utilized to access much broader
range of internet applications. Moreover, their capability
to simultaneously run many applications has significantly
transformed the traffic characteristics of mobile networks.
Quality of service (QoS) is a fundamental component associated
with these applications and network should be able to support
multiple QoS requests from the same user at same time.
This requires complex buffer management and simultaneous
scheduling of resources to multiple users with multiple services.
In this paper, we propose a framework with pre-processor
for MAC-layer scheduler including two-dimensional buffer
management (users × services) that enable more efficient
allocation of resources to users running multiple internet
applications in parallel. The framework will enhance the
performance of existing scheduling algorithms by increasing the
resolution of scheduling. A comparative analysis of traditional
scheduling algorithms is provided to show the gains of proposed
framework.
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I. INTRODUCTION

Mobile device subscribers have tremendously increased over
the years and consequently the wireless network traffic has
also significantly increased in volume. All measurements in
current mobile networks and all forecasts indicate fast increase
in mobile data traffic. For example, widely referenced Cisco
VNI forecast reports that mobile data traffic grew 70% in
2012 and global mobile data traffic is expected to increase 13-
fold between 2012 and 2017 [1]. In addition, the explosion of
internet applications on mobile devices over the last few years
has completely transformed the mobile data traffic pattern.
Modern mobile devices are capable of simultaneously running
multiple internet applications. Consider for example a user
having video call on the mobile device. At the same instant of
time, there is a possibility of running several other applications
such as video buffering, online gaming, voice recognition,
and email services. Each of this services has a respective
QoS requirement and therefore a dedicated radio bearer is
established for each data flow and mapped to a corresponding
logical channel [2]. As a result, see Fig. 1, a single user
has buffer queued in several logical channels in the same
transmission time interval. Furthermore, the queued buffer will
expand into two dimensions (N × K) when there are multiple

active users in the system requesting for several services.
HereN and K refer to total number of active users and total
number of logical channels for each user, respectively. Each
buffer element (n, k) has a specific QoS requirement and is
characterized by several parameters with specific values that
are described in Section II. All these parameters are crucial
for buffer management and design of scheduling algorithm.
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Fig. 1. Example of buffer queue for Mmltiple-service offering

Most of the traditional scheduling frameworks have been
designed to deal with users having single service offering,
meaning that they classify a user belonging to only one
specific QoS class and therefore apply the scheduling
algorithm at the user level [3], [4], [5]. Such framework
would lead to inefficient buffer management and sub-optimal
system performance in multiple-service offering scenario.
In the traditional MAC, the scheduling algorithm optimally
allocates resources to users based on the assumption of user
belonging to single QoS. Through our work, we will get rid
of this assumption and as a result improve the performance
of MAC schedulers.

In this paper, we propose a scheduling framework with pre-
processor for two-dimensional buffer management on per-user
per-service basis, meaning that we apply scheduling algorithm
at even higher resolution. In contemporary frameworks, most



of the schedulers allocate resources on user basis, user
belonging to a particular service class. However in modern
networks, the user can demand several services belonging
to different QoS classes. Therefore we treat allocation
in two dimension matrix with each block belonging to a
particular service of a user. Essentially, we provide a modular
framework to improve the performance of existing scheduling
algorithms rather than developing a new algorithm. Although,
it is designed for downlink resource allocation, but can easily
be extended to uplink as well.

The rest of the paper is organized as follows: Section
II defines the required paramters while in Section III, we
describe the framework and its interfaces. In Section IV, we
do a comparative analysis to demonstrate the gains in terms
of total system throughput, percentage of satisfied users and
fairness index. The paper is concluded in Section V.

II. FRAMEWORK PARAMETERS

The scheduler framework with pre-processor is designed
for all-IP packet switched networks such as 3GPP LTE. In
such networks, the buffer of a logical channel consists of
packets and we apply scheduling algorithm to the packets of
a logical channel for every user in the system. Henceforth
in this section, we describe the subset of parameters utilized
for pre-processing buffer and making scheduling decision. We
categorize parameters specific to every level i.e. packet →
logical channel’s buffer→ user→ system. The parameters are
received by MAC through its interface with buffer, physical
layer and system, which are then utilized for buffer man-
agement and resource allocation schemes. In this work, our
system is confined to the scenario of a single base station and
downlink scheduling of resources to multiple users within its
range. All the parameters described in following sections have
a subscript that indicates the interface with MAC. b stands for
MAC-buffer interface, p stands for MAC-PHY interface and
s represents system-defined parameters.

A. Packet-level parameters

• APSb : Average packet size (bytes)
• PITb : Packets inter-arrival time (ms)
• PATb : Packet arrival time (ms)
• PMDb : Packet maximum-allowable delay (ms)
• PRTb : Packet remaining time (ms)

B. Logical channel-level parameters

• NPDUb : Number of protocol data units (PDUs) in a
given subframe

• HODb : Head-of-line delay for a logical channel (ms)
• BSb : Buffer size of a logical (channel) (bytes)
• GBRb : Guaranteed bit-rate for a service (Kbps)
• TLb : Level of traffic for user in logical channel [0,1],

here 0 traffic level means no traffic and 1 is for continuous
flow of traffic.

C. User-level parameters

• TBSb : User total buffer size (bytes)
• NLCb : Number of logical channels
• CQIp : Channel quality indicator

D. System-level parameters

• NUs : Number of active users
• MAUs : maximum allowed scheduled users
• CTs : Frame configuration type (FDD or TDD)
• TTIs : Transmission time interval (ms)
• MRUs : Minimum resource allocation unit
• SAs : Scheduler algorithm fixed by system

III. SCHEDULER FRAMEWORK WITH PRE-PROCESSOR

We model a framework for scheduling users and their
logical channels based on the parameters defined in Section
II. The primary task of this framework is two-dimensional
buffer management at per-user per-service level which results
in higher resolution for scheduling algorithms. In addition, the
purpose of the framework is to develop a modular approach:

1) Every module has a well-defined specific functionality
that will contribute to performance enhancement at the
system level.

2) Modular approach adds flexibility to the scheduling
framework and it can be integrated conveniently into
different standards. Every module can be individually
altered depending up on the constraints and system re-
quirements.

Therefore we stress the fact that this framework provides
a generic solution to enhance the performance of existing
scheduling algorithms for different wireless standards. In the
following sections, we describe the framework structure in
terms of its interfaces and modules of MAC-layer as shown
in Fig. 2.
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Fig. 2. MAC-layer Scheduling Framework



Algorithm 1 Convert users × logical channels into blocks
lc count = 1
block count = 1
while lc count ≤ NLCb do
user count = 1
while user count ≤ NUs do

if BSb > 0 then
block [block count] = [user count, lc count]
block count = block count+ 1

end if
user count = user count+ 1

end while
lc count = lc count+ 1

end while

A. MAC-layer Interfaces

In order to manage buffers, select scheduling algorithm
and allocate resources to users, the MAC-layer requires the
knowledge of all the parameters defined in Section II. These
parameters are received by the MAC-layer from system and
interfaces towards other layers.

1) MAC-Buffer: This interface shares the packet information
of users and logical channels with the MAC-layer. Each
logical channel represents a service with specific values
to the parameters defined in Section II. Through this
interface, we create the two dimensional structure of users
and logical channels along with their associated parame-
ters. These parameters informs the scheduler about traffic
characteristics of every service in given transmission time
interval.

2) MAC-PHY: Most of the modern scheduling algorithms
are channel-aware, therefore it is crucial for MAC-layer
to have a knowledge of the channel quality information
of all the active users in the system. Once the channel
estimation is done at the user terminals, the result
is sent to the base station via feedback channel. The
physical layer receives this information and forward
through MAC-PHY interface to MAC. Channel quality
information is used while calculating the expected
throughput for a user and in turn for the entire system.

B. MAC-layer Modules

We have split the framework into three functional modules.
Once the MAC has a knowledge of all the necessary param-
eters through its interfaces, then the following three modules
proceed with their defined tasks:

1) Pre-processor: This module represents a novel extension
to the traditional scheduling framework. Main function of
the pre-processor is to convert the two-dimensional buffer
of users × logical channels into a single dimension as
shown in Fig. 3. In the following we refer to each element
by term block. For each block there holds

BSb > 0 (1)

The pre-processor’s algorithm is given by Algorithm 1.
As a result of this pre-processor, the scheduler module
receives input in terms of block and its associated pa-
rameters. The traditional one-dimensional framework can
easily be converted to this two-dimensional framework
with the addition of this module and existing scheduling
algorithms does not require to change in order to be
implemented with this framework.
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Fig. 3. Transform from 2-dimensional to 1-dimensional system

2) Scheduler: Once the conversion to single dimension is
done in the pre-processor, the first task of scheduler mod-
ule is to deal with sorting of blocks based on scheduling
requirements. For example, in case of proportional-fair
(PF)scheduling algorithm, blocks are sorted in decreasing
order wrt. channel quality information. In round robin
case, the blocks remain in order of their index. After
block sorting, the actual allocation of resources to the
sorted blocks is done. As can be seen, the major differ-
ence between a traditional framework and our proposed
framework is the resolution of scheduling. Since the
input to the scheduling module is blocks, the sorting and
allocation is done at block level rather than user level. A
more detailed comparative analysis is shown in Section
IV.

3) Post-processor : The post-processor implementation
depends on the wireless standard. The mapping of users
to resource elements in the frequency domain is applied
based on the specifications of the system. For example,
in 3GPP LTE, the selection of resource block groups
(RBGs) for a particular service of a user is done by
post-processor. Number of RBGs depends on the system
bandwidth [6]. In LTE, RBGs are the smallest unit of
frequency resources that can scheduled for a user.



IV. COMPARATIVE ANALYSIS

In this section, we show the gain due to two-dimensional
buffer management within the proposed framework. In
addition, we show an example of simple scheduling
algorithm and explain the implementation differences with
our framework. Following that, we validate our claims by
simulation results for few traditional scheduling algorithms.
The main motive is to show performance gain of scheduling
algorithms in terms of system throughput, fairness-index and
percentage of satisfied users and services (those achieving
GBR). The primary reason for comparing these traditional
scheduling algorithms is to demonstrate the effectiveness
of the proposed framework even with simple algorithms.
However we mathematically show that the performance
improvement will happen for most of the scheduling
algorithms and therefore it would be applicable for even
more complex algorithms. Since we are interested in
observing the gains of applying MAC-layer scheduler, we
assume perfect decoding in the physical layer. Therefore all
the scheduled packets are assumed to be successfully received.

For any scheduling algorithm, sorting of users on the basis
of a pre-defined performance metric is a primary step for
efficient allocation of users. Sorting of users and allocating
resources in the corresponding order contribute to the per-
formance gain of scheduler. For example, suppose there are
four users in a system with channel quality (2,1,8,4) and
they are required to be sorted in decreasing order of channel
quality. Then the sorted list will be (8,4,2,1) and naturally
it will provide the best possible performance. It can be seen
that as a result of sorting, four users changed their position
and each contributed to improved performance. If only one
user was sorted, then performance would not be optimal but
better than unsorted list. Therefore we can say that with every
sorting step, the performance increases till it reaches the best
scenario. In order to generalize this explanation, let us define
a variable G1, which is the gain due to the change in position
of single user and when x is the number of users that changed
position due to sorting, then the total gain would be x×G1.
However, the total gain also depends on the number of users
that can be actually scheduled, for that we have introduced
Equation 2 which gives the conditional total gain applicable
to any traditional scheduling framework

TGt =

{
x×G1, if x ≤ N ′

N ′ ×G1, if x > N ′
(2)

where N ′ is the actual number of scheduled users and N
is the number of total active users. N ′ is a subset of N and
it can be deduced from Equation 2 that TGt = [0, N ×G1].

With our proposed framework, the scheduler gets an input
of blocks from the pre-processor and sorting is done for blocks
as depicted in Fig. 3. Consequently the conditional total gain

for our proposed framework is

TGp =

{
y ×G2, if y ≤ B′

B′ ×G2, if y > B′
(3)

where G2 is the gain due to the change in position of
single block, y is the number of sorted blocks and B′ is the
number of scheduled blocks. B′ is a subset of N ×K and it
can be deduced from Equation 3 that TGp = [0, N×K×G2].

By comparing Equation 2 and 3 in a similar scenario, we
will show that TGp ≥ TGt since the parameters x, G1 and
N ′ in Equation 2 always fit inside y, G2 and B′ in Equation
3 respectively.

A. Demonstrating differences between proposed and tradi-
tional framework

For the example case, we take the most basic algorithm
of round-robin scheduling. All the parameters defined
in the algorithm are self-explanatory. First, we show
the implementation of round-robin algorithm without
our framework. As can be seen from Algorithm 2,
scheduling is done only at the user levels. After this
step, the resources allocated to each user are used
for logical channel in order of their increasing index
i.e alloc resources per lc per user [n] [k]. Then the
implementation of round-robin algorithm with our framework
is shown in Algorithm 3. We can see that scheduling is done
for blocks that have been shown in Fig. 3. This means that
the scheduler has a higher resolution of scheduling and is able
to consider the constraints and requirements on per-logical
channel per-user basis. This leads to more efficient buffer
management and optimal allocation of resources.

In terms of complexity, we can see that both the frame-
works have the same number of iteration loops i.e. two and
the only difference is the number of iteration steps with
our proposed framework. The number of iteration steps for
traditional algorithm is the number of users, while for the
proposed algorithms, it the number of blocks which is greater.
Therefore, without any large increase in complexity , we
can obtain significant gains for the existing algorithms with
our proposed framework. It should also be noted, that this
comparison of complexity is between the frameworks and is
therefore applicable to any scheduling algorithm.

B. Simulation Setup

For our simulations, we have considered 3GPP LTE setting
and used its system parameters [7]. The simulations are done
for a system bandwidth of 5MHz with 25 resource blocks
and 1000 frames with 10 subframes each. The duration of
a frame is 10ms. In addition to the system parameters, we
have also used the standard quality of service classs defined
in LTE and we support 9 logical channels for different services
with varying QoS [8]. In the traffic generator, we utilized the
average packet size and average inter-arrival time for each
service based on [9] and [10]. The actual inter-arrival time



Algorithm 2 Calculate alloc resources to user (Round-robin without framework)
while number of resources remaining > 0 do

while number of users scheduled ≤ max allowed sched user do
alloc resources to user [n] = min resource alloc unit+ alloc resources to user [n]
if user scheduled [n] 6= 1 then
user scheduled [n] = 1

end if
number of users scheduled = number of users scheduled+ 1
number of resources remaining = number of resources remaining +min resource alloc unit

end while
end while

Algorithm 3 Calculate alloc resources to block (Round-robin with proposed framework)
while number of resources remaining > 0 do

while number of blocks scheduled ≤ max allowed blocks do
if number of users scheduled ≤ max allowed sched user then
allocated resources to block [j] = min resource alloc unit+ allocated resources to block [j]
if user scheduled [n] 6= 1 then
user scheduled [n] = 1

end if
if block scheduled [j] 6= 1 then
block scheduled [j] = 1

end if
number of users scheduled = number of users scheduled+ 1
number of blocks scheduled = number of blocks scheduled+ 1
number of resources remaining = number of resources remaining +min resource alloc unit

end if
end while

end while

between two packets for a given service of a user (block) is
affected by TLb (ranging on [0,1]) and given as:

APIT =

{
PITb

TLb
, if TLb 6= 0

no traffic, otherwise
(4)

For our simulation results in Fig. 4, 5 and 6, TLb is
generated randomly.

C. Results

Performance analysis is done for three traditional scheduling
algorithms: round-robin, proportional-fair and maximum-
throughput [2]. In order to compare the performance of
these scheduling algorithms with and without our proposed
framework, we plot system throughput, fairness index and
satisfied GBR percentage (percentage of users that are
satisfied). All the performance metrics only refer to MAC-
layer scheduling performance since we assume that there is
a perfect decoding at the physical layer. In Fig. 4, we have
compared the system throughput against number of active
users in the system. It is evident that the performance of
every scheduling method is better in our framework than
in traditional framework. We have also plot the theoretical
system throughput to set a benchmark.
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Fig. 4. Throughput Comparison

In order to give a more clear picture, we have plotted
the fairness index and the satisfied GBR percentage in
Fig. 5 and 6 respectively. The satisfied GBR percentage
refers to the percentage of the logical channels (services)
that are served with a data rate greater than or equal to
GBR. We observe similar pattern as in Fig. 4 that indicates
performance enhancement due to our framework. It shows
that the framework not only increases the throughput but also
results in improved fairness index and provides better quality
of service to users with higher percentage of satisfied GBR.
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In addition, we have presented in Fig. 7 throughput when
using different traffic patterns. While, TLb is randomly gener-
ated in case of Fig. 4, 5 and 6, in Fig. 7, we select TLb such
that the traffic pattern is similar to that of a residential area in
evening when the services such as streaming, conversational
video calls, etc. are requested by large number of users.
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Fig. 7. Throughput Comparison of Scheduling Algorithms in USF for traffic
scenario with higher demand for conversational and streaming services

The main purpose of this plot is to demonstrate the
performance variation of scheduling algorithms with the

change in traffic pattern. It can be concluded that there is no
single scheduling algorithm optimal for every scenario. The
traffic is continuously evolving in modern wireless networks
and therefore static scheduling frameworks are no more an
optimal solution. There is a need for more dynamic and
adaptive approach. Therefore for our succeeding work, we
aim to move forward with our proposed framework in a more
dynamic direction. The modular nature of our framework
enable us to append any additional module without disrupting
the entire framework. Henceforth, an additional module
consisting of intelligent APIs could be appended that would
act as an interface between MAC-layer and external factors
such as operator requirements, network constraints, etc. These
intelligent APIs would be capable of dynamically configuring
scheduling algorithms depending up on traffic patterns and
several other factors.

V. CONCLUSION

In this paper, we proposed a scheduling framework to
improve the performance of any scheduling algorithm by two
dimensional buffer for providing a satisfied QoS experience
to users with multiple service offerings. We showed clear
performance gain in terms of throughput, fairness-index and
percentage of satisfied GBR users through our framework
and also pointed out that there is necessity for a dynamic
re-configurability of scheduling algorithm which will be
addressed in our succeeding work.
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