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Abstract

Multimedia content is one of the most widely used, intuitive ways of consuming
information. During their daily lives, people watch TV, share videos on social net-
works, and use different Web streaming sources to learn things, know other people’s
opinions, keep informed about latest events happening around, or just for entertain-
ment. There is no doubt multimedia content is making its way to the Web, with
hundred thousands hours of video content being uploaded every day to platforms
like Youtube'. But, can this video content and its metadata become available in a
way that is easily accessible and addressable, not only as a whole but also at different
levels of granularity? Is the information contained in those video items sufficiently
contextualized so it can be effectively consumed by humans with reduced prior knowl-
edge about what is being told in it? In this thesis we investigate how to make the
most of available standards like Media Fragments URI? and widely used vocabularies
to turn multimedia content into a first class citizen of the Web where media stories
are fully contextualized and integrated with the rest of the knowledge in the Web.

As any citizens of the Web, those multimedia fragments need to also live together
with the other resources already offered by the Web, like textual documents, images,
charts and diagrams, etc. Having them cohabiting on equal terms can bring to the
table a symbiotic effect: on one hand the power of the video to express complex
ideas and effectively communicate a message to viewers can nicely illustrate and
reinforce other information already available in the Web. On the other hand, videos
can be further complemented with other already existing documents, in order to
have a better contextualized consumption or bring a deeper knowledge about the
expressed facts. To make this symbiosis effective, we need to annotate this multimedia
content and build bridges from video to different resources on the Web. In this
thesis, we advocate the use of semantic technologies as the tool to allow machines
to automatically perform these tasks. We present approaches relying on different
information retrieval and machine learning algorithms for filling the gap between
the low-level visual features obtainable via traditional analysis techniques, and the
meaningful high-level annotations ready to be consumed. Aligning those concepts to
standard vocabularies on the domain make it possible for machines to interpret and
reason over the knowledge contained in those documents, in order to offer innovative
operations for browsing, enriching and hyperlinking media fragments, and ultimately,
improve the way multimedia information is consumed.

Another factor that increases the complexity of the annotation process is dealing
with the lack of context that a sole multimedia document can provide to properly

Thttp: //www.onehourpersecond.com/
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understand the story being reported. International news items published or broad-
casted on different channels are a good example of such phenomena. Being able to
extract concepts that are occurring on those videos (because they appear during one
scene, are written on some banner, mentioned in the audio, etc.) is already a difficult
task, but unveiling other aspects that, even not being explicitly present in the content
itself, are crucial to fully capture the backstory, are even more challenging.

To deal with this problem, we propose an innovative conceptual model called News
Semantic Snapshot (NSS) that is designed to be able to capture the wide context of
a news event. This structure intends to be flexible enough to give support to differ-
ent applications targeting the complex process of displaying news stories, from very
different angles, targeting particular needs, focusing on certain parts of the story and
exploiting certain visualization paradigms. Following a process called Named Entity
Expansion we query the Web to bring other viewpoints about what is happening
around us, from the thousands of news articles, posts, and social media interactions
where we can potentially find those missing story details. Once the additional infor-
mation is collected, we perform a selection process in order to filter out the duplicated
or unrelated information and keep only those annotations that are relevant for the
news story. During the research work presented in this thesis, we have analyzed the
multi-dimensionality of the entity relevance by considering different aspects like their
frequency on related document, popularity on external sources, expert’s opinions,
informativeness, interestingness, etc. in order to promote the most adequate ones
and make them part of the final NSS. In addition, we have proposed an innovative
concentric model that better deals with those different relevancy dimensions to more
effectively spot the important entities. It formalizes a duality found in the news anno-
tations that distinguishes between the so-called Core, which contains representative
entities that are spottable via frequency functions, and the relevant entities shaping
up the Crust, which become important because of particular semantic relationships
with the Core and can be incorporated into the model in the form of concentric
layers. The different implemented algorithms have been evaluated against a ground
truth of international news videos annotated with sets of named entities that have
been found to be relevant to recreate their context.

Finally, we have analyzed existing storytelling prototypes to verify how the NSS
can respond to their particular needs and even empower advanced prototypes in the
future, probing also how this model can feed very different applications assisting the
users before, during, and after the consumption of the news story.
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CHAPTER 1

Introduction

As the saying goes, a picture is worth a thousand words. Even the most simple
image can express many divergent facts and evoke significantly different feelings and
opinions in humans who interpret them. Let’s think now what would happen if we
instead consider just a single shot and move to an audiovisual world, where two new
dimensions come into play: the time, since the perceived visual information evolves as
is consumed; and the audio, which complements and extends what is being depicted.
Then, how many words is a video worth?

Some people have already formulated such question and bravely given an approx-
imate number as an answer. In a report for Forrester Research' entitled How Video
Will Take Over the World, James McQuivey claimed that a video is worth 1.8 million
words. The maths behind the article are not rocket science: being a picture equals
to 1,000 words, and considering video shoots 30 frames per second, every second of
video is worth 30,000 words. Multiply 30k by 60 seconds gives this final astonishing
number.

Of course this soundbite is purely anecdotal and exhaustively quantifying the
number of words a video can express is just unfeasible and pointless. But this analogy
is perfect for understanding the complexity of the challenges tackled in this thesis:
to capture the essence of what is being told in an audiovisual content is an extremely
audacious task even for humans, imagine how difficult it can be for machines. And it
is not only about finding the right terms to describe it, it is also about discovering how
they relate to each other in order to build up the story behind. Not to mention that
sometimes the story being told is so vast that we need to focus on certain portions
of the video that matters to us the most. Then, the main concepts summarizing
the fragment can be very different than the ones that stood out when looking at
the entire video, revealing the importance of the granularity of the information unit
being consumed.

News items are a kind of content particularly difficult to interpret. Specially when
it comes to an international scope, where many places and agents are involved, the
story behind the news may require additional knowledge not explicitly represented
in the video to be properly understood and reconstructed. News videos offer indeed

a partial view of the happened facts, so viewers in general and machines in particular

'https:/ /www.forrester.com /HowVideo+Will+Take+Over+The+World /fulltext /- /E-RES44199
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will miss certain aspects which are crucial to make right sense out of them. To come
back to our original metaphor: there will be concepts that are not available inside the
million words that a multimedia document is expressing, but they are still important
for consumers to understand the story. Therefore we would need to bring them from
other knowledge silos where they can be found and fetched. This is what journalists
and experts in the domain manually achieve through a tedious and thorough process
of consulting other sources. Ordinary people cannot afford such amount of efforts to
interpret a story, but they still require a proper understanding of the news that reach
us on a daily basic.

We cannot turn our back to those challenges, no matter how daring it may be.
More than ever, video is everywhere. According to experts’ predictions” a 74% of all
internet traffic in 2017 will be video. Last year, the amount of video from people and
brands in Facebook’s News feed increased by a factor of 3.6%, highlighting the presence
of audiovisual content posted in social networks. Main platforms like Facebook, aware
of the increasing demand of such kind of material, start offering new features that
enhance the way of interacting and consuming videos®. Another strong indication is
how Youtube, the by far biggest video provider in terms of content and active viewers
(currently it has more than 1 billion users), is getting new 300 hours” of video every
minute. Videos that you could potentially be interested in, but you have high chances
to miss in the ocean of multimedia content, which is fast engulfing the Web.

We need to provide machines with mechanisms that allow to autonomously process
this huge amount of content that is available on the Web, for improving the way users
discover the documents they want to consume. In this thesis we apply semantic
techniques to replicate way humans reason over the knowledge when consuming and
interpreting the available knowledge. The meaning of the concepts being displayed
on a video can help to decide which are the most important ones, abstract from low
level facts to more general terms and the other way around, and discover semantic
relations between entities to find related information that can generate full/partial
summarizations of the story being told so it is easier to be digested. In this manuscript
we present the achievements obtained after more than 3 years experimenting with
such techniques over the multimedia domain, opening the window to a new landscape
of overwhelming possibilities for the future that will bring the video consumption

experience to a new level.

%http://syndacast.com /video-marketing-statistics-trends-2015
3http://media.fb.com/2015/01/07 /what-the-shift-to-video-means-for-creators/
*https:/ /www.facebook.com /facebookmedia/best-practices/facebook-video
®https:/ /www.youtube.com /yt/press/en-GB /statistics.html
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1.1 The Landscape of Semantic Multimedia

Information in the Web is becoming semantically annotated using different techniques
in order bring new ways of programmatically exploiting the available knowledge and
further reason over it. Some initiatives showcasing this phenomena are the Google
Knowledge Graph powered in part by Freebase® or DBpedia’, which have become
widely used vocabularies acting as a crystallization point for structured data in many
different domains: e-commerce, enterprise management, governmental affairs, etc.

There are already tools that automatically transform documents on the Web (tex-
tual, in most cases), and annotate them following some of the aforementioned vocab-
ularies. Some of them like® are able to spot particular words in a textual documents
and link them to concepts in knowledge bases like DBpedia. Those concepts, also
frequently known as entities, are already citizens of the Web where other annotated
documents are pointing to. And they are contextualized in a bigger cloud of entities
and interlinked with other resources, laying the foundation for a new generation of
algorithms that reason over the semantic annotations to potentially replicate the way
the humans would perform the same operations. There is still a lot of work to do in
refining those concept recognition and disambiguation techniques, but the first pieces
of the puzzle are already available to be used in order to build intelligent systems
working on top of the obtained annotations.

However the scenario is much less mature when it comes to multimedia documents.
To apply similar techniques to such documents would require the use of advanced
audio transcription and visual analysis methods that introduce a higher level of com-
plexity to the workflow. Because of this, in most cases the available video annotations
are manually generated, they correspond to very general aspects of the video, or they
are just materialized in some raw text accompanying the audiovisual content.

Nevertheless advanced ways of consuming multimedia documents are more and
more demanded. In the news domain for example, there are already different pro-
totypes which try to offer stories in an innovative way. News stories happening on
the Web can be shared online via some platforms '’ ' that assist the users in the
process of integrating different media elements and text into a single visualization so
it can be easily consumed and shared with other people. Other examples are some
television projects led by the British Broadcasting Corporation, like HomeFront
that allows to explore stories happened in Britain during the First World War via
different axes: timeline, characters, and interactive diagrams mixed with video docu-

Shttp://freebase.com
"http://wiki.dbpedia.org/
8http://nerd.eurecom.fr/
%https:/ /storify.com/
http://seen.co/
"http://eventifier.com/
2http://homefront.ch.bbc.co.uk/
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ments. Others like Highlights '* empower sport footages by identifying what are the
important milestones within a game so users do not miss a thing. Those prototypes
would clearly benefit of the existence of such kind of annotations. Unfortunately at
the moment, most of them are based in the output of manual annotators or crowd-
sourcing initiatives. To make those solutions scalable to the amount of new content
being daily published we need unsupervised approaches that can get close or match

the human driven ones.

Sometimes semantic annotations are not directly used to be displayed to the po-
tential consumers, but to serve as a basis for launching other intelligent operations
over the original content. For example, we could be interested in creating links be-
tween media documents that share certain commonalities, or combine content based
annotations with user preferences to generate recommendations according to what
the viewer is watching or has decided to watch before. Hence, we can build algorithms
that autonomously exploit those annotations by filtering and selecting the most im-
portant ones given the context and the final objective, and are ruled by different
selection criteria that those aiming to just display those annotations to the users.

Finally, the media on the Web is evolving from being searched, consumed and
shared as a whole to be available at different levels of temporal and spatial granularity
thanks to standards like the Media Fragments URI . This way, we can address a
particular fragment inside a longer video or even highlight a particular spatial region
on the screen that we want to make emphasis into. Aforementioned media operations
like hyperlinking, recommendation, or story browsing can be based on smaller yet
more reusable and context-suited media pieces that can improve the way media on
the Web is consumed.

1.2 Research Challenges

After having introduced the current state of the presence of multimedia documents
on the Web and the possibilities that semantic technologies bring to the table when
applied over video content in general and news items in particular, in this section
we list the key challenges that have been tackled in this thesis. Some of them have
been already addressed in previous research works or are in process of being refined.
Together they pursue the objective of effectively improving the Web multimedia
annotation and consuming experience.

3http: / /www.bbc.co.uk/rd/projects/highlights
Y“http:/ /www.w3.org/ TR/2012/REC-media-frags-20120925/
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1.2.1 Common Methodology for Media Representation

The Web is an open ecosystem, where documents can be published and consumed in
very different manners. And we want it to keep it this way, ensuring that remains as
a heterogeneous environment where even antagonist approaches can coexist. But this
freedom does not exempt us from wanting to promote widely adopted vocabularies
and standards that make possible to seamlessly consume audiovisual information on
the Web. Following good principles in Linked Data publishing we can allow different
agents to deal with the vast amount of data available, which makes it easier to spot

what is relevant in a timely manner.

e Vocabularies and Standards for Representing Multimedia Documents.
We need mechanisms that allow us to address audiovisual content not only at
the level of the entire content but also specific parts inside it. At the same time
we need to categorize those fragments according to different application require-
ments: fragments can correspond to shots, scenes, chapters, introductory parts,
openings, etc. At the end of the day they are all fine-grained pieces inside the
video, but they have different characteristics that need to be annotated with
the correct semantic.

e Vocabularies for Representing Information inside the Multimedia
Documents. Inside every fragment there can be different agents and actions
being depicted or mentioned, about any imaginable topic. We need to annotate
highly heterogeneous information, from general concepts the fragment is talk-
ing about, to particular actors playing a role in the action or the location where
the facts are taking place. Those important concepts and entities can belong to
any imaginable domain and materialized using different vocabularies, but they
can be classified according to their video provenance: things mentioned in the
audio, entities appearing in the video, concepts that are relevant to the whole

fragment, visual clues, etc.

e Vocabularies for Materializing Connections. The different annotations
describing a video item are not isolated. Instead, they are associated each other
via some relationships: at the level of fragments inside the same video when
some video chunks complement others, at the level of the annotations inside
those fragments like two entities involved in the same facts occurred in the past,
or connections between annotations inside the video and external resources on
the Web like media posts talking about a particular entity depicted in the video.
Here again it is crucial to reuse already existing vocabularies to formalize the
natural relations that are established between entities in all kind of domains,
and emphasizing predicates materializing the storytelling aspect to be able to

uncover how the different multimedia fragments play a role in the underlying
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story.

1.2.2 Automatically Generating Semantic Media Annotations

All the annotations introduced in previous subsections could be generated by humans
and experts in the domain, but at a high cost in time and resources. Thoroughly con-
suming a video item, properly digesting the information extracted from it, bringing
together the different pieces of the story being told, and browsing the vast amount of
knowledge available in the Web to find related information and possible relationships
between the content, make this annotation process an extremely difficult task. We
need autonomous information processing algorithms able to produce similar annota-
tions in a shorter amount of time and less human intervention, so we can deal with
a much bigger variety of multimedia content to be processed and interlinked with
other Web sources in a timely manner.

In more detail, we need techniques to fragment the video in different pieces that
make sense from the user point of view, recognize what is being said in the audio and
depicted in the video, and find links between the spotted annotations and external
content available on the Web. The complexity of such tasks is high in all the steps
of the workflow and the final results are error-prone given the subjectivity of the
annotation process. To get proper data to be presented to the consumers a manual
curation would be still required. But the objective is to reduce as much as possible the
time needed to generate such annotations while increasing the amount of additional
sources and potential concepts considered to annotate and link to. Interpolating to
the news domain, journalist would no longer need to read lot of additional documents,
which in a large part are irrelevant. Instead, they can concentrate on a compressed
and summarized snapshot where most of the irrelevant information has been filtered
out, and have time to dive deeper into what is really important.

1.2.3 Exploiting Semantic Media Annotations

Properly identifying concepts and entities of a video is an important task, but the
annotation process should not end there. It is still missing how to detect which
of those descriptions are worth to be showing to the viewer or can trigger other

operations like recommendation and interlinking.

e Filtering and Ranking Annotations. During the entire duration of the
video, a huge amount of concepts can be depicted in the video or mentioned in
the audio, even lasting just some seconds. Tools annotating those videos can
detect them even if they just briefly appear, so they become part of the multi-
media content representation. However sometimes they are just not interesting
or redundant, so we need a process of filtering the unimportant items and keep-

ing only those that we can potentially leverage on. In addition the candidate
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annotations can be ranked according to different considerations depending on
the final objective of the application that is going to consume them: bringing
knowledge to the user (informativeness), try to bring their attention (inter-
estingness), offer other points of view about the explained facts (opinioness),
etc.

Extending Content with more Content. Most prominent annotations
summarizing the content or fragments inside the content can be used to find
multimedia documents that talk about similar matters. This way users can
jump from one video to other based on certain similarities found in them. At
the same time, certain parts of the video can talk about concepts that users
would like to know more about. Interlinking operations could help to find
additional content where those particular annotations are deeply depicted so

that initial story is easier to understand.

Recreate the Context of News Stories A very important step in exploiting
the semantic annotations of a news media document is to be able to filter and
rank annotations in order to recreate the context of the story being told. This
story can be conceived in many ways: like a summary of the facts that assist
viewers in getting a quick understanding about what the news story is about,
or like more elaborated conceptualization diagrams where users can browse and
explore the details of the different facts being told in the video. The complexity
of building up such story is huge because it requires a deep understanding about
the agents involved, the actions performed by them, and how those actions

evolve in time.

1.2.4 Present Media Content to the Users.

Once the media annotations are available and we have leveraged on them for en-

riching, interlinking, and summarizing the content, we need to show the resulting

information to the user in a way that it becomes profitable for him without being too

intrusive or distracting. It is extremely important to understand what the user needs

and how we can provide solutions to him/her, in order to fully unveil the potential

of the generated semantic annotations.

1.3 Thesis Contributions

Considering the challenges in semantic media annotation and news description de-

scribed in previous section, this thesis has tackled different research questions bring-

ing the following contributions:
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1.3.1 Contributions on Media Representation

e Design of the LinkedTV ontology. In this ontology, multimedia content in
general and television programs in particular can be annotated not only at the
upper level of the entire program but also with different degrees of granularity
thanks to the use of the Media Fragments URI 1.0 specification. The instances
of the MediaFragment class are the anchors where the other information is
attached: legacy metadata from the providers, results obtained by automatic
analysis of the video file, and even more important, links it to other resources
in the Web where extra information about the content can be found.

e Development of the service TV2RDF for generating annotations according to
the LinkedTV Ontology. This service takes as input already-existing non-Web-
compatible formats in the multimedia television domain, like subtitles in SRT '°
format, metadata in TVAnytime'®, and different analysis results in EXMAR-
aLDA'" files and converts them to instances of the Ontology for Media Re-
sources'® where different annotations are attached via the Open Annotation
Data Model'?.

e Model for Linking Media Annotations with Resources on the Web. We have
extended the LinkedTV model for serializing different relations between an-
notations in the video content and resources on the Web that complement or
further describe them. We interlink video fragments in the main video with

items in different Social Networks via the TVEnricher service 2°.

1.3.2 Contributions on Semantic Annotation Exploitation

e Enriching and Hyperlinking. Complementing linear videos by offering contin-
uative and related information via, e.g., audio streams, web pages, as well as
other videos, is typically hampered by its demand for massive editorial work.
In this thesis we introduce our approach to leverage on video annotations for
identifying similar fragments available not only in the same original collection
where the video belongs to, but also different platforms on the Web.

e Multimodal Approaches. The primary techniques for semantically annotating
media content are based in the processing of textual metadata. However some
visual analysis algorithms are already producing good results regarding object
detected in the video itself. In this thesis we showcase how the combination of

https://en.wikipedia.org/wiki/SubRip
https://tech.ebu.ch/tvascope

http:/ /www.exmaralda.org/en /tool /exmaralda/
http://www.w3.org/ TR/mediaont-10/
Yhttp://www.w3.org/ns/oa
2Ohttp://linkedtv.eurecom.fr/tvenricher/api/
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http://www.w3.org/ns/oa
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those text based techniques with the results of visual analysis can improve the
way we interlink fragments of video that are potentially similar.

Video Classification. The semantic annotations detected inside the videos can
be used to infer the category of a video. Taking as input the temporal distri-
bution of named entities detected in a video and their type, we have developed
methods that outperform the state the art approaches for classifying videos,
specially when it comes to Web platforms where the classification process has
to be done in a short time.

Media Fragment Summarization and Promotion. We use annotations as the
insights to identify those fragments that are more relevant to the the main
topics being discussed. We propose a set of automatically annotated media
fragments called Hot Spots, which intend to highlight the main ideas of the
video and make easier for the user to decide which fragment can be interesting
for him to watch or share.

Named Entity Expansion. Existing Named Entity Extraction techniques spot
entities in the video transcripts. However, and specially when it comes to videos
about international news happening in the world, their results are too much
limited to what is being said in a program so they become insufficient for de-
scribing the entire context of the story being told. Therefore the Named Entity
Expansion algorithm uses a subset of entities from Named Entity Expansion as
seeds for retrieving and analyzing additional documents from the Web where
the same event has been also described.

1.3.3 Contributions on News Annotation Generation

e Applying News Entity Expansion to International News. We have performed

some preliminary studies showing how the news video items can benefit from
the execution of a process able to bring into the table other annotations that
are not explicitly presented in the video but are valuable to understand the
backstory.

News Semantic Snapshot. We propose a new data representation called News
Semantic Snapshot (NSS), in order to explicitly capture in a single model the
knowledge about the context of a News video item, bringing the necessary
information for the audience to understand what is being described on the

news.

Ground Truth of News Semantic Snapshots. We have produced a set of Gold
Standard annotations that reproduce the ideal NSS for 23 different videos fol-
lowing an exhaustive methodology that analyzed the main elements building
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up the context of the story told in the video. This methodology and the corre-
sponding ground truth annotations per video are available at *'.

Explore the Multidimensionality of Entity Relevancy in News. The original NSS
generation algorithm looked only at the relevancy of the entities in terms of their
frequency in the related documents that are retrieved during the process. We
have probed that relevancy is a much broader concept that needs to be tackled
from different perspectives and dimensions like entity distribution along the
documents, popularity, opinions of the experts, etc.

Probe the Concentric Nature of the Semantic Snapshot. The entities that com-
pose the Semantic Snapshot should not be simply considered as isolated units.
Instead, those entities can be disposed following a more complex representation
strategy that transforms the bag of entities into a concentric sphere, where the
entities in the Core drive the main aspects of the story during the whole dura-
tion of the show and are highly repeated along all the documents, and others
(the so called Crust) get relevant because very particular and one-time relevant
relationships between those entities and the ones in the Core.

1.3.4 Contributions on Advanced News Consumption

e Study on News Consumption Phases. Despite the great variety of alternative

ways applications present news to the users (they follow a different user in-
teraction philosophy, target a different audience, or illustrate the main facts
from a different angle), we propose a classification that includes all them and
highlights how the viewers’ information consumption needs vary along time in
terms of specificity and diversity, and how the NSS can effectively respond to

those needs.

Development of different Prototypes. In order to apply the techniques and
fundamentals derived from the contributions of this thesis, we have worked on
the implementation of different applications and prototypes, like second screen
applications showcasing active and passive experiences for television users con-
suming semantic annotations, and also advanced prototypes experimenting with
summarization of news events and and timeline representations to see how news

stories evolve.

1.4 Thesis Outline

This thesis is divided in two main parts. In Part I, we focus on presenting the

different aspects that together compose the world of semantic multimedia on the

2 https:/ /github.com /jluisred /NewsConceptExpansion/wiki/Golden-Standard- Creation
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Web in order to effectively improve the way video content is consumed. We highlight
the different contributions we have done in every research challenge identified in
Section 1.2 for bringing to the multimedia scene new features like media fragment
based Web experience, intelligent annotation and classification of fragments according
to resources in the Web of Data, and advanced semantic enriching and hyperlinking
with other videos and documents by exploiting textual and visual features. The
contributions of this part have been published in [159, 180, 6, 114, 115, 148, 116, 193,
99, 142, 147, 146]

e Chapter 2: An Ontology Model for Multimedia on the Web, we specify
the requirements for building an ontology model that gives support to the
publication of media content and its metadata in a Web of Data compliant
way. Examples of instances serialized according to this model will be studied,

together with use cases on how to access this information.

e Chapter 3: Generating Video Annotations, conducts a comprehensive sum-
mary of the different semantic approaches that have been used and developed
for tackling the complexity of annotating multimedia content, considering tex-
tual based, pure visual and multimodal techniques.

e Chapter 4: Exploiting Annotated Media Fragments, we present the vari-
ous approaches for exploiting and bringing value to the multimedia content, like
media enriching, key-fragment detection, video classification, or hyperlinking.
Those operations leverage on the semantic annotations produced according to
techniques in previous Chapter 3.

In part II, we focus on the challenge of automatically generating high quality
annotations for describing international news by considering not only the annotations
that can be derived from the initial documents, but also other relevant entities that
further describe the context of the news story. The contributions of this part have
been published in [140, 143, 144, 145, 58, 57]

e Chapter 5: The Semantic Snapshot of a News Item, we introduce the
concept of the News Semantic Snapshot (NSS) of a news item, as a seman-
tic representation composed by named entities that allows to reconstruct the
context of a news story so we can fully better make sense out of it. In this chap-
ter we introduce a first approach for recreating the NSS of a news video. We
also describe the methodology followed for creating a gold standard of interna-
tional news’ NSS that will be used for evaluating the different NSS generation
techniques.

e Chapter 6: The Multidimensionality of the News Entity Relevance, we
present a better formalized and tuned approach for automatically generating
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the News Semantic Snapshot of a news item. Given the multidimensionality of
the relevance scores of the entities composing the ideal NSS, we have different
functions working over different domains in order to properly recreate the news
context in the most accurate way possible.

Chapter 7: The Concentric Nature of the News Semantic Snapshot,
emphasizes again on the multidimensionality of the NSS, but brings to the ta-
ble an innovative way of dealing with the different entity relevancy aspects by
organizing the candidate entities into two concentric layers: the Core, com-
posed of the most representative entities that are well-connected each other
and are spottable via frequency measures, and the Crust, which includes not
necessary frequent entities that are attached to the Core via particular semantic
relationships.

Chapter 8: The NSS in the in the News Consumption Paradigm, we
study the numerous ways of consuming a news story. Every existing tool or
application for displaying information about a news item follows a different
philosophy, targets a different audience, and presents the main facts from a
different angle. Despite this variety of alternatives we propose a model for
classifying those news consumption approaches, analyzing how the NSS can

give support to their particular needs.
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Towards a Semantic Multimedia
Web






Overview of Part |

In Part I, we will lay the foundations for a Semantic Web driven multimedia con-
sumption, grounded in three pillars: (1) designing a model for representing media
fragments and their associated descriptors, (2) automatically populating this model
with adequate annotations, and (3) leveraging on the generated knowledge and other
information on the Web to provide advanced features over the multimedia content.

In Chapter 2, we conduct a survey on different multimedia representation for-
mats available in the industry and research domains like TV-Anytime, MPEG-7 or
EBUCore, passing through some ontology Web models that are called to support
the transition from multimedia content stored in individual silos to a seamless in-
tegration of multimedia content in the Web. After identifying specific requirements
for a knowledge model that could make effective such transition, we describe the
LinkedTV ontology as a means to provide multimedia content at the level of frag-
ment and annotated with very broad visual and textual descriptions that can turn
video into a first citizen of the Web.

In Chapter 3, Generating Video Annotations we introduce different techniques
for semantically annotating the textual dimension of the video content, obtained
from subtitles, automatic transcripts and results from text recognition over video. In
addition, we cover some visual-based algorithms for automatically recognizing text
(ASR, OCR) over images, and other video analysis able to split video in temporal
fragments, detect static and moving objects, or identifying faces of people at the time
they show up on the screen.

In Chapter 4, Exploiting Annotated Media Fragments, we describe in deep how to
exploit multimedia documents annotated at the level of fragment in order to enrich
particular parts of the video, identify the chunks that are worth to be watched, classify
them according to different categories an automatic way, hyperlink them with other
relevant content, and ultimately provide the viewers with a better contextualized,

easy to browse and consume multimedia content.



CHAPTER 2

An Ontology Model for
Multimedia on the Web

2.1 Introduction

Textual based documents are present on the Web since the beginning of its existence:
encyclopedic articles, blogs, newspapers, tutorials, etc. populate most of the knowl-
edge available online. Those documents are interlinked so we can browse them, and
they are constantly being more and better syntactically and semantically annotated
in order to improve the way they are searched and exploited by both humans and
machines.

Unfortunately, multimedia documents are still being published in a much more
primitive way. Video and audio files are becoming available online as indivisible
units or embedded inside textual documents so they are not easily addressable and
therefore difficult to annotate and interlink with other resources. The objective of
this Chapter is to propose different semantic techniques in order to make those media
documents first class citizens of the Web. This way we can reference not only the
whole content but also particular fragments inside them, which can therefore be
described and interlinked with other resources on the Web, opening room to new
advanced ways of consuming information the Web that were not imaginable before.

In the following sections we lay the foundations for a multimedia based Web ex-
perience that give the video content to the same privileges than textual documents
already have, bringing to the table the best of those two worlds for improving infor-
mation sharing: the precision and accuracy of text for explicitly and exhaustively de-
scribing things, and the intuitive power of illustrating ideas in the form of multimedia
documents. In first Section 2.2, we review the state of the art in multimedia annota-
tion in traditional scenarios, like broadcast and multimedia industry. In Section 2.3
we establish the requirements of a knowledge model able to bring multimedia to the
Web at different levels of granularities, and supporting different visual and semantic
techniques. Finally in Section 2.4 we present the LinkedTV ontology, available at
http://data.linkedtv.eu/ontologies/core/, which intends to fulfill the aforementioned
requirements and illustrate some examples where this model is used for representing

television content.
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2.2 State of the Art in Multimedia Metadata Models

A large number of multimedia metadata standards exist, coming from different appli-
cation areas, focusing on different processes, supporting different types of metadata
and providing description on different levels of granularity and abstraction.

In [202] the authors discuss requirements for semantic content description and
review the capabilities of standards coming from the W3C and MPEG communities.
In the second part of their article [123], they focus on the formal semantic definition of
these standards which determines the expressiveness for semantic content description
and enables mapping between descriptions. The report in [38] surveys multimedia
ontologies and related standards and defines requirements for a multimedia ontology
of which many are also relevant for multimedia metadata standards. A comprehensive
overview on multimedia metadata standards and formats has been prepared by the
W3C Multimedia Semantics XG [73]. A more recent review in [138] focuses on the
standards from MPEG but also discusses interoperability issues between standards

in the context of general multimedia metadata application scenarios.

This section provides a comprehensive overview of the most commonly used multi-
media metadata standards. We start by introducing several metadata formats devel-
oped in the broadcast industry in the Section 2.2.1. The low-level features that can
be detected in videos are interpreted into higher level semantic metadata information
that can be used to describe the program content. We review the standards devel-
oped by the multimedia analysis community in the Section 2.2.2. But the seed video
content can be also enriched with additional multimedia content hosted and shared
on the Web. We review the current formats used to describe the Web multimedia
content in the Section 2.2.3. The news and photo industry has a long tradition of de-
veloping metadata standards for photos and videos. We review those formats in the
Section 2.2.4. Since two years, the W3C has created a working group to standardize
an ontology that will bridge the gap between the numerous standards used on the
Web to develop multimedia content. We describe in details the resulting Ontology for
Media Resources, a W3C recommendation in the Section 2.2.5, that will be heavily
used in to build the proposed data model. Events are also commonly used to describe
multimedia resources: event models can be used to describe the fact of broadcasting
a program on a channel at a particular moment in time, or they can be used to
describe the content itself at a very fine grained level. We review the event models
proposed by the semantic Web community and beyond in the Section 2.2.6. We also
present the ongoing effort of the Web community under a W3C community group
to propose a generic annotation model with several extensions in the Section 2.2.7.
Finally, we conclude this survey by describing several commonly used vocabularies

such as FOAF or the Provenance Ontology in the Section 2.2.8.
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2.2.1 Metadata Models from the Broadcasting Industry

The broadcast industry has developed several metadata formats for representing TV
programs, their broadcast information or targeted audience and their content in order
to generate Electronic Program Guides. In this section, we do a brief review of those
different standards. Most of them are loosing ground against more standard and Web
based formats, and other are even extinguished. First, we describe the XML-based
formats such as DVB, BMF developed by the German broadcaster ARD and TV
Anytime. Second, we present other models that are largely inspired by the Semantic
Web technologies such as EBU (and its application in EU Screen and Europeana) or
the BBC Programmes ontology 2.2.1.5.

2.2.1.1 DVB metadata model

The Digital Video Broadcasting Project (DVB') is an industry-led consortium of
around 250 broadcasters, manufacturers, network operators, software developers,
regulatory bodies and others in over 35 countries committed to designing open tech-
nical standards for the global delivery of digital television and data services. The
DVB metadata model considers different classification schemes represented using
the MPEG-7 standard, and various XML Schemas such as the DVB Classification
Scheme schema: http://www.dvb.org/metadata/schema/dvbCSschema.xsd or the Con-
tent Item Information which uses mostly MPEG7 and TV Anytime content types:
http://www.dvb.org/metadata/schema/ContentltemInformation.xsd, between others.

DVB is using the MPEG standard (Moving Picture Expert Group) to compress,
en-code and transmit audio / video and data streams. Several variable bit rate data
streams are multiplexed together to a fixed data stream. This makes it possible to
transfer video and audio channels simultaneously over the same frequency channel,
together with various services. These data services provide additional programme
information to enable a complete EPG (Electronic Program Guide) for present and
following schedule events. Digital television and services are broadcasted in various
platforms and technologies with specified transmission and encoding standards. Each
platform is specified by a standard by the European Telecommunications Standards
Institute (ETSI).

The DVB transport stream includes metadata called Service Information (DVB-
SI). This metadata delivers information about transport stream as well as a descrip-
tion for service / network provider and programme data to generate an EPG and
further programme information. In our context the EIT (Event Information Table)
and the SDT (Service Description Table) are the ones containing interesting meta-
data to be brought to the Web. The content descriptor from the EIT table defines

'https://www.dvb.org/
2European Telecommunications Standards Institute, http: / /www.etsi.org
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Figure 2.1: Broadcast Metadata Exchange Format (BMF) 2.0, courtesy of http://
www.irt.de/en/activities/production/bmf.html

a classification schema for a programme event. It provides various genre categories

using a two-level hierarchy with various different genres and subgenres.

2.2.1.2 ARD BMF

IRT (Institut fiir Rundfunktechnik / Broadcast Technology Institute) is the primary
research institute cooperating with public-broadcasting organisations in Germany,
Austria and Switzerland. The Institute focuses on solutions which enhance the qual-
ity of radio, television and new media for the benefit of users and is committed to

preserving broadcasting in Germany and abroad. IRT associates are the following

public broadcasters: ARD, ZDF, DRadio, ORF and SRG/SSR.

The Broadcast Metadata Exchange Format Version 2.0 (BMF 2.0) has been de-
veloped by IRT in close cooperation with German public broadcasters with focus on
the harmonization of metadata and the standardized exchange thereof. The stan-
dard particularly reflects the requirements of public broadcasters (figure 2.1). BMF
contains metadata vocabulary for TV, radio and online content and defines a stan-
dardized format for computer-based metadata exchange. It facilitates the reuse of
metadata implementations and increases the interoperability between both computer-
based systems and different use case scenarios. BMF enables to describe TV, radio
and online content as well as production, planning, distribution and archiving of the
content. Metadata in BMF are represented in XML documents while the structure
for the XML metadata is formalized in an XML Schema. The latest version of the
format is the version BMF 2.0 Beta®.

3http://bmf.irt.de/en
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Figure 2.2: TV-Anytime Content Description Model

2.2.1.3 TV Anytime

The TV-Anytime Forum is a global association of organizations founded in 1999 in
USA focusing on developing specifications for audio-visual high volume digital storage
in consumer platforms (local AV data storage). These specifications for interoperable
and integrated systems should serve content creators/providers, service providers,
manufacturers and consumers. The forum created a working group® for developing

a metadata specification, so-called TV-Anytime® and composed of:

o Attractors/descriptors used e.g. in Electronic Program Guides (EPG), or in
Web pages to describe content (information that the consumer — human or
intelligent agent — can use to navigate and select content available from a variety

of internal and external sources).

e User preferences, representing user consumption habits, and defining other in-
formation (e.g. demographics models) for targeting a specific audience.

e Describing segmented content. Segmentation Metadata is used to edit content
for partial recording and non-linear viewing. In this case, metadata is used to

navigate within a piece of segmented content.
e Metadata fragmentation, indexing, encoding and encapsulation (transport-agnostic).

TV Anytime employs the MPEG-7 Description Definition Language (DDL) based
on XML to be able to describe metadata structure and also the XML encoding of
metadata. TV-Anytime also uses several MPEG-7 datatypes and MPEG-7 Classifica-
tion Schemes. The TV-Anytime Content Description model is depicted on Figure 2.2°

and its documentation provides the following definitions:

e Entity definitions:

“http: //www.tv-anytime.org/workinggroups/wg-md.html

Shttp://www.tv-anytime.org

5Tmage taken from ftp://tva:tva@ftp.bbc.co.uk/pub/Specifications/COR3_SP003v13.zip, document
SP003v13 PartA.doc
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Figure 2.3: TV-Anytime Related Material and AV Attributes Type

— Program - the programme represents an editorially coherent piece of con-
tent.

— Program group - the programme group simply represents a grouping of
programmes. A number of different types of group have been identified,
such as series, show, aggregate (magazine) programme, and programme
concept. Programme groups can also contain other programme groups.

— Program location - A programme location contains information about one
instance (or publication event) of a programme. Multiple programme lo-

cations from the same service provider can be grouped to form a schedule.

e Relationship definitions: Program to Program location (zero to many), Pro-
gram to Program Group (many to many), etc

As an example, we reproduce the XML schemas of some types structures in Figure 2.3.

NoTube’ is a European research project that aims to show how Semantic Web
technologies can be used to connect TV content and Web content using Linked Open
Data. NoTube uses TV-Anytime as the persistent internal metadata format. The
project participants argue that it was the only standardized format widely used in
CE devices such as STBs, PVRs at that time. TV metadata interoperability® has
also been well studied by the project.

2.2.1.4 EBU Metadata Model

The EBU (European Broadcasting Union) is the collective organization of Europe’s
75 national broadcasters claiming to be the largest association of national broadcast-
ers in the world. EBU’s technology arm is called EBU Technical. EBU represents
an influential network in the media world”. The EBU projects on metadata are part

Thttp://notube.tv/
8http://notube.tv/tv-metadata-interoperability /
http://tech.ebu.ch/aboutus
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Figure 2.4: EBUCore and its relationships to other metadata models

of the Media Information Management (MIM) Strategic Programme. MIM benefits
from the expertise of the EBU Expert Community on Metadata (EC-M), participa-
tion to which is open to all metadata experts, or users and implementers keen to
learn and contribute'’.

EBUCore. The EBUCore (EBU Tech 3293) is the main result of this effort to
date and the flagship of EBU’s metadata specifications. It can be combined with the
Class Conceptual Data Model of simple business objects to provide the appropriate
framework for descriptive and technical metadata for use in Service Oriented Archi-
tectures. It can also be used in audiovisual ontologies for semantic Web and Linked
Data environment. EBUCore has high adoption rate around the world. It is also
referenced by the UK DPP (Digital Production Partnership). All EBU metadata
specifications'! are coherent with the EBU Class Conceptual Data Model (CCDM).

EBUCore has been the metadata schema of reference in the project EUScreen
which delivers linked data to Europeana using EBUCore’s RDF/OWL representa-
tion. EBUCore has been also published as AES60 by the Audio Engineering Society
(AES)'?. The W3C Media Annotation Ontology is based on EBU’s Class Conceptual
Data Model and is fully compatible with EBUCore which mapping has been defined
and published as part of the W3C specification (Figure 2.4).

EU Screen and EUscreenXL '# are european projects in the fields of audiovisual
archives, research and software technology. They have been focused on the promotion

http://tech.ebu.ch/metadata
"http://tech.ebu.ch/MetadataSpecifications
2http://www.aes.org/
3http://www.euscreen.eu/
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of exploration of Europe’s rich and diverse cultural history by the use of television
content. The EUscreen metadata schema is based on EBUcore schema that
are backward compatible with the Video Active schema and fully mappable to
the Europeana'® Data Model (EDM 5.2)'°. It includes 39 elements of which 18 are
mandatory. Programme classification in EUscreen consists of seven main headings
including mainly News, drama/Fiction, entertainment, factual programs, advertise-
ments, interstitials and trailers and sport.

Over the last few years the European Broadcasting Union (EBU) and its members
have developed several metadata specifications to facilitate the search and exchange

of content:

e EBU Tech 3293 - EBUCore: http://tech.ebu.ch/docs/tech/tech3293v1_3.pdf
e EBU Tech 3295 - P-META: http://tech.ebu.ch/docs/tech/tech3295v2_2.pdf
e EBU Tech 3331 - Exchange: http://tech.ebu.ch/docs/tech/tech3331v1_1.pdf
e EBU Tech 3332 - Music: http://tech.ebu.ch/docs/tech/tech3332v1_1.pdf

e EBU Tech 3336 - Classification Schemes: http://tech.ebu.ch/docs/tech/tech3336v1_
1.pdf

e EBU Tech 3340 - egtaMETA: http://tech.ebu.ch/docs/tech/tech3340.pdf

e EBU Tech 3349 - Acquisition Metadata: http://tech.ebu.ch/docs/tech/tech3349.
pdf

e EBU Tech xxxxx - CCDM: http://tech.ebu.ch/Jahia/site/tech/classmodel

e EBU Eurovision - News Exchange: http://tech.ebu.ch/webdav/site/tech/shared/
metadata/NMS_NewsML-G2_eng.pdf

2.2.1.5 BBC Programmes

The British Broadcasting Corporation (BBC) is the largest broadcaster in the world.
One of the main resource they use to describe programs is the Programmes ontol-
ogy'®. This ontology provides the concepts of brands, series (seasons), episodes,
broadcast events, broadcast services, etc. and is represented in OWL/RDF. The

design of this ontology document is based on the Music Ontology'” and the FOAF

4The Europeana Foundation aims at enhancing collaboration between museums, archives, audio-
visual collections. It is developing a cross-domain portal providing access to Europe’s cultural and
scientific heritage. It also facilitates required formal agreement across museums, archives, audiovisual
archives and libraries. http://pro.europeana.eu

http://blog.euscreen.eu/wp-content/uploads/2010/11/D1.3.1-Annual-public-report- FINAL. pdf

Yhttp: //purl.org/ontology/po/
"http: / /www.musicontology.com/
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Figure 2.5: BBC Programme ontology model

19 and in based on the

Vocabulary'®. The programs model is depicted on Figure 2.5
PIPS database schema used previously at the BBC. It describes content in terms of:
Brands, Series, Episodes and Programs.

Publishing is then described in terms of Versions of Episodes and Broadcasts.
Versions are temporarily annotated. Publishing of content is related to Medium, that
is described in terms of: Broadcaster, Service-outlet and Channel. This conceptual
scheme describes how brands, series, episodes, particular versions of episodes and
broadcasts interact with each other. The BBC Programmes ontology also re-uses
other ontologies such as FOAF to express a relationship between a programme to
one of its actors (a person who plays the role of a character). The exhaustive list of

classes available in the ontology is:

AudioDescribedVersion — Brand — Broadcast — Broadcaster — Category —
Channel — Clip — DAB — DVB — Episode — FM — FirstBroadcast — Format
— Genre — [PStream — LW — LocalRadio — MusicSegment — NationalRadio —
OriginalVersion — Outlet — Person — Place — Programme — Programmeltem —
Radio — RegionalRadio — RepeatBroadcast — Season — Segment — Series —
Service — Shortened Version — Signed Version — SpeechSegment — Subject —
Subtitle — TV — Version — Web

Bhttp: / /xmlins.com /foaf/spec/
YTmage taken from http://www.bbc.co.uk/ontologies/programmes;/2009-09-07.shtml
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The exhaustive list of properties available in the ontology is:

actor — anchor — aspect_ratio — author — broadcast_of — broadcast_on —
broadcaster — category — channel — clip — commentator — credit — director —
duration — episode — executive_producer — format — frequency — genre —
location — long_synopsis — masterbrand — medium_synopsis — microsite —
news_reader — outlet — parent_series — parent_service — participant — performer
— person — place — position — producer — schedule_date — season_broadcast —
series — service — short_synopsis — sound_format — subject — subtitle_language
— synopsis — tag — text — time — track — version

2.2.2 Metadata Models from the Multimedia Analysis Community
2.2.2.1 MPEG-7

MPEG-7, formally named Multimedia Content Description Interface [121], is an
ISO/IEC standard developed by the Moving Picture Experts Group (MPEG) for
the structural and semantic description of multimedia content. MPEG-7 standard-
izes tools or ways to define multimedia Descriptors (Ds), Description Schemes (DSs)
and the relationships between them. The descriptors correspond either to the data
features themselves, generally low-level features such as visual (e.g. texture, camera
motion) and audio (e.g. spectrum, harmonicity), or semantic objects (e.g. places,
actors, events, objects). The description schemes are used for grouping the descrip-
tors into more abstract description entities. These tools as well as their relationships
are represented using the Description Definition Language (DDL), the core part of
MPEG-7. After a requirement specification phase, the W3C XML Schema recom-
mendation”’ has been adopted as the most appropriate syntax for the MPEG-7 DDL.

The flexibility of MPEG-7 is therefore based on allowing descriptions to be associ-
ated with arbitrary multimedia segments, at any level of granularity, using different
levels of abstraction. The downside of the breadth targeted by MPEG-7 is its com-
plexity and its ambiguity. Hence, MPEG-7 XML Schemas define 1182 elements,
417 attributes and 377 complex types which make the standard difficult to manage.
Moreover, the use of XML Schema implies that a great part of the semantics remains
implicit. For example, very different syntactic variations may be used in multime-
dia descriptions with the same intended semantics, while remaining valid MPEG-7
descriptions. Given that the standard does not provide a formal semantics for these
descriptions, this syntax variability causes serious interoperability issues for multime-
dia processing and exchange [124, 131, 192]. The profiles introduced by MPEG-7 and
their possible formalization [191] concern, by definition, only a subset of the whole

standard.

2Ohttp:/ /www.w3.org/XML/Schema
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For alleviating the lack of formal semantics in MPEG-7, four multimedia ontologies
represented in OWL and covering the whole standard were proposed [7, 59, 80, 198].
The Table 2.1 summarizes the main characteristic of these four ontologies.

Hunter DS-MIRF Rhizomik COMM
Foundations ABC none none DOLCE
Complexity OWL-Full” OWL-DL’ OWL-DL* OWL-DL?
Coverage MDS+Visual MDS+CS All MDS+Visual
Reference [80] [198] [59] [7]
Applications | Digital Li- | Digital Li- | Digital Multimedia Anal-
braries, e- | braries, e- | Rights ysis and Annota-
Research Learning Manage- tions
ment,
e-Business

Table 2.1: Summary of the different MPEG-7 based Multimedia Ontologies.

“http://metadata.net/mpeg7/

Yhttp:/ /www.music.tuc.gr/ontologies/MPEG703.zip
°http://rhizomik.net/ontologies/mpeg7ontos
?http://multimedia.semanticweb.org/COMM/

2.2.2.2 Hunter’s MPEG-7 Ontology

In 2001, Hunter proposed an initial manual translation of MPEG-7 into RDFS
(and then into DAML+OIL) and provided a rationale for its use within the Se-
mantic Web [80]. This multimedia ontology was translated into OWL, extended
and harmonized using the ABC upper ontology [91] for applications in the digital
libraries [81, 82] and eResearch fields [83].

The current version is an OWL Full ontology containing classes defining the media
types (Audio, AudioVisual, Image, Multimedia, Video) and the decompositions from
the MPEG-7 Multimedia Description Schemes (MDS) part [121]. The descriptors for
recording information about the production and creation, usage, structure and the
media features are also defined. While the ontology has most often been applied in
conjunction with the ABC upper model, it is independent of that ontology and can
also be harmonized with other upper ontologies such as SUMO [136] or DOLCE [56].

2.2.2.3 DS-MIRF Ontology

In 2004, Tsinaraki et al. have proposed the DS-MIRF ontology that fully captures in
OWL DL the semantics of the MPEG-7 MDS and the Classification Schemes. The
ontology has been integrated with OWL domain ontologies for soccer and Formula


http://metadata.net/mpeg7/
http://www.music.tuc.gr/ontologies/MPEG703.zip
http://rhizomik.net/ontologies/mpeg7ontos
http://multimedia.semanticweb.org/COMM/
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1 [199] in order to demonstrate how domain knowledge can be systematically inte-
grated in the general-purpose constructs of MPEG-7. This ontological infrastructure
has been utilized in several applications, including audiovisual digital libraries and
e-learning.

This ontology has been conceptualized manually, according to the methodology
outlined in [198]. The XML Schema simple datatypes defined in MPEG-7 are stored
in a separate XML Schema to be imported in the DS-MIRF ontology. The gener-
alization of this approach has led to the development of a transformation model for
capturing the semantics of any XML Schema in an OWL DL ontology [197].

2.2.2.4 Rhizomik Ontology

In 2005, Garcia and Celma presented the Rhizomik approach that consists in map-
ping XML Schema constructs to OWL constructs following a generic XML Schema
to OWL together with an XML to RDF conversion [59]. Applied to the MPEG-7
schemas, the resulting ontology covers the whole standard as well as the Classification
Schemes and TV Anytime. The Rhizomik ontology was originally expressed in OWL
Full, since 23 properties must be modeled using an rdf:Property because they
have both a data type and object type range, i.e. the corresponding elements are
both defined as containers of complex types and simple types. An OWL DL version of
the ontology has been produced, solving this problem by creating two different prop-
erties owl:DatatypeProperty and owl:ObjectProperty) for each of them.
This change is also incorporated into the XML2RDF step in order to map the af-
fected input XML elements to the appropriate OWL property (object or datatype)
depending on the kind of content of the input XML element.

The main contribution of this approach is that it benefits from the great amount
of metadata that has been already produced by the XML community. Moreover, it
is implemented in the ReDeFer project’', which allows to automatically map input
XML Schemas to OWL ontologies and, XML data based on them to RDF metadata
following the resulting ontologies. This approach has been used with other large
XML Schemas in the Digital Rights Management domain, such as MPEG-21 and
ODRL [61], or in the E-Business domain [60].

2.2.2.5 COMM Ontology

In 2007, Arndt et al. have proposed COMM, the Core Ontology of MultiMedia for
annotation. Based on early work [190, 84], COMM has been designed manually by re-
engineering completely MPEG-7 according to the intended semantics of the written
standard. The foundational ontology DOLCE serves as the basis of COMM. More
precisely, the Description and Situation (D&S) and Ontology of Information Objects

2http:/ /rhizomik.net /redefer
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(OIO) patterns are extended into various multimedia patterns that formalize the
MPEG-7 concepts. The use of a upper-level ontology provides a domain independent
vocabulary that explicitly includes formal definitions of foundational categories, such
as processes or physical objects, and eases the linkage of domain-specific ontologies
because of the definition of top level concepts.

COMM covers the most important part of MPEG-7 that is commonly used for
describing the structure and the content of multimedia documents.

o Decomposition. COMM provides the equivalence of MPEG-7 decomposition to
segments. MPEG-7 provides set of descriptors for spatial, temporal, spatiotem-
poral and media source decompositions of multimedia content into segments.
A segment in MPEG-7 can refer to a region of an image, a piece of text, a
temporal scene of a video or even to a moving object tracked during a period
of time.

e Annotation. COMM provides equivalent of MPEG-7 descriptors used to an-
notate a segment. These descriptors can be low-level visual features, audio
features or more abstract concepts. They allow the annotation of the content
of multimedia documents or the media asset itself.

The OWL DL version of the core module is just an approximation of the intended
semantics of COMM since the use of OWL 1.1 (e.g. qualified cardinality restrictions
for number restrictions of MPEG-7 low-level descriptors) and even more expressive
logic formalisms are required for capturing its complete semantics 2. Due to the
enormous amount of DL axioms that are present in DOLCE, this ontology is too
complex to be used in less formal and real-life scenarios, including the Web datasets
we want to target.

2.2.2.6 Comparing Multimedia Ontologies

Integration with Domain Semantics. The link between a multimedia ontology
and any domain ontologies is crucial. Hunter’s MPEG-7 and COMM ontologies both
use an upper ontology approach to relate with other ontologies (ABC and DOLCE).
Hunter’s ontology uses either semantic relations from MPEG-7, such as depicts, or
defines external properties that use an MPEG-7 class, such as mpeg7: Multimedia, as
the domain or range. In COMM, the link with existing vocabularies is made within
a specific pattern: the Semantic Annotation Pattern, refining the DOLCE Ontology
of Information Object (OIO) pattern. Consequently, any domain specific ontology
goes under the dolce:Particular or owl:Thing class.

The DS-MIRF ontology integrates domain knowledge by sub-classing one of the
MPEG-7 SemanticBaseType: places, events, agents, etc. Furthermore, it fully cap-

22The reification schema of DOLCE D&S is even not completely expressible in OWL 1.1
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tures the semantics of the various MPEG-7 relationships represented as instances of
the RelationType. According to the standard, the value of these properties must come
from some particular classification schemes: RelationBaseCS, TemporalRelationCS,
SpatialRelationCS, GraphRelationCS and SemanticRelationCS. A typed relationship
ontology extending DS-MIRF has been defined for capturing all these relationships.

Coverage of a Multimedia Ontology. The four multimedia ontologies discussed
here cover partially or totally MPEG-7 (see Table 2.1). They also extend sometimes
the standard. For example, Hunter’s MPEG-7 ontology has been extended for the
description of scientific mixed-media data. Common terms used in signal processing
and image analysis for describing detailed low-level features such as eccentricity,
major axis length, lightest color, etc. are lacking in the MPEG-7 visual descriptors.
These extra visual feature descriptors have been introduced as sub-properties of the
visual descriptor and color properties, using the namespace mpeg7x to keep these
extensions independent of the core MPEG-7 descriptors [78].

The modeling approach of COMM confirms that the ontology offers even more
possibilities for multimedia annotation than MPEG-7 since it is interoperable with
existing Web ontologies. The explicit representation of algorithms in the multimedia
patterns describes the multimedia analysis steps (e.g. manual annotation, output
of an analysis algorithm), something that is not possible in MPEG-7. The need
for providing this kind of annotation is demonstrated in the use cases of the W3C
Multimedia Semantics Incubator Group .

Modeling Decisions and Scalability. An important modeling decision for each
of the four ontologies is how much they are tied to the MPEG-7 XML Schema. These
decisions impact upon the ability of the ontology to support descriptions generated
automatically and directly from MPEG-7 XML output and on the complexity of
the resulting RDF. Therefore the modeling choices also affect the scalability of the
systems using these ontologies and their ability to handle large media data sets and
cope with reasoning over very large quantities of triples.

Both the DS-MIRF and the Rhizomik ontologies are based on a systematic one-to-
one mapping from the MPEG-7 descriptors to equivalent OWL entities. For the DS-
MIRF ontology, the mapping has been carried out manually while for the Rhizomik
ontology, it has been automated using an XSL transformation and it is complemented
with an XML to RDF mapping. This has been a key motivator for the Rhizomik
ontology and the ReDeFer tool where the objective is to provide an intermediate step
before going to a more complete multimedia ontology, such as COMM.

The advantage of the one-to-one mapping is that the transformation of the RDF
descriptions back to MPEG-7 descriptions may be automated later on. In addition,

Zhttp: //www.w3.0rg/2005 /Incubator/mmsem /XGR-interoperability/
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this approach enables the exploitation of legacy data and allows existing tools that
output MPEG-7 descriptions to be integrated into a semantic framework. The main
drawback of this approach is that it does not guarantee that the intended semantics
of MPEG-7 is fully captured and formalized. On the contrary, the syntactic interop-
erability and conceptual ambiguity problems such as the various ways of expressing
a semantic annotation remain.

The COMM ontology avoids doing a one-to-one mapping for solving these ambi-
guities that come from the XML Schemas, while an MPEG-7-to-COMM converter
is still available for re-using legacy metadata. A direct translation from an MPEG-
7 XML description using Hunter’s ontology is possible. However, in practice, the
multimedia semantics captured by the ontology have instead been used to link with
domain semantics. Therefore rather than translating MPEG-7 XML descriptions
into RDF, this ontology has been used to define semantic statements about a media
object and to relate these statements to the domain semantics.

2.2.3 Metadata Models from the Web Community
2.2.3.1 hMedia

hMedia’* is a format aiming to be simple and open for publishing metadata about
Images, Video and Audio. It can be embedded in XML and HTML, XHTML, Atom
or RSS formats. It is closely related to hCard ?° and uses its facilities for describing
information about people, companies, organizations. The basic properties defined in
this format are:

e fn: The name of a media.

contributor: Using text or hCard.

photo: Using the HTML IMG element (optional).

player: Using any appropriate html element such as OBJECT (optional).

enclosure: A URL using the rel-design-pattern.

2.2.3.2 schema.org

Schema.org provides a collection of schemas freely available for marking up data.
Some of them are usable for multimedia data annotation.

e schemas used for describing the encoding metadata of audiovisual data (Me-
diaObject): AudioObject, ImageObject, VideoObject.

24http://microformats.org/wiki/hmedia
ZPhttp://microformats.org/wiki/hcard
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e schemas designed for metadata specific to: Book, Movie, TVSeries, Recipe,
CreativeWork, Painting, Photograph, Sculpture etc.

The example below used the Movie schema:

<div itemscope itemtype="http://schema.org/Movie">
<hl itemprop="name">Pirates of the Carribean: On Stranger Tides (2011)</hl>
<span itemprop="description">Jack Sparrow and Barbossa embark on a quest to
find the elusive fountain of youth, only to discover that Blackbeard and
his daughter are after it too.</span>
Director:
<div itemprop="director" itemscope itemtype="http://schema.org/Person">
<span itemprop="name">Rob Marshall</span>
</div>
Writers:
<div itemprop="author" itemscope itemtype="http://schema.org/Person">
<span itemprop="name">Ted Elliott</span>
</div>
<div itemprop="author" itemscope itemtype="http://schema.org/Person">
<span itemprop="name">Terry Rossio</span>
</div>
</div>

2.2.3.3 MediaRSS

MediaRSS?® is a RSS module developed to supplement the enclosure capabilities of
RSS 2.0. Currently RSS enclosures are used to integrate audio files and images to
RSS. Media RSS is an extension that allows handling other media types and enables
media creator to provide additional metadata with the media.

MediaRSS defines its namespace to be http://search.yahoo.com/mrss/. The pri-

mary elements of MediaRSS are:
e <media:group> sub-element of <item>. Enables grouping of <media:content>>.

e <media:content is a sub-element of either <item>or <media:group>. It

defines the following properties:

— url - specifies the direct URL to the media object.

— fileSize - specifies the number of bytes of the media object.

— type - the standard MIME type.

— medium - specifies the type of media object (image — audio — video —
document — executable).

— isDefault - specifies if this is the default media object that should be used
for the jmedia:group;,.

— expression - specifies if the media object is a sample or the full version of

the object, and if it is a continuous stream (sample — full — nonstop).

26http://www.rssboard.org/media-rss
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— bitrate - specifies the kb/sec rate of media.

— framerate - specifies frames/sec rate of the media object.

— samplingrate - specifies samples/sec (kHz) rate of media object.
— channels - specifies number of audio channels in the media object.
— duration - specifies playing time of the media object plays.

— height - specifies the height of the media object.

— width - specifies the width of the media object.

— lang - specifies the primary language of the media object. Language codes
are derived from RFC 3066, similarly to the xml:lang attribute detailed in
the XML 1.0 Specification (Third Edition).

Some optional elements of MediaRSS are media:rating, media:title, media:description,
media:keywords, media:thumbnails, media:category, media:hash, media:player, me-
dia:credit, etc.

2.2.3.4 YouTube metadata

YouTube?" is an online video streaming service provided by Google. It provides docu-
mentation (YouTube Data API) for programmers who are writing client applications
that interact with YouTube media content. It lists the different types of feeds that a
user can retrieve and provides diagrams that explain how to navigate between them.
It also defines the parameters used in YouTube Data API requests as well as the
JSON tags returned in an API response. The YouTube API supports the following
JSON schemas for the different API requests supported: Captions, ChannelBanners,
Channels, ChannelSections, Comments, CommentThreads, GuideCategories, Lan-
guages, Regions, Playlistltems, Playlists, Search, Subscriptions, Thumbnails, Video-
Categories, Videos and Watermarks.

2.2.4 Metadata Models from News and Photo Industry
2.2.4.1 IPTC

The IPTC (International Press Telecomunications Council) is a consortium of more
than 60 news agencies, news publishers and news industry vendors from all continents
except South America and Oceania. It develops and maintains technical standards
for improved news exchange that are used by the most of major news organizations
in the world.

2Thttps:/ /developers.google.com /youtube/v3/
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The latest specifications are part of the so-called G2 family of standards that are
based on XML but created with the Semantic Web technologies idea’®. The family
of formats consists of:

e NewsML-G2 - standard to exchange news of any kind and media-type (XML).

e EventsML-G2 - standard for conveying event information in a news industry
environment (XML).

e SportsML-G2 - standard for sharing sports data (XML).
Older News Exchange Formats are:

e NewsML 1 - IPTC’s first standard to exchange multimedia news and packages
of them (XML).

e NITF - format to define the content and structure of news articles (XML).
e IIM - first multimedia format of the IPTC (binary data).

e [PTC7901 - first news exchange format of the IPTC which is still widely used

for simple text-only transmissions.

IPTC Photo Metadata Standard The IPTC Photo metadata standards are
described in the CEPIC-IPTC Image Metadata Handbook?’. IPTC provides also a
free Adobe CS Metadata toolkit. IPTC issued the Embedded Metadata Manifesto
(2011) document proposing guiding principles for embedding metadata in image
formats?".

rNews IPTC works recently on the rNews®' format to embed metadata in online
news. rNews is considered by IPTC to be at production level, i.e. the version 1.0
was approved in October 2011. rNews uses RDFa to embed semantic markup into
HTML documents.

2.2.4.2 Metadata Working Group’s Guidelines for Handling Image Meta-
data

The Metadata Working Group®? (MWG) is a consortium of companies in the digital
media industry, focused on preservation and seamless interoperability of digital im-
age metadata and interoperability and availability to all applications, devices, and

services. Technical specifications published by MWG describe ways to effectively

28https://iptc.org/standards/

2http://www.iptc.org/site/Photo_Metadata/

30http: //www.iptc.org/site/Photo_Metadata/Embedded_Metadata_Manifesto_(2011)
3http://dev.iptc.org/rNews

32http: / /www.metadataworkinggroup.com /specs
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Figure 2.7: MWG Guidelines Actor state diagram

store metadata into digital media files. These specifications are freely available to
software developers, manufacturers and service providers, ensuring that their use of
metadata is consistent. It also allows consumers to better describe, organize and find
their media. MWG specifications often rely on existing standards and the current
document is the Guidelines For Handling Image Metadata version 2.0 .

MWG guidelines introduce the notion of different actors that play specific roles in
metadata processing. There are essentially three types of actors: Creator, Changer
and Consumer. The Guidelines For Handling Image Metadata specification also
analyzes existing image metadata formats and their respective relation. They end
up with result depicted on Figure 2.7.

2.2.5 W3C Ontology for Media Resources

The Ontology for Media Resources®*

is a core vocabulary of descriptive properties
for media resources. Its main aim is to bridge the different descriptions of media
resources and provide a coherent set of media metadata properties along with their
mappings to existing metadata standards and formats. The Ontology for Media
Resources provides also implementation compatible with Semantic Web paradigm in
RDF/OWL form. It is a W3C recommendation since February 2012, produced the
Media Annotations Working Group™”.

The Ontology for Media Resources provides mapping tables for metadata from
many other standards such as CableLabs 1.1, DIG35, Dublin Core, EBUcore, EXIF
2.2, ID3, IPTC, LOM 2.1, Media RSS, MPEG-7, OGG, QuickTime, DMS-1, TTML,
TV-Anytime, TXFeed, XMP, YouTube, 3GP, Flash (FLV, F4V), MP4, WebM. The
following subsections provide an overview of the core properties, their descriptions
and their relevance for the LinkedTV project.

2.2.5.1 Identification Properties

As we plan to bring multimedia to the Web ecosystem, our approach will use URI
identifiers to uniquely identify media resources. Properties such as title, language

33http: //www.metadataworkinggroup.com/pdf/mwg_guidance.pdf
3%http:/ /www.w3.org/ TR/mediaont-10/
35http:/ /www.w3.org/2008 /WebVideo/Annotations/
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and locator will also be used. More details about those attributes are displayed on

Table 2.2.

Table 2.2: Ontology for Media Resources - Identification properties

Name

Description

identifier

A URI identifying a media resource, which can be either an abstract concept
(e.g., Hamlet) or a specific object (e.g., an MPEG-4 encoding of the English
version of "Hamlet”). When only legacy identifiers are available, a URI
must be minted, for example using the tag: scheme RFC 4151.

title

A tuple that specifies the title or name given to the resource. The type can
be used to optionally define the category of the title.

language

The language used in the resource. We recommend to use a controlled
vocabulary such as BCP 47. An BCP 47 language identifier can also identify
sign languages e.g. using ISO 639-3 subtags like bfi (British sign language).

locator

The logical address at which the resource can be accessed (e.g. a URL, or

a DVB URI).

http://www.ietf.org/rfc/rfc4151.txt
http://www.rfc-editor.org/rfc/bcp/bcp47.txt

2.2.5.2 Creation Properties

The Ontology for Media Resources contains properties for describing the creator
of the media resource. Those properties together with more advanced provenance
information are needed in today’s ecosystem for keeping track of the data quality

and trustiness.

2.2.5.3 Technical Properties

The Ontology for Media Resources also contains properties for describing the techni-
cal information of the media resource. This helps different devices dealing with the

content to choose the best configuration parameters for an optimal displaying.

2.2.5.4 Content Description Properties

The Ontology for Media Resources contains simple (free text) properties for describ-
ing the content of a media resource. For general properties, such as the description,
they can be used. In order to link to more structured pieces of information in dif-
ferent domains, we will study how to use the Open Annotation Model for attaching

media fragments with instances describing them via more elaborated relations.


http://www.ietf.org/rfc/rfc4151.txt
http://www.rfc-editor.org/rfc/bcp/bcp47.txt
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Table 2.3: Ontology for Media Resources - Creation properties

Name

Description

contributor

A tuple identifying the agent, using either a URI (recommended best prac-
tice) or plain text. The role can be used to optionally define the nature of
the contribution (e.g., actor, cameraman, director, singer, author, artist,
or other role types). An example of such a tuple is: imdb:nm0000318,
director.

creator

A tuple identifying the author of the resource, using either a URI (recom-
mended best practice) or plain text. The role can be used to optionally de-
fine the category of author (e.g., playwright or author). The role is defined
as plain text. An example of such a tuple is: dbpedia:Shakespeare,
playwright.

date

A tuple defining the date and time that the resource was created. The type
can be used to optionally define the category of creation date (e.g., release
date, date recorded, or date edited).

location

A tuple identifying a name or a set of geographic coordinates, in a given
system, that describe where the resource has been created, developed,
recorded, or otherwise authored. The name can be defined using either
a URI (recommended best practice) or plain text.

Table 2.4: Ontology for Media Resources - Technical properties

Name Description

frameSize A tuple defining the frame size of the resource (e.g., width and height of
720 and 480 units, respectively). The units can be optionally specified; if
the units are not specified, then the values MUST be interpreted as pixels.

compression The compression type used. For container files (e.g., QuickTime, AVI),
the compression is not defined by the format, as a container file can have
several tracks that each use different encodings. In such a case, several
compression instances should be used (see RFC 3986 and RFC 4281) for
more details.

format The MIME type of the resource (e.g., wrapper or bucket media types,
container types), ideally including as much information as possible about
the resource such as media type parameters, for example, using the “codecs”
parameter - RFC 4281.

samplingRate | The audio sampling rate. The units are defined to be samples/second.

frameRate The video frame rate. The units are defined to be frames/second.

averageBitRate | The average bit rate. The units are defined to be kbps.

numTracks A tuple defining the number of tracks of a resource, optionally followed by

the type of track (e.g., video, audio, or subtitle).

http://www.ietf.org/rfc/rfc3986.txt
http://www.ietf.org/rfc/rfc4281.txt
http://www.w3.0rg/2003/01/geo/
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Table 2.5: Ontology for Media Resources - Content description properties

Name Description

description Free-form text describing the content of the resource.

keyword A concept, descriptive phrase or keyword that specifies the topic of the
resource, using either a URI (recommended best practice) or plain text.

genre The category of the content of the resource, using either a URI (recom-
mended best practice) or plain text.

rating The rating value (e.g., customer rating, review, audience appreciation),
specified by a tuple defining the rating value, an optional rating person or
organization defined as either a URI (recommended best practice) or as
plain text, and an optional voting range.

2.2.5.5 Relational Properties

Relational properties are intended to convey a semantic relationship between a source
content and other resources that sometimes are derivative. For example, one can ex-
press a semantic relationship between a movie and its trailer. This set of properties
will be useful for typing the relationship between a seed video content and the sug-
gested hyperlinked resources. In order to add provenance information about the
relationship, or specify more details about the type of connection stablished, we will
again study the use of the Open Annotation Model.

Table 2.6: Ontology for Media Resources - Relational properties

Name Description

tionally, specifies the nature of the relationship.

relation A tuple that identifies a resource that the current resource is related with
(using either a URI -recommended best practice- or plain text), and op-

URI, as a best practice.

collection The name of the collection (using either a URI or plain text) from which
the resource originates or to which it belongs. We recommend to use a

2.2.5.6 Fragment Properties

This is one of the features inside The Ontology for Media Resources that brings more
potential to the Web ecosystem. Being able to structure resources as Web addressable
media fragments opens new possibilities for a fine grained description of multimedia
content, providing application tailored anchors where other annotations can be at-
tached to. In order to achieve this, the properties to describe media fragments are

designed to have standard Media Fragments URI’s as domain.
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Table 2.7: Ontology for Media Resources - Fragment properties

Name Description

fragment Materialized as “hasFragment” property, is a tuple containing a fragment

defined by the MediaFragment Working Group.

identifier and optionally, its role. A fragment is a portion of a Resource, as

namedFragment| A tuple containing a named fragment identifier and its label.

iskFragmentOf | The inverse of the “hasFragment”, annotates which media resource a frag-

ment is belonging to.

2.2.5.7 Rights Properties

The Ontology for Media Resources contains simple properties to describe the rights
to attach to a media resource. It consists mainly in a tuple containing the copyright
statement associated with the resource and optionally, the identifier of the copyright
holder. Issues related to Digital Rights Management are out of scope for this speci-

fication, apart from the metadata supported by the copyright and policy attributes.

2.2.5.8 Distribution Properties

The Ontology for Media Resources contains properties to describe the publisher and
the target audience of a media resource. This is however much simpler that what
a standard such as TV Anytime can express. The properties considered are mainly
the publisher of the resource, defined as either a URI or plain text, and the targe-
tAudience for identifying the audience being addressed (demographic class, parental
guidance group, or geographical region) and an optional classification system (e.g., a

parental guidance issuing agency).

2.2.6 Event Metadata Models
2.2.6.1 Event Ontology

The Event Ontology®® is developed by Y.Raimond and S. Abdallah in the Centre
for Digital Music in Queen Mary, University of London. The central concept of this
ontology is the notion of event understood as the way by which cognitive agents
classify arbitrary time/space regions. The Event ontology is inspired by the work of
J. F. Allen and G. Fergusson who claim: “events are primarily linguistic or cognitive
in nature. That is, the world does not really contain events. Rather, events are the
way by which agents classify certain useful and relevant patterns of change.” [2].
The Event ontology defines the classes: Event (see Figure 2.8), Factor, Product,
and the properties Agent, agent_in, factor, factor_of, has Agent, hasFactor, hasLiter-

36http://motools.sourceforge.net /event /event.html
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Figure 2.8: Event Ontology

alFactor, hasProduct, hasSubEvent, isAgentIn, isFactorOf, literal factor, place, pro-
ducedIn, produced_in, product, sub_event, time.

2.2.6.2 LODE Ontology

LODE *7 is a minimal model that encapsulates the most useful properties for de-
scribing events, enabling an interoperable modeling of the “factual” aspects of events,
where these can be characterized in terms of the four Ws: What happened, Where did
it happen, When did it happen, and Who was involved. “Factual” relations within
and among events are intended to represent intersubjective “consensus reality” and
thus are not necessarily associated with a particular perspective or interpretation.
The LODE model thus allows to express characteristics about which a stable con-
sensus has been reached, whether these are considered to be empirically given or
rhetorically produced will depend on one’s epistemological stance.

The LODE ontology contains numerous axioms that establish mappings with other
event vocabularies such as Event, Dolce Ultra Light (DUL), Cyc, ABC, CIDOC-
CRM, SEM. It consists of a single class 1ode:Event and a number of properties
like atPlace,atTime, illustrate, inSpace, etc.

2.2.7 Annotation Models

The Open Annotation specification is being developed by the W3C Open Annotation
Community Group”®. The document aims at developing an open common specifica-
tion for annotating digital resources in the Web, no matter their nature. Therefore
this model is well appropriate for our purposes. The current model is made from

3Thttp://linkedevents.org/ontology/
38http: //www.w3.org/community/openannotation /
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the reconciliation of two recent proposals: the Annotation Ontology®” and the Open
Annotation Model™.

The Open Annotation Community Group has published two drafts:

e Core Open Annotation Specification®!.

e Open Annotation Extension Specification®’.
In the following, we describe how the features of the Open Annotation specification
can be used for annotating multimedia documents in the Web. The general structure

of an annotation in this proposal is depicted in Figure 2.9. In this model, an anno-

annotation

Figure 2.9: Open Annotation Core Model

tation consists of a set of connected resources referenced as body and target. The
particularities of the relationship can be further specified through different properties
in the oa:annotation instance, but a priory it is indicating that the body is saying
something about the target.The core model of Open Annotation consists of one class

and two relations:
e oa:Annotation: The class for making explicit the Annotation.

e oa:hasBody: The relationship between an Annotation and the Body of the

Annotation

e oa:hasTarget: The relationship between an Annotation and the Target of the

Annotation.

3%http://code.google.com /p/annotation-ontology/
“Ohttp: //www.openannotation.org/spec/beta/
“http:/ /www.openannotation.org/spec/core/
“Zhttp:/ /www.openannotation.org/spec/extension /
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The Open Annotation model can include also tracking basic provenance information,

in particular:

e oa:annotator - Relation - Identification of agent (human or software) responsible

for annotation.
e oa:annotated - Property - Time of creation of annotation.

e oa:generator - Relation - Agent (software) responsible of generating serialization

of annotation.

e oa:generated - Property - Time at which the software agent generated the seri-

alization.

e oa:modelVersion - Relationship - The version of model of annotation.

datetlme1 "datetime2"
oa :annotated oa:generated
-L\ oa: annotalor\ o / oa:generator
on X Annol rdft e
4—— oa:modelVersion \7\/ ype ———> Annotailon

oa:hasBody oa:hasTarget

RN

Figure 2.10: Open Annotation Provenance Model

However, as we will see later, provenance information can be further specified by the
W3C Provenance Ontology.

2.2.7.1 Open Annotation Semantic Tags

Tagging a resource, either with a short text string or a with a URI, is a common
use case for Annotation. Tags are typically keywords or labels, and used for organi-
zation, description or discovery of the resource being tagged. In the Semantic Web,
URIs are used instead of strings to avoid the issue of polysemy where one word has
multiple meanings so two different URIs referring to entities with same surface form
are clearly distinguished. In the Open Annotation Core model, the tag is represented
as the Body of the Annotation, and the resource being tagged is the Target. The
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body resource is annotated as oa:Tag class in case the tag is a textual item, and
oa:SemanticTag in case it is a URI with a tagging resource. For more details, check
Figure 2.11.

. o _ oa:
oa:tagging )< oa:motivatedBy rdf:type > Annotation

cnt:Content
. . . dctypes:
oa:Tag AsText oa:hasBody oa:hasTarget ypes

Image
R

rdf:type  rdfitype

rdf:itype

™~

haN

Figure 2.11: Open Annotation Semantic Tagging

cnt:chars

2.2.7.2 Open Annotation Motivation

In most of the cases it is important to understand the reasons why the Annotation
has been created and not just the agents involved. For this reason the latest version
of the Open Annotation Core offers the possibility of materializing such motivations
as SKOS Concepts, so they can be inter-related between communities with more
meaningful distinctions than a simple class/subclass tree. This frees up the use of
subclassing for situations when it is desirable to be more explicit and prescriptive
about the form an Annotation takes. In order to make explicit the motivation of
an annotation, we will attach to it one oa:motivatedBy pointing to an instance of
oa:Motivation, which is a subClass of skos:Concept. A list of high level Motivations
is presented below.

oa:bookmarking, oa:classifying, oa:commenting, oa:describing, oa:editing,
oa:highlighting, oa:identifying, oa:linking, oa:moderating, oa:questioning,

oa:replying, oa:tagging,

As there could be many situations where more exact definitions of Motivation
are required or desirable, it is possible to create a new oa:Motivation resource and
relate it to one or more that already exist. New Motivations must be instances of

oa:Motivation, and it is recommended to assert a skos:broader relationship between
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the new motivation and at least one high level Motivation. Of course other relation-
ships, such as skos:relatedMatch, skos:exactMatch and skos:closeMatch, can be used
to compare it with concepts created by other communities.

2.2.8 Other Common Used Vocabularies

We conclude this overview of metadata models by surveying some of the most com-
mon used vocabularies in the Semantic Web.

2.2.8.1 FOAF Ontology

The Friend of a Friend (FOAF) project started with the aim of creating a Web of
machine-readable pages describing people, the links between them and the things they
do, work on, create and like, with an emphasis on the on-line presence of people **.
The FOAF project is well known in the Linked Data community and since 2004,
more than 1.5 million FOAF documents have been generated.

There is a number of sites that use the FOAF vocabulary as a standard for data
exchange: blogging sites’* or content management systems such as Drupal 8 which
uses FOAF as one of the vocabularies for its RDF-based core’.There are also sev-
eral FOAF extensions that have been applied to this vocabulary with a focus new
requirements discovered on the way 0.

2.2.8.2 PROV-0 Ontology

PROV-0O*" is an ontology (W3C Recommendation since April 2013) that provides a
set of classes, properties, and restrictions allowing users to represent and interchange
provenance information. It also aims at providing a common ground for exchange
of provenance information generated in heterogeneous systems. PROV-O is being
developed by the W3C Provenance Working Group. PROV is actually a family of
specifications consisting of the following documents:

e PROV-OVERVIEW , an overview of the PROV family of documents [PROV-
OVERVIEW];

e PROV-PRIMER , a primer for the PROV data model [PROV-PRIMER];

e PROV-0O the PROV ontology, an OWL2 ontology allowing the mapping of the
PROV data model to RDF (this document);

http:/ /www.foaf-project.org

“http:/ /www.livejournal.com/
“Shttp://drupal.org/node /574624

4Chttp:/ /xmlns.com /foaf/spec/#sec-evolution
“Thttp:/ /www.w3.org/TR/prov-o/
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PROV-DM the PROV data model for provenance [PROV-DM];
PROV-N a notation for provenance aimed at human consumption [PROV-NJ;

PROV-CONSTRAINTS a set of constraints applying to the PROV data model
[PROV-CONSTRAINTS];

PROV-XML an XML schema for the PROV data model [PROV-XMLJ;
PROV-AQ mechanisms for accessing and querying provenance [PROV-AQ)];

PROV-DICTIONARY introduces a specific type of collection, consisting of key-
entity pairs [PROV-DICTIONARY];

PROV-DC provides a mapping between PROV-O and Dublin Core Terms
[PROV-DCJ;

PROV-SEM a declarative specification in terms of first-order logic of the PROV
data model [PROV-SEM];

PROV-LINKS

introduces a mechanism to link across bundles [PROV-LINKS].

The core of the PROV-O model consists of the so called “Starting Point Terms”,
which are :

prov:Entity - physical, digital, conceptual, or other kind of thing with some

fixed aspects; entities may be real or imaginary.

prov:Activity - something that occurs over a period of time and acts upon or
with entities; it may include consuming, processing, transforming, modifying,
relocating, using, or generating entities.

prov:Agent - is something that bears some form of responsibility for an activity
taking place, for the existence of an entity, or for another agent’s activity.

Those classes are related via some well defined properties (such as prov:wasDerivedFrom
or prov:wasAttributedTo) that build at the core of the PROV-O model depicted in
Figure 2.12 PROV-O enables the extension of its core model with more detailed

description of agents, concepts concerning activity and entities.

2.2.8.3 NERD Ontology

The NERD ontology*® is a set of mappings established manually between different

taxonomies of named entity types recognized by numerous Web APIs that perform

“Bhttp://nerd.eurecom.fr/ontology
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Figure 2.12: PROV-O ontology core model

Named Entity extraction. Concepts included in the NERD ontology are collected
from different schema types: ontology (for DBpedia Spotlight, Lupedia, and Ze-
manta), lightweight taxonomy (for AlchemyAPI or Yahoo!) or simple flat type lists
(for Extractiv, OpenCalais, Saplo, and Wikimeta). The selection of these concepts
has been done considering the greatest common denominator among the taxonomies.

The NERD ontology becomes a good reference ontology for comparing the clas-
sification task of NE extractors. We show an example mapping among those ex-
tractors below: the City type is considered as being equivalent to alchemy:City,
dbpedia-owl:City, extractiv:CITY, opencalais:City, evri:City while
being more specific than wikimeta:LOC and zemanta:location.

nerd:City a rdfs:Class ;
rdfs:subClassOf wikimeta:LOC ;
rdfs:subClassOf zemanta:location ;
owl:equivalentClass alchemy:City ;
owl:equivalentClass dbpedia-owl:City ;
owl:equivalentClass evri:City ;
owl:equivalentClass extractiv:CITY ;

owl:equivalentClass opencalais:City .
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2.3 Requirements for Lightweight Web Models for Mul-
timedia Annotation

After having reviewed the numerous multimedia metadata standards, we derive some
general requirements (Section 2.3.1), some functional requirements (Section 2.3.2)
and some other requirements dealing with intellectual property management (Sec-
tion 2.3.3) that we have identified as important for our research. In top of all them
we have always prioritized to keep the model as lightweight as possible and re-using
already existing vocabularies.

2.3.1 General Requirements

In this subsection we list a set of general requirements and good design principles
applicable to other software engineer fields and in particular to all metadata models
that intend to be useful for information transferring, have wide coverage and remain
applicable for a long time.

e Extensibility. Information systems, especially audio-visual and multimedia
ones, evolve over time and keep being extended, connected, linked, combined
or integrated. The lightweight model infrastructure needs to support such sys-
tem evolution and enable implementation of new extensions to information sys-
tems that satisfy new functional requirements as they arise. Therefore a model
infrastructure should be extensible enough to provide tools and development

support for new unforeseen needs.

e Modularity. Some systems may require only certain parts of the entire model.
Making the underlying infrastructure modular allows each information system

to select only the desired modules without unnecessary increase in complexity.

e Reusability. The proposed metadata modeling infrastructure will be used by
several information systems built for different tasks and different users. Some-
times they may even work in different domains. Life of involved systems may
span long periods so the reusability of the developed metadata model is an

important requirement.

e Formal Precision. The great majority of models available aim at establishing
a common foundation for interoperability of many different information systems
developed by authors with different backgrounds and working in different do-
mains. The modeling infrastructure should be formally described to enable a

common understanding and usage of the important concepts.

e Machine Accessible Semantics. With the advent of Semantic Web technolo-

gies, the requirement of machine accessible semantics has gained in popularity
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and importance. Information consumption can no longer be available only to
human but it should be directly accessible by information systems.

e Standardization. The developed model should rely on standards and com-
monly used vocabularies. Standardized solutions allow interoperability with
other systems and future extensibility and reusability, so it is logically con-

nected with those aforementioned requirements.

e Seamlessness. The adopted solution should allow seamless internal and ex-
ternal integration. The metadata modeling infrastructure must be internally
designed to provide seamless and coherent interconnection of its structural com-

ponents.

e Unobtrusiveness. The metadata model should not be undesirably noticeable
or blatant. It should not be sticking out in an unwelcome way. There should be
no obstacles or difficulties preventing a consumers and producers for effectively

using the proposed model.

e Multilingual Support. The adopted solution should not be specific to a single
language but should be applicable to the description of multilingual content.

e Well Documented. The classes and properties should be well documented.
The ontology should be published following the best practices of the semantic
Web community.

2.3.2 Functional Requirements
2.3.2.1 Semantic Web and Linked Data Conformity

The Semantic Web is an extension of the current Web in which information is coming
together with annotations making explicit the well-defined semantics expressed inside
them [13]. The well-defined semantics is based on common knowledge representation
formalisms defined and promoted by the World Wide Web Consortium. The Semantic
Web initiative is based on three fundamental formal languages specifically designed
for data: XML (Extensible Markup Language), a syntax for serializing information,
RDF (Resource Description Framework), a simple data model that consists in rep-
resenting knowledge in the forms of triples and OWL (Web Ontology Language), a
description logic based language for defining schema knowledge.

The other important characteristics are the usage of URI for identifying any re-
sources or entities and the usage of Unicode for encoding text. The Semantic Web
Stack is depicted in the Figure 2.13. The conformity with the Semantic Web initia-
tive is based on general requirements of machine accessible semantics, extensibility,

reusability, standardization and seamlessness.
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Figure 2.13: The Semantic Web Stack

The Linked Data initiative was started by Tim Berners-Lee as an architectural vi-
sion for the Semantic Web. It explores the idea of Semantic Web as putting emphasis
on making links explicit, so that both people and machines can explore a semantically
interconnected Web of data. If the data is linked, then “when you have some of it,
you can find other, related, data”*’. Just like in HTML where there are relationships
and hypertext links between documents, the Linked Data initiative wants to encour-
age a similar approach in the case of general data content, represented in RDF. The

key requirements for Linked Data are quite simple:
e Use URIs as names for things.
e Use HTTP URISs so people can look up those names.

e When someone looks up a URI, provide useful information, using standards
(RDF, SPARQL).

e Include links to other URIs, so that they can discover more things.

Guidance provided by these general principles was later extended by technical doc-
uments’ and papers [16, 15] by Bizer and Sauermann [161] among others. Linked
Data can be crawled with appropriate browsers by following RDF links. A search
engine can also search these information sources similarly to conventional Web sites.
However, unlike HTML, which only provides a generic linking capability, links in
Linked Data environment can have different types: we can e.g. specify that one

“http://www.w3.org/Designlssues/LinkedData.html
SOhttp: / /www4.wiwiss.fu-berlin.de/bizer/pub/LinkedDataTutorial /


http://www.w3.org/DesignIssues/LinkedData.html
http://www4.wiwiss.fu-berlin.de/bizer/pub/LinkedDataTutorial/
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person is an author of a paper, or that this person knows another one. General
requirements of extensibility, reusability, standardization, seamlessness and unobtru-
siveness imply also to conform with Linked Data principles.

2.3.2.2 Requirement for Media Broadcasting

Our metadata model has to be able to provide tools for precise broadcaster and media
identification. This includes:

e Broadcaster identification: company or institution providing the content
e Broadcast service: individual service (e.g. logical channel)
e Medium / Channel: physical channel providing broadcast service

The BBC Programme ontology reviewed in the Section 2.2.1 fulfills this requirement
by offering the adequate classes to represent such scenario.

2.3.2.3 Requirement for Structured Modeling of Broadcast Content

The proposed metadata model should allow to distinguish the different structural
components of broadcasted programmes. Important concepts with respect to the
structure of content like: Brand (e.g. Red Dwarf), Series (e.g. Season 3) and Episode
(e.g. Episode 15) need to be taken into account. Then, more complex relationships
can be stablished between these agents: episodes can have several versions, and one
version can be broadcasted several times. Again, the BBC Programme ontology
reviewed in the Section 2.2.1 fulfills this requirement.

2.3.2.4 Requirement for Media Resource and Fragments Modeling

The metadata model should contain properties for describing the multimedia docu-
ments as media resources in the Web. This includes the unique identification of the
resource (preferably with a URI) and general properties such as the Title, Descrip-
tion, Creator, Date of creation, Language, Genre and Publisher. Finally, the model
should enable to describe the content of the media resource at a lower level of gran-
ularity, in order to address particular fragments inside the media documents. The
W3C Ontology for Media Resources reviewed in the Section 2.2.5, together with the
Media Fragment URI’s specification, fulfill completely this requirement. The media
fragments instantiated using this ontology can be further specified by semantic typ-
ing using other taxonomies and class hierarchies depending on the specific scenario

requirements.
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2.3.2.5 Requirement for Annotation and Tagging Support

The metadata model should support advanced annotation of multimedia resources
and fragments, explicitly materializing those annotations into instances where other
information can be attached to, like provenance data or multiple semantic tagging.

In particular, the main requirements for a flexible media annotation are:

e Support for Annotations of various types, leaving opened the possibility of using
external vocabularies to further refine them

e Support for semantic tagging, not only over the content but also over the an-

notations themselves
e Tracking of annotator
e Tracking of annotation software
e Tracking of annotation date and time

The Open Annotation model reviewed in the Section 2.2.7 fulfills those requirement

while keeping in mind the general prerequisites explained in Section 2.3.1.

2.3.2.6 Requirement for Representing Multimedia Analysis Results

The model to be designed has to deal with numerous multimedia analysis processes
performed by pure video and audio processing algorithms such as shot or scene seg-
mentation, concept detection, face detection and identification, automatic speech
recognition, etc. In the context of the Linked TV project, those results will be avail-
able in different formats that need to be incorporated to the semantic model, which
should be able to represent this information. Candidate vocabularies are the Large
Scale Concept Ontology for Multimedia (LSCOM °! and their semantic alterna-
tives °2) for representing concepts detected in video frames. Other fragment oriented
concepts such as shots or scenes have already been addressed via the W3C Ontology

for Media Resources in previous requirements.

2.3.2.7 Requirement for Provenance Tracking

Managing provenance information is vital to ensure quality and reliability in data.
The model proposed needs to provide means to describe how certain agents realized
some activities concerning some data object at a particular date or time. The main
of provenance tracking requirements are therefore the following:

5http:/ /www.lscom.org/
Zhttp:/ /vocab.linkeddata.es/Iscom/
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e agent: human, software or other agent actively causing changes or transforma-
tions

e activity: description of activity, change or transformation that takes place
e object: entity that is changed, transformed or is object of activity
e datetime: time when activity takes place

The PROV-0O model reviewed in the Section 2.2.8.2 fulfills this requirement.

2.3.2.8 Requirement for Entity Information Modeling

The model must be able to accommodate different entities that describe what is
being identified on the media document. For example, persons detected in the video,
such as politicians, athletes, artists... or places where the action is happening, or
organizations involved in the plot of the facts being told. Our model should therefore
use other standard and well-known vocabularies able to deal with such entities. The
NERD ontology reviewed in Section 2.2.8, offering a top level classification of such
entities harmonized among many different entity vocabularies, together with others
like FOAF for persons or DBpedia ontology should be considered.

2.3.3 Intellectual Property Requirements

IP requirements have a huge importance in today’s data ecosystem because they
address critical legal and ethical issues related with the media being broadcasted.
Even they will not target them as primary objective in this thesis because they
require a deeper analysis in available legislation, we would like to emphasis their
necessity and enumerate the most important ones:

e Support for rights management: type of copyrights, licensing terms, identifica-
tion of copyright holder...

e Including certified provenance information: extra level of assessment on the
source from which the original media was obtained and possible compliance

checking with respect to licensing terms

e Dealing with personal information: preferences and user behavior collected
during the interaction with the data should be managed carefully in order to

maintain privacy and avoid unauthorized usage.
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2.4 Specification of the LinkedTV Ontology

After having surveyed the numerous multimedia metadata models proposed by var-
ious communities and industries in Chapter 2.2 and derive a set of requirements
for the model in the Chapter 2.3, we present in this chapter our proposed ontol-
ogy. This ontology makes use of several widely used vocabularies, defining new items
(classes and properties) only when necessary for ensuring reusability. This ontology
has been developed under the scope of the Linked TV project °*, hence its name. The
LinkedTV ontology is available at http://data.linkedtv.eu/ontologies/core/.

We first describe this model in the Section 2.4.1. Then, we describe two Linked TV
scenarios in order to illustrate how the different legacy metadata, automatic analysis
results and semantic annotations are converted into RDF using this model (Sec-
tion 2.4.2 and Section 2.4.3).

2.4.1 Description of the LinkedTV Ontology

The following vocabularies have been selected as a basis for the Linked TV ontology:

e BBC Program ontology for representing broadcast related metadata: series,
episodes, brands, categories, subtitles, physical channel, audio format, video

compression, etc.

e Ontology for Media Resources for representing general properties about the
content itself such as the title, description, format, license, etc. Also, it con-
tains the classes for representing media items and fragments of media items

(ma:MediaResource and ma:MediaFragment).
e Ninsuna ontology for explicitly describing the media fragments boundaries.

e Open Annotation ontology for linking the analysis results (spatiotemporal seg-
ments, scene segmentation, shot segmentation, ASR, etc.) with media frag-
ments. It could also be used for representing additional information such as
ratings or user preferences. Finally, it offers support for representing annota-
tions of various types and simple tagging.

e NERD ontology for representing the general types of the named entities recog-
nized by a Named Entity extractor.

e LSCOM ontology for representing the visual concepts detected by multimedia
analysis processes.

e FOAF ontology for representing the people recognized in video frames.

S3http://www.linkedtv.eu/
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e PROV-O ontology for representing provenance information.
e LODE Ontology for representing events.

e DBpedia ontology: http://dbpedia.org/ontology/

e WordNet 3.0: http://semanticweb.cs.vu.nl/lod/wn30/

These ontologies have been considered together to generate the Linked TV data model.
Some of them are already importing others internally, like for example, the BBC
Programmes ontology uses FOAF for the descriptions of actors and makes use of the
Event ontology for modeling a broadcast as an event, or the PROV-0O ontology is used
by the Core Annotation ontology to describe who has created an annotation and when
this annotation has been generated. On top of those imported classes and properties,
we have created some missing ones in order to give support to the different media
consumption needs considered during the work done during this thesis, like Scene,
Chapters, or Shots. We have also proposed a methodology in order to conveniently
represent the content metadata using the available classes and properties.

In the following sections and in order to display the possibilities of this data model,
we will illustrate how the data available for the different Linked TV scenarios can be

represented using this ontology. This includes:

e Legacy Data offered by the content providers. The seed video content offered by
broadcasters comes together with some basic information like title, description

and air times.

e Multimedia Analysis Data. The results from applying different visual and audio
analysis techniques over the multimedia content have to be incorporated into
the RDF graph.

e Semantic Annotations. After performing Named Entity Recognition (see Sec-
tion 3.2.1.7) on texts associated with the seed video content (generally the
program subtitles), we obtain entities that are attached to the data graph.

When converting metadata in RDF, we need generate new identifiers for the first
class objects of the model. According to the Linked Data principles, those identifiers
must be dereferencable URIs. We follow the best practices of the Linked Data com-
munity, by minting new URIs when necessary in the http://data.linkedtv.eu domain.
The first class objects in LinkedTV are addressable using the following scheme:

e http://data.linkedtv.eu/episode/UUID for the resources of type po:Episode
e http://data.linkedtv.eu/brand/UUID for the resources of type po:Brand

e http://data.linkedtv.eu/broadcast/UUID for the resources of type po:Broadcast


http://dbpedia.org/ontology/
http://semanticweb.cs.vu.nl/lod/wn30/
http://data.linkedtv.eu
http://data.linkedtv.eu/episode/UUID
http://data.linkedtv.eu/brand/UUID
http://data.linkedtv.eu/broadcast/UUID
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Figure 2.14: General Linked TV metadata model

or nerd:Concept

http://data.linkedtv.eu/version/UUID for the resources of type po:Version
http://data.linkedtv.eu/media/UUID for the resources of type ma :MediaFragment
http://data.linkedtv.eu/annotation/UUID for the resources of type oa:Annotation
http://data.linkedtv.eu/organization/UUID for the resources of type foaf:Organization
http://data.linkedtv.eu/shot/UUID for the resources of type linked: Shot
http://data.linkedtv.eu/person/UUID for the resources of type foaf:Person

http://data.linkedtv.eu/entity/UUID for the resources of type 1inkedtv:Concept

http://data.linkedtv.eu/asr/UUID for the resources of type 1inkedtv:ASR

Below we will illustrate through two different scenarios the adequacy of this model

to accommodate different multimedia annotations in a Linked Data compliant way,

that brings multimedia content to the Web at different levels of granularities and

according to open and widely used domain vocabularies.

There will remain one

feature to be shown: the ability of representing also related content obtained via

discovery and enrichment processes over the resulting annotation graph. However,

those functionalities will be explained in a separate Section 4.2.5 and generated via

a different Web service described in Section 4.2.3.


http://data.linkedtv.eu/version/UUID
http://data.linkedtv.eu/media/UUID
http://data.linkedtv.eu/annotation/UUID
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http://data.linkedtv.eu/shot/UUID
http://data.linkedtv.eu/person/UUID
http://data.linkedtv.eu/entity/UUID
http://data.linkedtv.eu/asr/UUID
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It is necessary to clarify that for the sake of simplicity, in the examples shown
in next subsections we manually generate human friendly identifiers for all primary
objects displayed. However, when those instances are generated by an automatic
converter like the ones in Section 2.4.4, those identifiers will be replaced by machine
readable UUID’s.

2.4.2 Scenario 1: Cultural Heritage

In this example we analyze the video of the dutch TV program Tussen Kunst &
Kitsch (Antiques Roadshow) which is offered by the public broadcaster AVRO °*. In
particular we have chosen an episode of the show from 8 December 2010 °°.

The Cultural Heritage scenario, proposed under the scope of the LinkedTV,
project has been described in [97] and [96]. The general aim of this scenario is to study
how the viewers of the Antiques Roadshow can have their information needs satis-
fied when consuming such a complex content, with so frequent mentions to historical
and cultural facts. Via different non-intrusive but also more interaction demanding
prototypes, it is possible to provide the user with data from external sources, such

as Europeana®®, museum collections, and different encyclopedic datasets.
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Figure 2.15: Ground truth metadata of automatic multimedia analysis

The legacy metadata for this program comes in the form of a spreadsheet. The
automatic multimedia analysis results have been serialized in an EXMaRALDA®"
file. Finally, a In the following RDF excerpts, we show how both type of metadata
is converted in RDF using the LinkedTV ontology. The general overview of the
resulting conversion is depicted in the Figure 2.16.

5thttp://web.avrotros.nl /tussenkunstenkitsch /

Shttp:/ /web.avrotros.nl/tussenkunstenkitsch /player /8237850,
56http:/ /www.europeana.eu/portal /
5Thttp://www.exmaralda.org/en /tool /exmaralda/


http://web.avrotros.nl/tussenkunstenkitsch/
http://web.avrotros.nl/tussenkunstenkitsch/player/8237850/
http://www.europeana.eu/portal/
http://www.exmaralda.org/en/tool/exmaralda/

57

2.4. Specification of the LinkedTV Ontology

uoneziuebig:jeo)

WOD3HNZ uneperdpy

EIPSNIULG:PISU

uoSIag:pIou

<funured;fiuame mpaxuilewepy-dpu>

— R affed 20| G-
B o e NEOd dEEr pNIEOL - | |  B6KG8IE-WSNANIPMERD | |
DR EIpaTaR 23e|d:prou : £ ., sspusbieo) - Auoyuoe spibinmnordpy | :
EIpUI/SBRGUS, JUIElep/rdny | | [TLETEWHTTT

<yeiod deeryfguama ApayuIerenyy di sﬁn

LE6 L6-+E 21182502 02 IWpaleiauansemawudo -
1PEpUY: Awdo ‘uoijelouuy:e0

hY '

290 SUSHUCI AP -
Agpaeisuansemawdo -
Apogseyeo g
19bie1seyEO @

GB°D SDUBIYUOTAPBHUY -
Agpamisusnsem mudo -
Apogseyeo o
1efirisey R0 81

166 L6721 1B2-50-21L0¢ Ivpateiauansemmudo -
P 1PEjUY:-Awudo ‘Uoijejouly:EC

~

1oeppy-Awdo ‘uohEjouUY:eD

060 SoUadYUOCXApayuY -
Agpajesouansemaudo - |
Apoaseyeo o :
1ebirel seyeo
166" L6 VE 21182502102 WDoRIBueDsem Mudo -

¥EI0d deery ejepdy

E_uwumo

N

OHIN WOOIHNT L0Z OUuyy “Alp2yuIleren//duy

002" ouuyy - apayuIrelepy-dRy

QHIN WOO3HNT 661 Ouuyy Mpayul ewepyday

L1 1EFE50161-L0-2 10Z Ivpaleispiansemawdo -
joepy:-Awdo ‘uoijelouuyjec

/..Eommm:”mc .j

Agpelelsusnsemado -
1| SEUED -

Q_W.au&oomm:m

¢ | reew jusjuaid asepu)
: ‘0 11z usalapal

¢ | 1eq ulz ynipab uabup
. | 1ep puamsab oz ulz in

* fgr

HSV-Apayul|

I2qerSiM -

29°0 S0USIYU0DAPIYUI] )7/

1ebelseyeo 81—
® fpogseyeo - | :
cawdo = |

7 uopubioosyanes " WOO3H jm_lmmmwln::s...&Uwu_:__.ﬂwu‘hasz

y

66 16E 21 182-G0-2 102 Ivpeesuansemawdo - | ¢
Ppepuy:Aawdo ‘uoiEjouUY-EC :
\OIm_ZI—.‘OﬁmEDm_Immvlm:_._S...sﬁmx:_,.EmQHnE._

L07ISE” " UIrelepy dpy

uonezjuebio:jeo}

U= unrerepy-day

Peidoouan

b

wawbeije|psiy-ew

owewbegsrew -

sonogseyew -
juowbel "_NKEEE

L0ELEC BE VB Fnﬁm%am_}{_ﬁ:ﬁx urerep;yday

! evm.omn.cw—.om_u._i}...zuﬁ:..mﬁs....%:

sa0eq

m_._mﬁ_m

Bdw 691 Vd DIJW 0090582 000G+ 23080000HAY LSNNY NISSNL
IASIN/AP 1epuca diyydy

b
/_E

22InosoyeIpa:EwW

o] [ooe]
._.|o Eo;.mmv_mﬂ_”m:_ .
P JEw

——@ Jouawhergsiew -

EDOfBW = |

30B0000HAY LSNNY NISSNL apayuireren;day

oepy-awdo ‘uoijejoULY:-EO
1d20Ues HIHID ™ 002 ouUYY ~MpaYuIrelep/-dny

: syowesmo g —3| WPV Uv-mo-epedaa @% syawesmo ]
: o i -
: | 1dsouen:mpayul b wdoouon:apayul|
: Apanoy™ ™1 = : h/ K
: ] 180 B0USDUOD:AIPBNUIL _ wedagopns
uy Bulwiopad:Woos 19b1e sey RO JOJRUSLLILIOT NOOST
Apogseyeo -
Agr audo )
818’ LEPEGOLEI-L0-2102 IVPeeIsusnsemado - / uoneziueBig:jeo}

HAHIO/ ulrerepyz.day

3| ICIEJUBILIOY IMO-BIpadE0 m_%

wawbeljelpapy-ew

Joswbelysrew -

¥E 1S0E € PEOZ—HEI0B0000HAY APyl eepyduy

T

-

4970 BOUSILUCI-NPSNRUY =
f/‘«wmﬁ 2| SEI B0
Apogseyeo «
Agpapeisuspsemaudo &
818 HE-PE-S0L61-L0-€108 WPapRIsuagsemaudo -
1PepUY-Aldo ‘uollejouuy:eo
1de0unT HIM3D 661 Ouuyy “ADayuIerEny diy

1oys:-Apayul|

| eBlmssIoYS Mpayul

uoneziueBin:3e0)

ausog:Ampayul|
66 UIS/AUSIG AU
h

Y
®fpogseyeo - |
b seyeo - |

AgpejElsuansemmudo = !
864 ¥E-02-8 1 160-F0 2(02 WpPIIRISUansesawdo - |
Ppepuy:-sdido ‘uonejouuy:eo '

[Us0g |

(0766 1 ouuyy Mpeyuleepyday

864 VE QL 902 1 02 IYPIRIBUaDSEM MUdD -
1oepUy-Awdo ‘uoielouuy:eo

HLHIOr urepepyday

/

10US HIH3T BRA 661 U/ NpaNuIrelep/dRy |

Figure 2.16: Instances involved in the Sound & Vision scenario



58 Chapter 2. An Ontology Model for Multimedia on the Web

2.4.2.1 Legacy Metadata

In first place, an instance of the class po:Episode is created. This instance stores
the title, the synopsis, the related subjects, and other basic attributes for the current
material.

<http://data.linkedtv.eu/episode/TUSSEN_KUNST_AVR000080E2_115000_2850600>

a po:Episode ;

dc:title "Najaar"

po:id "AVRO0O0080E2_115000_2850600" ;

po:microsites <http://cultuurgids.avro.nl/front/indextkk.html> ;

po:short_synopsis "De nieuwe opnamedata en locaties van Tussen Kunst & Kitsch
zijn weer bekend. Of je spulletijes nu waardevol zijn of niet, Jje mag drie
voorwerpen meenemen naar de" ;

po:subject "Tussen Kunst & Kitsch" , "Nelleke van der Krogt" , "Programma" ;

po:version <http://data.linkedtv.eu/version/1_AVR000080E2_115000_2850600>

At the same time, one instance of the class po:Brand stores information about
the brand this episode belongs to.

<http://data.linkedtv.eu/brand/AVRO>
a po:Brand ;
dc:title "Algemene Vereniging Radio Omroep"
po:episode <http://data.linkedtv.eu/episode/
TUSSEN_KUNST_AVR000080E2_115000_2850600> ;
po:microsites <http://avro.nl/>

One instance of the class po:Broadcast establishes the relationship between a
particular version of a program and the po:Service instance where this version is

broadcasted on.

<http://data.linkedtv.eu/broadcast/1_7ffdb885-fcf4-44cd-80a7-7c137c8d457a>
a po:Broadcast ;
po:broadcast_of <http://data.linkedtv.eu/version/1_AVR000080E2_115000_2850600> ;
po:broadcast_on <ftp://ftp.condat.de/NISV/>

An instance of the class po:Version represents the appearance of a program at a

particular date and hour and in a particular format.

<http://data.linkedtv.eu/version/1_AVR000080E2_115000_2850600>
a po:Version ;
po:aspect_ratio "urn:ard:tva:metadata:cs:ARDFormatCS:2008:90.3"
po:time [ a event:Interval ;
event:end "2010-12-08T20:35:23"" "xsd:dateTime ;
event:start "2010-12-08T21:20:48"" "xsd:dateTime ];
linkedtv:hasMediaResource <http://data.linkedtv.eu/media/

TUSSEN_KUNST_AVR000080E2>

2.4.2.2 Multimedia Analysis Metadata

This video program has been completely processed by the LinkedTV multimedia
analysis tool chain, yielding numerous metadata results serialized in the EXMaR-
ALDA file. In the following, we show how each layer composing the EXMaRALDA
file are converted in RDF using the LinkedTV ontology.



2.4. Specification of the LinkedTV Ontology 59

First, we create an instance of the class ma:MediaResource that represents
the particular media item and links it with its physical location in the LinkedTV
platform.

<http://data.linkedtv.eu/media/TUSSEN_KUNST_AVR0O00080E2>
a ma:MediaResource ;
ma:locator <ftp://ftp.condat.de/NISV/
TUSSEN_KUNST_AVR000080E2_115000_2850600_MPEG_PAL_169_ .mpg>

Instances of the class ma : MediaFragment represent the different spatio-temporal
fragments that belong to a particular media resource. These media fragments could
be related to other media fragments in a containment relationship (e.g. a scene
contains shots). Keywords are also stored when the analyzed media fragment corre-
sponds to a shot. The media fragments boundaries are explicitly serialized using the
Ninsuna ontology.

<http://data.linkedtv.eu/media/TUSSEN_KUNST_AVRO00080E2#t=2034.12,2051.34>
a ma:MediaFragment, nsa:TemporalFragment ;
ma:hasKeyword
[ a linkedtv:keyword ;
rdf:label "Expert"
]:
[ a linkedtv:keyword ;
rdf:label "Object"
17
ma:isFragmentOf <http://data.linkedtv.eu/media/TUSSEN_KUNST_AVRO00080E2> ;
nsa:temporalStart 2034 “xsd:int;
nsa:temporalEnd 2051" "xsd:int.

Instances of the class oa:Annotation attach the analysis results obtained from
the different automatic processing tools. In this example, we can see an annotation
that corresponds to a shot detected by the visual analysis algorithms in the media.
The body of the annotation is an instance of a 1inkedtv:Shot, and the target
is the media fragment this shot is related to. Provenance information is also in-
cluded in this class through the use of the properties opmv:wasGeneratedAt and
opmv:wasGeneratedBy.

<http://data.linkedtv.eu/annotation/Anno_199_CERTH_Shot>
a oa:Annotation , opmv:Artifact ;
opmv:wasGeneratedAt "2012-06-29T18:19:34.798Z"" "xsd:dateTime ;
opmv:wasGeneratedBy
[ a opmv:Process ;
opmv:wasPerformedBy <http://data.linkedtv.eu/organization/CERTH>
1;
oa:hasTarget <http://data.linkedtv.eu/media/TUSSEN_KUNST_AVRO00080E2#t
=2034.12,2051.34> ;
oa:hasBody <http://data.linkedtv.eu/shot/sht53>

The instance of the class 1inkedtv:Shot that is being referred in the previous
annotation is explicitly typed as follows.

<http://data.linkedtv.eu/shot/sht53>
a linkedtv:Shot
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Shots are not the only temporal units that the video content can be divided into.
For example, instances of the class ca:Annotation can relate a particular media
fragments with instances of the class 1inkedtv:Scene recognized by specialized
visual techniques.

<http://data.linkedtv.eu/scene/scnl99>

a linkedtv:Scene

Instances of the class ca:Annotation can also help to associate LSCOM con-
cepts detected on the media with the temporal fragment where the concept is being
depicted on, including a level of confidence serialized using the 1inkedtv:confidence
property.

<http://data.linkedtv.eu/annotation/Anno_199_CERTH_Concept>
a oa:Annotation , opmv:Artifact ;
opmv:wasGeneratedAt "2012-06-29T18:19:35.153Z"" "xsd:dateTime ;
opmv:wasGeneratedBy
[ a opmv:Process ;
opmv:wasPerformedBy <http://data.linkedtv.eu/organization/CERTH>
1;
linkedtv:confidence "0.67"" "xsd:float ;
oa:hasTarget <http://data.linkedtv.eu/media/TUSSEN_KUNST_AVRO00080E24#t
=2034.12,2051.34> ;
oa:hasBody <lscom:Commentator_Studio_Expert>

The instance 1scom: Commentator_Studio_Expert that is being linked through
the previous oa:annotation instance is also annotated as a linkedtv:Concept
class.

<lscom:Commentator_Studio_Expert>

a linkedtv:Concept

Instances of the class oa:Annotation also relate particular media fragments
with a face recognition results performed by EURECOM.

<http://data.linkedtv.eu/annotation/Anno_199_EURECOM_FaceRecognition>

a oa:Annotation , opmv:Artifact ;
opmv:wasGeneratedAt "2012-06-29T18:19:35.153Z2"" "xsd:dateTime ; opmv:
wasGeneratedBy

[ a opmv:Process ;
opmv:wasPerformedBy <http://data.linkedtv.eu/organization/EURECOM>
1i
oa:hasTarget <http://data.linkedtv.eu/media/TUSSEN_KUNST_AVRO00080E2#t=2045&xywh
=144,112,300,250> ;
oa:hasBody <http://data.linkedtv.eu/person/5f1c5480-bdac-4c7a-881b-4e28476fd2f12
>

The instance of the class foaf:Person that is being referred in the previous
annotation is also an instance of a 1inkedtv:Person that contains other attributes

offering more information about the detected persona.

<http://data.linkedtv.eu/person/5f1c5480-bdac-4c7a-881b-4e28476fd2f12>
a foaf:Person ;
foaf:gender "m"
foaf:nick "Jaap Polak"
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foaf:page <http://cultuurgids.avro.nl/front/detailtkk.html?item=8185498>
<http://cultuurgids.avro.nl/front/detailtkk.html?item=8185498>
a foaf:Document

2.4.2.3 Semantic Annotations

Instances of the class oa:Annotation may also relate a particular media fragments
with entities recognized in them. In this case, there are two target being annotated:
the text block inside the subtitles where the entity has been spotted, and the cor-
responding temporal window when this subtitle block appears, as it is shown in the

following RDF except under property oa:hasTarget.

<http://data.linkedtv.eu/annotation/c3a06786-6b69-4bd2-9a03-43cd663dbb7£>

a prov:Entity , oa:Annotation ;

oa:hasBody <http://data.linkedtv.eu/entity/5f1c5480-bdac-4c7a
-881b-4e2095£fd2f60> ;

oa:hasTarget <http://data.linkedtv.eu/text/99335254-de81-42ec-806

b-8b36f1lb6d3c6#offset_2266_2270_Amsterdam> , <http://data.linkedtv.eu/
media/2431e124-798a-11e5-b024-005056a40191#t=279.041,282.077> ;
prov:startedAtTime "2015-11-11T08:10:28.037Z2"" "xsd:dateTime ;
prov:wasAttributedTo <http://data.linkedtv.eu/organization/NERD> ;
prov:wasDerivedFrom <http://data.linkedtv.eu/text/99335254-de81-42ec-806
b-8b36£f1b6d3c6>

The textual resource containing the surface form of the entity is serialized as a
string offset (str:0ffsetBasedString) according to the NIF 2.0 Core Ontol-
ogy °%, specifying the char position inside the text where that textual fragment is
appearing. At the same time, this surface form is part of a bigger textual unit, the
subtitle block that is also represented in the RDF graph via the class str:String.

<http://data.linkedtv.eu/text/99335254-de81-42ec-806b-8b36f1b6d3c6#
offset_2266_2270_Amsterdam>

a str:0ffsetBasedString ;

str:beginIndex "2266"""xsd:long ;

str:endIndex "2270" " "xsd:long ;

str:subString <http://data.linkedtv.eu/text/99335254-de81-42ec-806b-8
b36£f1b6d3c6>

<http://data.linkedtv.eu/text/99335254-de81-42ec-806b-8b36f1b6d3c6>
a prov:Entity , str:String ;
str:label " Deze kocht ik op de veiling in Amsterdam. 15 jaar geleden.

xsd:string

Finally, the instance of the class 1inkedtv:Entity that is being attached to
the previous annotation has been typed as a nerd:Location, and disambiguated
with a DBpedia resource (http://dbpedia.org/resource/Amsterdam).

<http://data.linkedtv.eu/entity/5f1c5480-bdac-4c7a-881b-4e2095£fd2£f60>
a nerd:Location , linkedtv:Entity ;
rdfs:label "Amsterdam" ;
linkedtv:hasConfidence "0.0637705"" "xsd:float ;

8http://persistence.uni-leipzig.org/nlp2rdf/ontologies/nif-core /nif-core. html#
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linkedtv:hasRelevance "0.0730215"" "xsd:float ;

dc:identifier "16564084" ;

dc:source "nerdml" ;

owl:sameAs <http://dbpedia.org/resource/Amsterdam> .

2.4.3 Scenario 2: News Items

RBB is the public broadcaster for the area of Berlin and Brandenburg in Germany.
The idea behind the LinkedTV RBB’s scenario is to enrich the local news program
according to the needs and interests of the viewers. In some cases this requires to just
highlight the important entities on daily news shows, in other cases the viewer may
prefer to dig deeper into agents playing a role in the news stories, because there are
missing details that need to be clarified, or he/she would like to be better informed
about some specific aspects of the facts being depicted.

In order to illustrate this use case we have chosen as seed video content a number
of episodes of its daily local news program “RBB Aktuell”. This show is broad-
casted four times a day, but we will focus on the night air (at 21:45). On the one
hand, RBB provides legacy data in the form of TV-Anytime files. As in previous use
case, LinkedTV has processed RBB videos in order to generate EXMaRALDA files
containing visual analysis results. In particular the RDF excerpts used in this sec-
tion correspond to the legacy information of the episode “Erlebe Deine Stadt” from
the show “RBB Aktuell” broadcasted on 15 November 2011, 21:45h . The general
overview of the resulting conversion is depicted in the Figure 2.17.
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2.4.3.1 Legacy Metadata

The legacy files from RBB are expressed in a TV-Anytime format, which is converted
to RDF according to the BBC Program Ontology. The instances created are described

in more detail below.

There will be an instance of the class po:Episode that stores the title, the

synopsis, the related subjects, and other basic attributes for the current material.
Also, this individual has references to the different versions of the episode through

the use of the po:version property.

<http://data.linkedtv.eu/episode/Erlebe_7ffdb885-fcfd4-44cd-80a7-7c137c8d457a>
a po:Episode ;

dc:
po:
po:

title "Hotel-Aktion \"Erlebe Deine Stadt\""

id "crid://rbb-online.de/rbbaktuell/7ffdb885-fcf4d-44cd-80a7-7c1l37c8d457a" ;

long_synopsis "Zu Jahresbeginn machen viele Hotels ein Berlin-Wochenende aus
Touristensicht mglich: F?r 99 Euro knnen Berliner zu zweit in einem
ausgewhlten Haus ?bernachten. Studiogast: Burkhard Kieker, visitBerlin. (
Beitrag von Arndt Breitfeld)" ;

:masterbrand "Rundfunk Berlin Brandenburg"
:microsites <crid://ard.de/bewertbar> , <crid://rbb-online.de/rbbaktuell/0

a566f0d- 27f4-9648-adf5-03al0cabf365a> ;

:short_synopsis "Zu Jahresbeginn machen viele Hotels ein Berlin-Wochenende aus

Touristensicht mglich: F?r 99 Euro knnen Berliner zu zweit in einem
ausgewhlten Haus ?bernachten. Studiogast: Burkhard Kieker, visitBerlin. (
Beitrag von Arndt Breitfeld)" ;

:subject "Information" , "Politik" , "Kulturtipps" , "rbb AKTUELL" , "Neue
Bundeslnder" , "Rundfunk Berlin-Brandenburg" , "Brandenburg" , "rbb online"
, "rbb" , "Regionales" , "rbb Fernsehen" , "Berlin" , "TV" , "Nachrichten"

’

:version <http://data.linkedtv.eu/version/2_7ffdb885-fcf4-44cd-80a7-7

cl137c8d457a> , <http://data.linkedtv.eu/version/1l_7ffdb885-fcf4-44cd-80a7-7
cl37c8d457a> , <http://data.linkedtv.eu/version/0_7ffdb885-fcf4-44cd-80a7-7
cl37c8d457a>

An instance of the class po:Brand that stores information about the brand this
episode belongs to, in this case “rbb AKTUELL”.

<http://data.linkedtv.eu/brand/rbb_AKTUELL_0a566£f0d-27£f4-9648-adf5-03al0cabf365a>
a po:Brand ;

dc
po

:title "rbb AKTUELL"
repisode <http://data.linkedtv.eu/episode/Erlebe_7ffdb885-fcf4-44cd-80a7-7

cl37c8d457a> ;

po:id "crid://rbb-online.de/rbbaktuell/0a566£0d-27£f4-9648-adf5-03a0cabf365a" ;
po:microsites <crid://ard.de/sendung> , <crid://rbb-online.de/rbbaktuell>

Instances of the class po: Broadcast establish a relationship between a particular

version of a program and the po: Service instance where this version is broadcasted

on.

<http://data.linkedtv.eu/broadcast/7ffdb885-fcf4-44cd-80a7-7cl137c8d457a>
a po:Broadcast ;
po:broadcast_of <http://data.linkedtv.eu/version/7ffdb885-fcf4-44cd-80a7-7

cl37c8d457a> ;

po:broadcast_on <http://data.linkedtv.eu/brand/rbb_AKTUELL_0a566f0d-27£f4-9648-

adf5- 03alcabf365a>
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<http://data.linkedtv.eu/broadcast/7f£fdb885-fcf4-44cd-80a7-7c137c8d457b>

a po:Broadcast ;
po:broadcast_of <http://data.linkedtv.eu/version/7ffdb885-fcf4-44cd-80a7-7

cl37¢c8d457b> ;
po:broadcast_on <rtmp://ondemand.rbb-online.de/ondemand/mp4>

<http://data.linkedtv.eu/broadcast/7ffdb885-fcf4-44cd-80a7-7c137c8d457c>

a po:Broadcast ;
po:broadcast_of <http://data.linkedtv.eu/version/7ffdb885-fcf4-44cd-80a7-7

cl1l37c8d457c> ;
po:broadcast_on <ftp://linkedtv@ftp.condat.de/rbb/rbbaktuell/>

Instances of the class po:Service are generated in order to specify the trans-
mission channels used by broadcaster for making the content available, in this case

an FTP server and a RTMP streaming service.

<ftp://linkedtv@ftp.condat.de/rbb/rbbaktuell/>
a po:Service
<rtmp://ondemand.rbb-online.de/ondemand/mp4>

a po:Service

Finally the instances of the class po:Version represent the appearance of a
program at a particular date and hour and in a certain multimedia format.

<http://data.linkedtv.eu/version/7ffdb885-fcf4-44cd-80a7-7c137c8d457a>
a po:Version ;
po:time
[ a event:Interval ;
event:start "Tue Nov 15 22:45:00 CET 2011"""xsd:dateTime

1;
linkedtv:hasMediaResource <http://data.linkedtv.eu/media/20111013_muendel>

<http://data.linkedtv.eu/version/7f£db885-fcf4-44cd-80a7-7c137c8d457b>
a po:Version ;
po:aspect_ratio "urn:ard:tva:metadata:cs:ARDFormatCS:2008:1.24"
po:time
[ a event:Interval ;
event:end "2011-11-23T00:00:00"" "xsd:dateTime ;
event:start "2011-11-15T21:45:00"" "xsd:dateTime

1i
linkedtv:hasMediaResource <http://data.linkedtv.eu/media/20111013_muendel>

<http://data.linkedtv.eu/version/7f£fdb885-fcf4-44cd-80a7-7c137c8d457¢c>
a po:Version ;
po:aspect_ratio "urn:ard:tva:metadata:cs:ARDFormatCS:2008:90.3" ;
po:time
[ a event:Interval ;
event:end "2011-11-23T00:00:00"" "xsd:dateTime ;
event:start "2011-11-15T21:45:00"" "xsd:dateTime

1;
linkedtv:hasMediaResource <http://data.linkedtv.eu/media/20111013_muendel>
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2.4.3.2 Multimedia Analysis Metadata

This “RBB Aktuel” episode has been completely processed by the Linked TV multi-
media analysis tool chain, yielding numerous metadata results serialized in the EX-
MaRALDA file. In the following examples, we showcase how each layer composing
the EXMaRALDA file is converted in RDF using the LinkedTV ontology. First, we
create one instance of the class ma:MediaResource that represents the particular
media item and links it with its physical location.

<http://data.linkedtv.eu/media/20111013_muendel>
a ma:MediaResource ;
ma:locator<ftp://linkedtv@ftp.condat.de/Content\%$20RBB\%20News\%20Scenario/
RBB_AKTUELL_WEB_15_11_11/ kontraste_20111013_muendel_m_16_9_512x288.mp4>

Instances of the class ma : MediaFragment represent the different spatio-temporal
fragments that belong to a particular media resource. These media fragments store
also keywords when they correspond to instances of the class 1inkedtv:Shot.

<http://data.linkedtv.eu/media/20111013_muendel#t=80, 83>
a ma:MediaFragment ;
ma:hasKeyword
[ a linkedtv:keyword ;
rdf:label "Michael"
1;
ma:hasKeyword
[ a linkedtv:keyword ;
rdf:label "Baden"
1;
ma:hasKeyword
[ a linkedtv:keyword ;
rdf:label "Anteile"
1;
ma:isFragmentOf <http://data.linkedtv.eu/media/20111013_muendel> ;
ma:isFragmentOf <http://data.linkedtv.eu/media/20111013_muendel#t=0.0,167.87>

Instances of the class oa:Annotation are used to connect the analysis results
obtained from the different automatic processing tools to the corresponding media
fragments where those annotations are relevant. In this example, we can see an
annotation indicating that a particular media fragment is indeed a shot detected
by LinkedTV tools in the video content. Provenance information is also included
in this instance through the use of the properties opmv:wasGeneratedAt and

opmv:wasGeneratedBy.

<http://data.linkedtv.eu/annotation/Anno_1_CERTH_Shot>

a oa:Annotation , opmv:Artifact ;
opmv:wasGeneratedAt "2012-06-29T18:19:34.798Z"" "xsd:dateTime ;
opmv:wasGeneratedBy

[ a opmv:Process ;

opmv:wasPerformedBy <http://data.linkedtv.eu/organization/CERTH>

1;
oa:hasTarget <http://data.linkedtv.eu/media/20111013_muendel#t=80,83> ;
oa:hasBody <http://data.linkedtv.eu/shot/sht01>
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The instance of the class 1inkedtv:Shot that is being referred in the previous

annotation is explicitly serialized like follows:

<http://data.linkedtv.eu/shot/sht01>
a linkedtv:Shot

Same occurs in the case of fragments with higher level of granularity, in this case
the 1inkedtv:Scene instances that are also detected by LinkedTV analysis tools.

<http://data.linkedtv.eu/scene/scn01>
a linkedtv:Scene

Instances of the class oa:Annotation can also link to LSCOM concepts detected
in the media with a level of confidence represented by the 1inkedtv:confidence
property. The instance 1scom:News that is being used as body of the annotation is
also serialized as 1linkedtv:Concept class for being easily identifiable inside the

model.

<http://data.linkedtv.eu/annotation/Anno_1_CERTH_Concept>

a oa:Annotation , opmv:Artifact ;
opmv:wasGeneratedAt "2012-06-29T18:19:35.153Z"" "xsd:dateTime ;
opmv:wasGeneratedBy

[ a opmv:Process ;

opmv:wasPerformedBy <http://data.linkedtv.eu/organization/CERTH>

1;
linkedtv:confidence "1.0""“xsd:float ;
oa:hasTarget <http://data.linkedtv.eu/media/20111013_muendel#t=80,83> ;
oa:hasBody <lscom:News>

<lscom:News> a linkedtv:Concept

Face recognition results are incorporated to the RDF model in the same way, in
this case linked to spatial media fragment indicating the region inside the video where

that person has been detected and recognized.

<http://data.linkedtv.eu/annotation/Anno_1_EURECOM_FaceRecognition>
a oa:Annotation , opmv:Artifact ;
opmv:wasGeneratedAt "2012-06-29T18:19:35.153Z"" "xsd:dateTime ;
opmv:wasGeneratedBy
[ a opmv:Process ;
opmv:wasPerformedBy <http://data.linkedtv.eu/organization/EURECOM>
1;
oa:hasTarget <http://data.linkedtv.eu/media/20111013_muendel#t=80&xywh
=160,120,320,240> ;
oa:hasBody <http://data.linkedtv.eu/person/person98032>

2.4.3.3 Semantic Annotations

We will proceed here in the same way that Named Entity results were converted to
RDF in the cultural heritage scenario presented in previous section. Via instances
of the class oa:Annotation we relate the text block inside the subtitles where the

entity has been spotted, and the corresponding temporal window when this subtitle
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block appears, with the spotted named entity serialized via a linkedtv:Entity
class which is attached through the property ca:hasTarget.

<http://data.linkedtv.eu/annotation/lal0a34a-ac56-497f-a214-943072fa04£5>

a prov:Entity , oa:Annotation ;

oa:hasBody <http://data.linkedtv.eu/entity/87ab666e-9f9d-401a
-90a7-576d27cf8ecc> ;

oa:hasTarget <http://data.linkedtv.eu/text/edeelbdc-0£89-4fb0-9

abl-0c9ce94d2e27#offset_2588_2592_Alzheimer> , <http://data.linkedtv.
eu/media/43ccc924-36b2-11e5-b040-005056a40191#t=1389.6,1393.491>
prov:startedAtTime "2015-08-04T08:03:17.61472"" "xsd:dateTime ;
prov:wasAttributedTo <http://data.linkedtv.eu/organization/NERD> ;
prov:wasDerivedFrom <http://data.linkedtv.eu/text/edeelbdc-0£89-4fb0-9
abl-0c9ce94d2e27>

’

The textual resource containing the surface form of the entity is serialized as a
string offset (str:0ffsetBasedString) according to the NIF 2.0 Core Ontol-
ogy *’, specifying the starting and ending char position inside the text where that
textual fragment is appearing. At the same time, this surface form is part of a bigger
textual unit, the subtitle block that is also represented in the RDF graph via the

class str:String.

<http://data.linkedtv.eu/text/edeelbdc-0£89-4fb0-9abl-0c9ce94d2e27#
offset_2588_2592_Alzheimer>

a str:0ffsetBasedString ;

str:beginIndex "2588"""xsd:long ;

str:endIndex "2592" " "xsd:long ;

str:subString <http://data.linkedtv.eu/text/edeelbdc-0£89-4fb0-9abl-0
c9ce94d2e27>

<http://data.linkedtv.eu/text/edeelbdc-0£89-4fb0-9abl-0c9ce94d2e27>
a prov:Entity , str:String ;
str:label "vielleicht haben sie in ihrem Bekanntenkreis schon mal damit
zu tun gehabt dass ein klterer Mensch Geschifts unfthig wird etwa auf
Grund einer schweren Krankheit wie Alzheimer oder Demenz"”“xsd:string

Finally, the instance of the class 1inkedtv:Entity that is being referred in the
previous annotation has been typed as a nerd:Thing, and disambiguated with a
DBpedia resource (http://dbpedia.org/resource/Alois Alzheimer).

<http://data.linkedtv.eu/entity/87ab666e-9£9d-401a-90a7-576d27cf8ecc>

a nerd:Thing , linkedtv:Entity ;

rdfs:label "Alzheimer"

linkedtv:hasConfidence "0.0637705"" "xsd:float ;

linkedtv:hasRelevance "0.0730215"" "xsd:float ;

dc:identifier "16564084"

dc:source "nerdml"

owl:sameAs <http://dbpedia.org/resource/Alois_Alzheimerr>

5%http://persistence.uni-leipzig.org/nlp2rdf/ontologies/nif-core /nif-core. html#
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2.4.4 TV2RDF REST Service

The LinkedTV model proposed in previous section is already available and docu-
mented at http://data.linkedtv.eu/ontologies/core/, for everybody interested in ana-
lyzing and exploiting it. But in order to ease and promote the adoption of this model
and all the related Semantic Web technologies and principles that this ontology pro-
motes, we have developed the conversion tool TV2RDF®’. This tool is offered as a
REST API Web service that serializes the information about a certain multimedia
content into RDF according to the LinkedTV core ontology. This tool has been in-
tegrated inside the LinkedTV processing workflow where it has been further tested
over different video content from the associated partners S&V and RBB.

In a nutshell, this service takes as input the identifier (UUID®!) of aMediaResource
and its corresponding data files, and produces a RDF representation of the provided
information by using the classes and properties considered in the Linked TV core on-
tology. The resulting serialization includes mainly (1) legacy information from the
content providers, (2) subtitles and extracted name entities via the NERD frame-
work [149, 150, 151, 152], and (3) data obtained after the execution of certain analysis
techniques like shot segmentation, concept detection, or face recognition as serialized
in an EXMaRALDA format, coming from LinkedTV workflow execution.

2.4.4.1 Implementation

This service has been developed considering media resources as the main citizen of
the media conversion. Consequently, at the data storage level, we maintain the list
of media resources that have been created inside a particular TV2RDF instance. For
each resource, there are two types of items included: metadata files and serialization
files. Both kind of documents are directly uploaded/accessed via the REST API
methods.

The logic for converting metadata files into Linked TV compliant RDF documents
is encapsulated inside three different core components. First, all the results from
the analysis algorithms generated by LinkedTV workflow and available in EXMaR-
ALDA format are processed inside the module EXMaRALDA _Serialization. Second,
subtitles and the entities extracted over them are converted into RDF within the
component Subtitle_Entity_Serialization. The format accepted for this kind of meta-
data files is SRT®?. This component is in charge of invoking NERD for extracting
the named entities over the transcripts. Finally, the legacy metadata information
is processed in the module Legacy_Serialization. The information managed in this
step always refer to the entire media resource, but not at the finer granularity of

50http://linkedtv.eurecom.fr/tv2rdf/api/
5thttps://en.wikipedia.org/wiki/UUID
52http://en.wikipedia.org/wiki/SubRip
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Figure 2.18: TV2RDF implementation details

fragments.

Those three core components produce separated serialization files. However, they
populate a unique graph when is stored in a RDF triplestore. The Figure 2.18 details
this workflow.

fsf The list of supported formats is planned to be extended in future versions of
the TV2RDF service in order to broaden the scope of the service and to enable third
parties to make their data available under the same ontology model.

Concerning the storage of the data, the system chosen is Mongodb®?, a cross-
platform document oriented database solution classified as a “NoSQL” alternative.
The reason behind this decision is that MongoDB performs really well with JSON-
like files with dynamic schemas and makes the integration of data in certain types
of applications (like the case of this Web Service) easier and faster. Regarding other
details about the software used, we have relied on two different initiatives that make

64 which supports Java New I/0

easier to write scalable server applications: Grizzly
API (NIO) and manages threads in order to allow a server to scale to thousands of
users. The Grizzly NIO framework has been designed to help developers to build
robust servers using NIO as well as offering extended framework components like

Web Framework (HTTP/S), WebSocket, or Comet. In addition, in order to build a

5%http: //www.mongodb.org/
5%https://grizzly.java.net/
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RESTful Web service and seamlessly expose data in a variety of representation media
types while abstracting the low-level details of the client-server communication, we

65

need a toolkit like Jersey””. Jersey framework is an open source, production quality
framework for developing REST services in Java that provides support for JAX-RS
APIs% and serves as a JAX-RS (JSR 311 & JSR 339).

Finally, there are two other libraries used in TV2RDF. The first one is nerd4java’’,
a java library providing a programmable interface to NERD for conveniently launch-
ing named entity extractions with different parameters. The second one is Apache
Jena®®, a free and open source Java framework for building Semantic Web and Linked
Data applications that makes easy to create and read Resource Description Frame-
work (RDF) graphs, work with RDFS and OWL models to add extra semantics
to RDF data, and serialize triples using well-known formats such as RDF/XML or

Turtle.

2.4.4.2 TV2RDF Integration in the LinkedTV Platform

The TV2RDF service has been integrated in the general LinkedTV workflow. In a
nutshell, the REST API service interacts with three main actors taking part in the
LinkedTV scenario (see Figure 2.19 for further details):

e LinkedTV Platform, for obtaining the video UUID, the locator of the media
resource, and the namespace to be used for generating the instances URLs.

e Dataset containing metadata files from the providers. Those files include the
subtitles and legacy metadata that need to be serialized into RDF.

e Modules containing the results from the analysis processes. The corresponding
Exmaralda file generated by those modules has to be serialized as well so it is
also used by TV2RDF when generating the RDF graph.

Once all those Linked TV components have provided TV2RDF with the necessary
information, the internal serialization engine reads those particular formats, generates
the corresponding media fragments, annotates them at different level of granularities,
and links them with resources from the Web of Data cloud via NERD’s entities. The
final set of triples is serialized in the Turtle format and pushed to the LinkedTV
platform.

As illustrated in Figure 2.20, everything starts with the ingestion of a television
programme by the LinkedTV platform. When all the associated attributes (UUID,
locator, namespace) have been generated and visual analysis algorithms have finished,

5%https://jersey.java.net/
56https://jax-rs-spec.java.net/
5Thttps://github.com /giusepperizzo/nerd4java
%8http://jena.apache.org/
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Figure 2.19: Integration of tv2rdf inside the Linked TV workflow

the platform sends a POST request to TV2RDF in order to create the correspond-
ing media resource. The next step consists of uploading the different metadata files
associated to this particular television programme. On the TV2RDF side, this will
automatically trigger the execution of the serialization processes that could imply a
request to NERD in the case of processing subtitles. At the end of the execution,
the results are ready to be retrieved by the LinkedTV platform, which can actually
perform the three GET requests to the REST service in order to download the cor-
responding Turtle files. In a last step, the Turtle files are loaded into the Linked TV
triplestore within the default graph http://data.linkedtv.eu/graph/linkedtv.

2.4.4.3 REST API Calls Supported in TV2RDF

Creating a Media Resource This request creates a new media resource in TV2RDF
to be serialized to RDF. It is necessary to provide the UUID (Universal Unique Iden-
tifier) of the media resource for uniquely identifying the television content to be
processed. Optionally, it is also possible to specify the locator of the video (the log-
ical address at which the resource can be accessed, a URL) and the namespace for
building up the URI’s of the instances generated during the serialization.
curl -X POST http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/UUID\_media\
_resource —--header "Content-Type:text/xml" -v

For specifying properties such as the locator and the namespace, one can use the

query parameters as follows:

curl -X POST "http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/UUID\_media\
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Figure 2.20: Sequence diagram of the serialization of a Media Resource by TV2RDF

_resource?locator=URL\_locator&namespace=http://data.linkedtv.eu/" --header "
Content-Type:text/xml" -v

Uploading Metadata Files for a Media Resource This request allows to
specify the metadata files describing a particular media resource: the legacy file, the
subtitles file and the analysis results file. Immediately after the storage of the files
in the server, the corresponding serialization process is automatically launched, so
the RDF results will be available as soon as possible by performing one of the REST
requests shown in Section 2.4.4.3. If these POST requests are executed multiple
times, the files uploaded in the past are substituted by the ones specified in the
current calls and the serialization processes are re-started conveniently.

Legacy Metadata. This request upload the file that contains the information
provided by the broadcasters for a particular media resource, and launch the process
of converting it into RDF. The format supported by TV2RDF is TVAnytime.

curl -X POST --data-binary @LEGACY_file.tva http://linkedtv.eurecom.fr/tv2rdf/api
/mediaresource/UUID\_media\_resource/metadata?metadataType=legacy —--header "
Content-Type:text/xml" -v

Subtitles. This request uploads the subtitle file for a particular Media Resource,
launch the process of extracting Named Entities from the time text and serialize
them into RDF. Up to now, the format supported by TV2RDF is SRT.
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curl —-X POST --data-binary @SUBTITLES_file.srt http://linkedtv.eurecom.fr/tv2rdf/
api/mediaresource/UUID\_media\_resource/metadata?metadataType=subtitle ——
header "Content-Type:text/xml" -v

Analysis Results. This request upload the file with the results from the execution
of various analysis techniques over a particular media resource, in EXMaRALDA
format.

curl -X POST --data-binary Q@EXMARALDA\_file.exb http://linkedtv.eurecom.fr/tv2rdf
/api/mediaresource/UUID\_media\_resource/metadata?metadataType=exmaralda —--
header "Content-Type:text/xml"

Getting Metadata Files It is possible to retrieve the original metadata files that
were uploaded to TV2RDF for a certain media resource at any time, by performing
a GET request instead of the corresponding POST calls, for each of the three data
files that can be uploaded [legacy, subtitle,analysis].

curl -X GET http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/UUID\_media\
_resource/metadata?metadataType=legacy —--header "Content-Type:text/xml" -v

curl -X GET http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/UUID\_media\
_resource/metadata?metadataType=subtitle —--header "Content-Type:text/xml" -v

curl -X GET http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/UUID\_media\
_resource/metadata?metadataType=analysis —-header "Content-Type:text/xml" -v

Getting Serialization Results This request allows to retrieve the RDF graph
generated after the serialization of the uploaded metadata files. Those results will
be available after the corresponding core component has finished its processing, by
just performing the corresponding GET request to the TV2RDF service. Hence, a
client can repeatedly make those GET calls to the REST service until the resource is
available (the 404 responses turn into a 200 OK and the file is downloaded from the
server). It is also possible to see if a serialization result is available by checking the
status attributes of the media resource via the REST calls explained in Section 2.4.4.3.

curl -X GET http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/UUID\_media\
_resource/serialization?metadataType=legacy —-header "Content-Type:text/xml" -
v

curl -X GET http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/UUID\_media\
_resource/serialization?metadataType=subtitle —--header "Content-Type:text/xml"

-V

curl -X GET http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/UUID\_media\
_resource/serialization?metadataType=exmaralda --header "Content-Type:text/xml

"oy

Complete Serialization. This request allows to retrieve in a single serialization

file the complete RDF graph about a certain Media Resource.
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curl -X GET http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/UUID\_media\
_resource/serialization --header "Content-Type:text/xml" -v

Other Requests

Get MediaResource’s description. With this request, it is possible to obtain a
JSON serialization of the data available in the TV2RDF about a particular Media
Resource: id, metadata files that have been uploaded, serialization files available,
and base URL used for generating the different data instances of the graph.

curl -X GET http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/19a73f0a-d023-49£8
-9203-cbd721053¢c55 —-header "Content-Type:text/xml" -v

Modify MediaResource’s parameters. If some of the parameters (locator or
namespace) need to be modified, we can use the same REST call as for creating
a Media Resource for the first time. The parameters will be overwritten on the
server side, and the serialization processes will be automatically re-launched (if the

corresponding metadata files are available).

curl -X POST "http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/19a73£f0a-d023-49
£8-9203-cbd721053c55?1locator=http://streamé.noterik.com/progressive/stream6/
domain/linkedtv/user/rbb/video/59/rawvideo/2/raw.mp4s&namespace=http://data.
linkedtv.eu/" --header "Content-Type:text/xml" -v

Get a List of Media Resources. This operation returns the list of Media Re-
source’s that have been processed inside TV2RDF REST service.

curl -X GET http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/list --header "
Content-Type:text/xml" -v

2.4.4.4 TV2RDF Example

In this section, we provide the REST API calls needed for serializing content from
RBB partner in LinkedTV, corresponding with the daily news aired on 2013-06-19
in RBB Aktuell program.

We consider this content has already been pre-ingested in the Linked TV platform:
there is already an abstract UUID, synchronized with the physical locator of the
corresponding video. We assume that the different analysis algorithms have already
been performed, resulting in a set of EXMaRALDA files that will be used as input
for TV2RDF. As depicted in the sequence diagram (Figure 2.20), the procedure can
start by first creating the corresponding media resource into TV2RDEF:

curl -X POST "http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/b82fb032-d95e-11
e2-951c-f8bdfdl0abfbd?locator=http://streaml7.noterik.com/progressive/streaml7/
domain/linkedtv/user/rbb/video/249/&namespace=http://data.linkedtv.eu" -v —--—
header "Content-Type:text/xml"
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The next step consist of uploading the corresponding metadata files, three per
review video (subtitles, exmaralda files, and legacy files). Immediately after every
file has been uploaded to TV2RDF, the serialization starts in the background making
the results available through the REST API as soon as the corresponding modules

have finished the processing.

curl -X POST --data-binary @BERLIN-2013-06-19-22-00-37-06192145.srt http://
linkedtv.eurecom. fr/tv2rdf/api/mediaresource/b82fb032-d95e-11e2-951c~
f8bdfdlabfbd/metadata?metadataType=subtitle -v --header "Content-Type:text/xml

curl —-X POST --data-binary @rbbaktuell_20130619_sdg_m_16_9_512x288.exb http://
linkedtv.eurecom. fr/tv2rdf/api/mediaresource/b82fb032-d95e-11e2-951c~
f8bdfdlabfbd/metadata?metadatalType=exmaralda -v —--header "Content-Type:text/

xml"

curl -X POST --data-binary @rbbaktuell_20130619.html http://linkedtv.eurecom.fr/
tv2rdf/api/mediaresource/b82fb032-d95e-11e2-951c-f8bdfd0abfbd/metadata?
metadataType=legacy -v —--header "Content-Type:text/xml"

Once, the metadata files have been uploaded and serialized, the corresponding
Turtle files obtained as results can be accessed. In the following script, we show how
to make the GET call and store the corresponding triples in a local file for further

processing or re-loading into a RDF triplestore.

curl http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/b82fb032-d95e-11e2-951c—
f8bdfdlabfbd/serialization?metadataType=subtitle >
rbbaktuell_20130619_entities_subtitles.ttl;

curl http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/b82fb032-d95e-11e2-951c—
f8bdfdlabfbd/serialization?metadataType=exmaralda >
rbbaktuell_20130619_exmaralda.ttl;

//getting legacy

curl http://linkedtv.eurecom.fr/tv2rdf/api/mediaresource/b82fb032-d95e-11e2-951c—
f8bdfdlabfbd/serialization?metadataType=legacy > rbbaktuell _20130619_legacy.
ttl;

2.4.4.5 Future Work

The RESTful TV2RDF application is currently under improvement cycles that aim to
increase the reliability of the service and include new features that could be interesting
in a multimedia and television scenario. We enumerate below some of the main

features that are planned for the future

e More formats supported. The television ecosystem is not limited to formats
such as TVAnytime or SRT, but considers a bigger set of metadata schemas
that currently play a role in the audiovisual market and should be supported

in TV2RDF.
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Get started

TV Metadata Generator

Automatic conversion of television content metadata into RDF.

1. Introduction

Choose Metadata Files

RDF Generation Here we present the tool "TV Metadata Generator", developed by Eurecom under the scope of
the European Proyect LinkedTV FP7. In a nutshell, this application takes a video and its
corresponding metadata files, available in different formats, and produces a RDF representation
of the whole information. The knowledge graph obtained as result is suitable to be interlinked
with other data in the Web, and allow the execution of complex queries that can bring the
viewers a new way of enjoy Television.

Upload Results to Triplestore.

Queries over the RDF Data

Documentation LinkedTV Ontology

The serialization of television content metadata into RDF is a The LinkedTV model aims to make TV content and Web

Figure 2.21: Front-end user interface for serializing media resources in TV2RDF
(under development)

e User interface. TV2RDF is primarily a REST Web service but we have also
developed a more human-friendly interface (see Figure 2.21).

e LinkedTV core ontology evolution. The LinkedTV core ontology needs to evolve
and since it depends on a number of third-party ontologies such as the Open
Annotation ontology which itself is evolving. The TV2RDF service needs to be
always compliant with those latest specifications.
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2.5 Summary

In this Chapter we have proposed an ontology model for representing multimedia
content in the Web, inspired in the previous work done in the field through different
formats developed by industrial and broadcasting partners. Following the Linked
Data publishing principles, it creates URI’s for different involved agents including
fragments inside the content, and reuses vocabularies in the domain like the Ontology
for Media Annotation or the Open Annotation Model.

We have illustrated the use of the LinkedTV vocabulary through two different
use cases dealing with cultural heritage and news items respectively, probing the
adequacy of the ontology for representing different multimedia features at different
level of granularities and bringing them to the Web. In addition we have described
the service TV2RDF, which helps to serialize traditional multimedia format into the
LinkedTV model in an automatic way, making easy for publishers to provide their
content annotated in a semantic, Web compliant way. This knowledge representation
and publishing techniques open the room for new advanced annotation techniques
that will be explained in next Chapter 3, as well as advanced operations for interlink-
ing the media fragments with other relevant content as we will cover in Chapter 4.
The results of this additional processed can be also represented according to this

same model as we will cover in Section 4.2.5 .



CHAPTER 3

Generating Video Annotations

3.1 Introduction

In Chapter 2 we presented an ontology model for multimedia content that aims to
bring video documents to the Web in a more flexible and better annotated way. But
this model needs to be somehow populated, and given the huge amount of content
being generated every minute', this task is unfeasible for human annotators in terms
of time and efforts. Visual analysis techniques for annotating videos have been out
there for some time, but unfortunately they do not take advantage of working over
the Web ecosystem, therefore lacking some important features this scenario can offer,
such as better interoperability through common standards and vocabularies, and
easily exploration of the vast amount of additional knowledge already available to be
used.

In this Chapter we introduce some semantic Web techniques that tackle this an-
notation process in a more automatic and autonomous way, relying not only in the
information that can be found in the multimedia content itself but also other knowl-
edge present on the Web. Those techniques will leverage on different parts of the
media content, mainly: (1) the text obtained from subtitles, automatic speech recog-
nition, and OCR. and (2) the results of visual analysis executed over the images of the
video that bring different information such as: visual concepts, object recognized in
images, object tracking, and face detection and recognition. In addition, we analyze
the efforts made in combining both textual and visual annotations in the so called
multimodal approaches, which aim to get the best from both worlds and provide the
more rich and detailed information possible to work over.

3.2 Textual Annotations

In this first section we will describe different techniques to produce semantic anno-
tations relying on text. Although the content we are dealing with is video and audio
files, a considerable part of the information coming inside those documents can be
collected an expressed in words so tools annotating text can be applied over them.
In order to proceed this way, we look mainly those two video dimensions:

'http://media.fb.com/2015/01/07 /what-the-shift-to-video-means-for-creators/


http://media.fb.com/2015/01/07/what-the-shift-to-video-means-for-creators/

80 Chapter 3. Generating Video Annotations

e Text in Audio Track: the ideal situation is to have access to subtitles pro-
duced by humans and normally offered by the content providers together with
the video itself. In cases where no curated subtitles are available, we can rely
in automatic transcription techniques like Automatic Speech Recognition de-
scribed in Section 3.3.6 that are not as good as the manual alternatives, but

are getting closer in quality.

e Text in Video: It refers to the text that appears embedded in the video, like
banners, headers, or simply written text that is recorded by the camera. This
information is normally not available by providers, and automatic techniques
have more problems for automatically detecting what is being shown in there.
However in particular situations and for particular kinds of multimedia content
they can be applied so the resulting text can be exploited to produce additional

annotations.

3.2.1 Named Entity Recognition and Disambiguation

Originally, Named Entity Recognition (NER) is an information extraction task that
seeks to locate atomic elements in text. The NER and disambiguation problems have
been addressed in different research fields such as NLP, Web mining and Semantic
Web communities. All of them agree on the definition of a Named Entity, which was
coined by Grishman et al. as an information unit described by the name of a person
or an organization, a location, a brand, a product, a numeric expression including
time, date, money and percent found in a sentence [64].

Initially, these NER techniques focused on identifying atomic information unit in
a text (the named entities), later on classified into predefined categories (also called
context types) by classification techniques, and linked to real world objects using Web
identifiers. Such a task is called Named Entity Disambiguation. The NER task is
strongly dependent on the knowledge base used to train the NE extraction algorithm.
Leveraging on the use of DBpedia’, Freebase® and YAGO?, recent methods coming
from the Semantic Web community have been introduced to map entities to relational
facts exploiting these fine-grained ontologies. In addition to detect a Named Entity
(NE) and its type, efforts have been spent to develop methods for disambiguating
information unit with a URIL. Disambiguation is one of the key challenges in this sce-
nario and its foundation stands on the fact that terms taken in isolation are naturally
ambiguous. Hence, a text containing the term London may refer to the city London
in UK or to the city London in Minnesota, USA, depending on the surrounding con-
text. Similarly, people, organizations and companies can have multiple names and

http://wiki.dbpedia.org/
3https:/ /www.freebase.com/
“https://www.mpi-inf.mpg.de/yago-naga/yago/
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nicknames. These methods generally try to find in the surrounding text some clues
for contextualizing the ambiguous term and refine its intended meaning. Therefore, a
NE extraction workflow consists in analyzing some input content for detecting named
entities, assigning them a type weighted by a confidence score and by providing a list
of URISs for disambiguation. The problem of word sense disambiguation is defined as
the task of automatically assigning the most appropriate meaning to a polysemous
word within a given context. Such a word sense disambiguation facilitates more
accurate information filtering and enables enhanced text browsing. In multimedia
context, named entity recognition helps in retrieval of additional related content and
locating related videos [10].

The named entity recognition and disambiguation process consists generally in
the following steps:

e Named Entity Recognition — Identification of named entities in a given text.

e Candidate Generation — Finding possible word senses or identifiers of concrete
candidate entities that can occur under the recognized surface form.

e Disambiguation — Selecting the most appropriate meaning (concrete category
or resource identifier from a knowledge base) within a given context.

In the following sections, we describe the two main approaches for performing named
entity recognition:

e Statistical approaches grounded in computational linguistics that often use
some representation of an entity context to classify it in a predefined or open
set of categories (section 3.2.1.1).

o Knowledge based approaches that aim at mapping recognized entities to con-
crete records in a backing knowledge base’ (section 3.2.1.2). An advantage of
such a detailed disambiguation is the possibility to enrich unstructured text
with additional structured data from the knowledge base beyond just the type
of an entity.

We conclude this section by describing Web APIs that offer named entities and dis-
ambiguation functionalities (Section 3.2.1.3) and a comparison of those APIs (section
3.2.1.4).

3.2.1.1 Statistical Approaches Grounded in Computational Linguistics

Early studies were mostly based on hand crafted rules, but most recent ones use

supervised machine learning as a way to automatically induce rule-based systems or

5Such a knowledge base can include a proprietary data source like social networks for names of
people or a general data source such as Wikipedia or DBpedia.
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sequence labeling algorithms starting from a collection of training examples. How-
ever, when training examples are not available, even recent approaches stick with
some kind of hand crafted rules often backed by a knowledge base [163]. Statistical
approaches to named entity recognition can be divided into three groups: Super-
vised Learning Approaches, Semi-Supervised Learning Approaches and Unsupervised
Learning Approaches.

Supervised Learning The idea of supervised learning is to study the features
of positive and negative examples of named entities over a large collection of an-
notated documents and design (learn) rules that capture instances of a given type.
Supervised machine learning techniques include Hidden Markov Models [14], Decision
Trees [162], Maximum Entropy Models [18], Support Vector Machines [9] and Condi-
tional Random Fields [53]. In [128], the LEXAS system is described as using a wide
range of features that can be used to train the disambiguation algorithm. These in-
clude Part of Speech (POS) tags of surrounding words, POS tag of the disambiguated
word, surrounding words in their basic form, collocations (words or phrases often co-
occurring with the given sense), verb-object syntactic relations. LEXAS determines
the correct meaning of the word by looking for the nearest meaning in terms of the
features. In [137], bigrams occurring nearby the disambiguated word are used as
features. Weka [211] implementations of the C4.5 decision tree learner, the decision
stump and the Naive Bayesian classifier are used.

Semi-Supervised Learning As opposed to supervised learning methods, semi-
supervised methods require only a limited set of examples or initial seeds in order to
start the learning process. For example, the system may ask for a limited number
of names of sought entities. They are then located in a text and the system tries
to identify some contextual features characteristic for all the located entities. The
results are then used to locate additional entities found in similar contexts. The
learning process is then repeated.

In [125] a named entity extractor exploits the HTML markup of Web pages in
order to locate named entities. It is reported to outperform baseline supervised
approaches but it is still not competitive with more complex supervised systems.
In [20] semi-supervised learning is used to extract names of books and their authors.
At the beginning example pairs of author name —-- book name are given. They
are used to learn patterns that model the context of these pairs. A limited class of
regular expressions is used for the patterns. Such derived patterns are then used to
extract new names.

A Web scale fact extraction is performed in [135]. The recall of fact extraction
is increased by pattern generalization - words from the same class are replaced by
the same placeholder. The authors report a precision of about 88% by 1 million
extracted facts from 100 million Web documents. In [63] a similar task of word sense

disambiguation is supported by semantic resources obtained from large corpora where
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terms are mapped to domains. This domain model is constructed in the completely
unsupervised way using clustering based on Latent Semantic Analysis. The authors
report that such a domain model contributes to better results even with limited
amount of training data that are often difficult to gather.

Unsupervised Learning An example of unsupervised named entity recognition
using WordNet is given in [1]. The aim is to assign a known concept from Word-
Net to an unknown concept in a text. It is achieved by analyzing words that often
co-occur with each known concept. Certain language patterns (e.g. such as, like, or
other) are exploited in [47]. The Google search engine is used to locate additional
hypernyms. The sets of hypernyms are then clustered in an attempt to find general
types of named entities. An observation that a Named Entity is likely to appear syn-
chronously in several news articles, whereas a common noun is less likely exploited
as proposed in [164]. Authors report they successfully obtained rare Named Entities
with 90% accuracy just by comparing time series distributions of a word in two news-
papers. KnowltAll [46] uses the redundancy of the Web to perform a bootstrapped

information extraction process.

Discussion Statistical-based approaches often do not disambiguate entities into
many diverse categories. Hence, the standard types used are: people, locations,
organizations and others. From this point of view, knowledge-based approaches are
more suitable for the need of future algorithms that want to rely in ever-growing data
sources available on the Web. Hence the task becomes finding unique identifiers that
disambiguate named entities and obtaining additional information for these named
entities. However, statistical approaches provide very good results in the process of
named entity recognition in texts. The de facto standard state-of-the-art solution in
this area is the Stanford Named Entity Recognizer [53] which exploits conditional
random fields (CRF) models [108].

CRF belongs to the group of supervised learning algorithms and, as such, needs
a comprehensive training data set. This could be an issue since in real use cases we
sometimes have to deal with at least three different languages (English, German and
Dutch). The authors provide models for English texts. Trained models for German
can be found in [48]. Fortunately, the CoNLL 2003 shared task® [186] provides a

comprehensive annotated corpus for various languages including Dutch.

Additional semi-supervised and unsupervised techniques can be used in later
stages of the project in order to improve the named entity recognition process. The
approaches to extraction of further information about named entities [20] and ex-
ploiting HTML structure of Web pages [125] can be used to enhance indexing and
retrieval of additional content. This is the subject of our further evaluation.

Shttp://www.cnts.ua.ac.be/conll2003 /ner/
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3.2.1.2 Knowledge Based Approaches

Apart from statistical approaches to named entity recognition, the recognition and
disambiguation may be supported by a knowledge base. The knowledge base serves
on one hand as the white list of names that are located in a text. On the other hand,
many services supported by a knowledge base assign concrete identifiers to recognized
entities and thus can be mapped to additional information describing the recognized
entities. Many general purpose named entity recognition tools use DBpedia [17] as
their knowledge base (e.g. DBpedia Spotlight [110], Wikify [113]) or map recognized
named entities directly to Wikipedia articles [21].

A big advantage of Wikipedia is that links created in articles by Wikipedia contrib-
utors can be used as manual annotations. Each link to a Wikipedia article represents
a mention of an entity represented by the target article. In Figure 3.1, we show an
example of links in a Wikipedia article and the representation of their anchor texts
in the source of this article. We can see that the entity British Empire” has the same
anchor text, whereas the entity American Revolutionary War® has the anchor text
American Revolution, which is an alternative surface form for this entity.

defeated the British Empire in the American Revolution, the first The rebellious states defeated the [[British Empire]] in
successful colonial war of independence.®! The current United States  the [[American Revolutionary War|American Revolution]],
Constitution was adopted on September 17, 1787; its ratification the the first successful [[History of colonialism|colonial war of
following year made the states part of a single republic with a independence]].

Figure 3.1: A sample of links in a Wikipedia article together with their representation
in the source of a Wikipedia article.

One important feature of an entity is its commonness [109] (i.e. prior probability
of a particular sense of a given surface form). In the case of Wikipedia, this is usually
measured as the count of incoming links having a given anchor text (i.e. surface form)
leading to a corresponding Wikipedia article. At least, when we do not have access
to any context of the entity (e.g. when we just see USA), the most common meaning
of that shortcut is probably the most meaningful match. In [175], the authors claim
that disambiguation based purely on the commonness of meanings outperforms some
of the state of the art methods dealing with the context of entities. However, the
most popular or most common meaning is not always the best match and the proper
model of an entity context is very important. We can divide the approaches used for
named entity disambiguation into two groups: either textual features of a context
are compared in order to disambiguate a meaning, or structural relations between
entities mentioned in a text are considered.

Textual Disambiguation Textual representation of an entity context is used
n [21]. Links in Wikipedia articles are used as annotations and their surroundings

Thttp:/ /en.wikipedia.org /wiki/British_Empire
8http://en.wikipedia.org/wiki/American_Revolutionary_War
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(words within a fixed size window around the annotation) are collected and indexed.
They are then compared against the context of a disambiguated entity in new texts.
When the context of an entity is not sufficiently big, the taxonomy of Wikipedia
categories is taken into account for the disambiguation. For comparison of textual
context vectors, the cosine similarity and TF-IDF [155] weight are used.

Wikify [113] and Spotlight [110] use the textual representation of entities described
in Wikipedia articles too. Wikify attempts to identify the most likely meaning for a
word in a given context based on a measure of contextual overlap between the dictio-
nary definitions of the ambiguous word — here approximated with the corresponding
Wikipedia pages, and the context where the ambiguous word occurs (the current
paragraph is used as a representation of the context). The approach is inspired
by [94].

Spotlight represents the context of an entity in a knowledge base by the set of
its mentions in individual paragraphs in Wikipedia articles. DBpedia resource oc-
currences are modeled in a Vector Space Model [160] where each DBpedia resource
is a point in a multidimensional space of words. The representation of a DBpedia
resource thus forms a meta document containing the aggregation of all paragraphs
mentioning that concept in Wikipedia.

The meta document context representation of each candidate entity for an am-
biguous surface form is compared to the target paragraph (containing disambiguated
entity). The closest candidate in terms of cosine similarity in the vector space model
is selected. For weighting individual terms, the TF-ICF weight [110] is introduced.
The TF-ICF measure is an adaptation of the TF-IDF [155] measure. The only differ-
ence is that the IDF part is counted among concrete selected candidates and not over
the entire knowledge base. Thus, the discriminator terms specific for the concrete
candidate selection are weighted higher.

In more recent work [86], a weakly semi-supervised hierarchical topic model is used
for named entity disambiguation. It leverages Wikipedia annotations to appropriately
bias the assignment of entity labels to annotated words (and un-annotated words co-
occurring with them). In other words the frequency of occurrence of the concrete form
of the word in annotations of particular entities in Wikipedia is taken into account,
when selecting the correct entity. The Wikipedia category hierarchy is leveraged to
capture entity context and co-occurrence patterns in a single unified disambiguation
framework.

Structural Disambiguation In [118], the structure of links to Wikipedia articles
corresponding to disambiguated entities is analyzed. Each entity is represented by
a Wikipedia article. The most similar entities to entities which are not ambiguous
in the texts get higher score. The similarity [109] between two entities represented
by Wikipedia articles depends on the number of Wikipedia articles that link to both
of them. The score computed this way is then combined with an overall entity
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commonness for a particular surface form using a C4.5 classifier.

A very similar approach to word sense disambiguation was proposed in [127].
WordNet [117] is used as the knowledge base. The disambiguation starts with non-
ambiguous words in the text and searches for senses that are connected to these
non-ambiguous words. The grammar for this kind of disambiguation is proposed.

A more general approach to structural disambiguation of word senses is introduced
in [112]. Distance between candidate labels or senses is counted and a graph is
constructed consisting of labels as vertices and distances as weights of edges. The
Random Walk adaptation in the form of PageRank algorithm is used to determine
scores for individual labels. For each word, its label with the best score is selected.
Various representation of distance measures are proposed. For the evaluation, the
definition overlap of individual label definitions in a dictionary is used. This sense
similarity measure is inspired by the definition of the Lesk algorithm [94]. Word
senses and definitions are obtained from the WordNet sense inventory [117].

The work presented in [118] was further improved in [90]. An annotation is scored
based on two types of features: one set is local to the occurrence of the surface form
of the mentioned entity and the other set of features is global to the text fragment.
The annotation process is modeled as a search for the mapping that maximizes the
sum of the local and global scores of the selected annotations. Experiments over
a manually annotated dataset showed that the approach presented in [90] yields a
precision comparable to [118] but outperforms it in terms of recall.

Disambiguation Discussion As the model proposed in Chapter 2 focuses on
disambiguating named entities in order to retrieve additional content and to obtain
background knowledge about those named entities, we will favor the approaches using
Wikipedia or DBpedia [113, 110, 118, 109] since their knowledge base seem to be ideal
for this purpose. Wikipedia is one of the biggest freely available knowledge bases
on the Web. It is also relatively up-to-date, as new concepts (e.g. new products,
celebrities, companies) appear relatively early in Wikipedia. Wikipedia is also a
general knowledge base which fits into the wide variety of multimedia scenarios.
URL:s of Wikipedia articles can be easily translated to URISs of entities in DBpedia [17]
which provides another valuable source of information about identified entities — in
this case in a structured form of RDF documents. Last but not least, Wikipedia is
available in the comprehensive extent in many language variations.

For this reason in this thesis we will consider mainly the combination of representa-
tive approaches from both groups — namely the approach of DBpedia Spotlight [110]
for textual representation of entity context and the structural representation of entity
context proposed in [118] together with overall popularity measure [109, 175]. Our
preliminary experiments show that these methods do not overlap and can provide
complementary results. The proposal of concrete combination of these methods and

the evaluation is subject of our future work.
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3.2.1.3 NER Web API’s

Nowadays different Web APIs for named entitiy recognition and disambiguation are
available online, such as: AlchemyAPI’, DBpedia Spotlight'’, Evri'!, Extractiv'?,
Lupedia'?, OpenCalais'*, Saplo'®, Wikimeta'®, Yahoo! Content Analysis (YCA)'7,
TextRazor'®and Zemanta'".

They represent a clear opportunity for the Linked Data community to increase
the volume of interconnected data. Although these tools share the same purpose,
extracting semantic units from text, they make use of different algorithms and train-
ing data. They generally provide a similar output composed of a set of extracted
named entities, their type and potentially a URI disambiguating each named entity.
The output varies in terms of data model used by the extractors. These services have
their own strengths and shortcomings but, to the best of our knowledge, few scientific
evaluations have been conducted to understand the conditions under which a tool
is the most appropriate one. This section attempts to fill this gap. A comparative
study involving them has been published in [152].

The NE recognition and disambiguation tools vary in terms of response granularity
and technology used. As granularity, we define the way how the extraction algorithm
works: One Entity per Name (OEN) where the algorithm tokenizes the document
in a list of exclusive sentences, recognizing the full stop as a terminator character,
and for each sentence, detects named entities; and One Entity per Document (OED)
where the algorithm considers the bag of words from the entire document and then
detects named entities, removing duplicates for the same output record (NE, type,
URI). Therefore, the result set differs from the two approaches.

3.2.1.4 Benchmarking Initiatives and NER Comparison attempts

3.2.1.5 NER Web APIs Comparison

The creators of the DBpedia Spotlight service have compared their service with a
number of other NER extractors (OpenCalais, Zemanta, Ontos Semantic APT?| The
Wiki Machine?!, AlchemyAPI and M&W'’s wikifier [119]) according to a particular

http://www.alchemyapi.com
http://dbpedia.org/spotlight
"http://www.evri.com /developer/index.html
2http:/ /extractiv.com
3http://lupedia.ontotext.com
“http://www.opencalais.com
Yhttp://saplo.com
http://www.wikimeta.com
"http://developer.yahoo.com /search /content/V2/contentAnalysis.html
Bhttps:/ /www.textrazor.com/
http://www.zemanta.com
2%http://www.ontos.com
2 http:/ /thewikimachine.fbk.eu/
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annotation task [111]. The experiment consisted in evaluating 35 paragraphs from
10 articles in 8 categories selected from the “The New York Times” and has been
performed by 4 human raters. The final goal was to create wiki links. The experi-
ment showed how DBpedia Spotlight overcomes the performance of other services to
complete this task. The “gold standard” does not adhere to our requirement because
it annotates unit information with just Wikipedia resource and it does not link the
annotation to the NE and their type. For this reason, we differentiate from this work
by building a proposal for a “golden standard” where we combine NE, type and URI
as well as a relevance score of this pattern for the text.

Nathan Rixham?’ and Benjamin Nowack”® have both reported in their blogs their
experiences in developing a prototype using Zemanta and OpenCalais. They observe
that Zemanta aims at recommending “tags” for the analyzed content while Open-
Calais focuses on the extraction of named entities with their corresponding types.
They argue that Zemanta tends to have a higher precision for real things while the
performance goes down for less popular topics. When OpenCalais provides a Linked
Data identifier or more information about the named entity, it rarely makes a mis-
take. OpenCalais mints new URIs for all named entities and sometimes provides
owl :sameAs links with other linked data identifiers. In contrast, Zemanta does
not generate new URIs but suggests (multiple) links that represent the best named
entity in a particular context. In another report, Robert Di Ciuccio® notices on a
simple benchmarking test of five NER APIs (OpenCalais, Zemanta, AlchemyAPI,
Evri, OpenAmplify and Yahoo! Term Extraction) over three video transcripts in the
context of ViewChange.org. The author argues that Zemanta was the clear leader
of the NLP API field for his tests, observing that OpenCalais was returning highly
relevant terms but was lacking disambiguation features and that AlchemyAPI was
returning disambiguated results but that the quantity of entities returned was low.
Finally, Veeeb provides a simple tool enabling to visualize the raw JSON results of
AlchemyAPI, OpenCalais and Evri’°. Bartosz Malocha developed in EURECOM a
similar tool for Zemanta, AlchemyAPI and OpenCalais’®. We conclude that to the
best of our knowledge, there have been very few research efforts that aim to compare
systematically and scientifically Linked Data NER services. In this thesis we have
contributed to the development of a framework enabling the human validation of
NER Web services that is also capable to generate an analysis report under different

conditions (see Section 3.2.1.7).

2Zhttp: / /webr3.org/blog/experiments/linked-data-extractor- prototype-details/
Zhttp://bnode.org/blog/2010/07 /28 /linked- data-entity-extraction-with-zemanta-and-opencalais
24http://blog.viewchange.org/2010/05 /entity-extraction-content-api-evaluation/

2Phttp:/ /www.veeeb.com /examples/flex /nlpapicompare/nlpCompare.html
2Chttp://entityextraction.appspot.com/
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3.2.1.6 NER Benchmark Initiatives

The Natural Language Processing (NLP) community has been addressing the NER
task for the past few decades, with two major guidelines: establishing standard for
various tasks, and metrics to evaluate the performances of algorithms. Scientific
evaluation campaigns, starting in 2003 with CoNLL, ACE (2005, 2007), TAC (2009,
2010, 2011, 2012), and ETAPE in 2012 were proposed to involve and compare the
performance of various systems in a rigorous and reproducible manner. Various
techniques have been proposed along this period to recognize entities mentioned in
text and to classify them according to a small set of entity types. We will show how
we have used those benchmarks in order to evaluate the NERD platform presented
in the section 3.2.1.7.

3.2.1.7 Entity Recognition and Disambiguation on Media Resources us-
ing NERD

NERD is a Web framework plugged on top of various NER extractors, including
some of the API’s reviewed in the section 3.2.1.3. Its architecture follows the REST
principles [51] and includes an HTML front-end for humans and an API for computers
to exchange content in JSON. Both interfaces are powered by the NERD REST
engine. NERD has been previously used for evaluating the quality of the extraction
results collected by the different integrated extractors [149]. In [150] the authors
offered statistics about precision measures for each tool, with the goal to highlight
strengths and weaknesses and to compare them.

The primary sources for performing Named Entity Recognition and Disambigua-
tion are the subtitles of the seed videos content. Alternatively, another textual source
can be the ASR transcripts. By nature, those transcripts will be more noisy, often
grammatically incorrect depending on the performance of the ASR engine. However,
as we will see in the section 3.2.1.9, the performance of NER on ASR transcripts is
similar than on perfect subtitles using our proposed named entity framework.

NERD Data Model We propose the following data model that encapsulates the
common properties for representing NERD extraction results. It is composed of a list
of entities for which a label, a type and a URI is provided, together with the mapped
type in the NERD taxonomy, the position of the named entity, the confidence and
relevance scores as they are provided by the NER tools. The example below shows
this data model (for the sake of brevity, we use the JSON syntax):

"entities": [{
"entity": "Kalifornien",
"type": "StateOrCounty",
"nerdType": "http://nerd.eurecom.fr/ontology#Location",
"uri": "http://de.dbpedia.org/resource/Kalifornien",

"startChar": 340,
"endChar": 357,
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"confidence": 0.288741,
"source": "alchemyapi",
"startNPT": 79622.9,
"endNPT": 79627.3

H

which indicates that “Kalifornien” is a named entity of type StateOrCounty for
the extractor AlchemyAPT, which has been mapped to the type nerd:Location
and disambiguated with the German DBpedia URI http://de.dbpedia.org/resource/
Kalifornien. It also indicates that the source of this extraction is AlchemyAPT with
a confidence score of 0.288741, and that this named entity has been spotted in the
transcript of a video in the time range [79622.9, 79627.3] in seconds.

NERD REST API The REST engine runs on Jersey and Grizzly technologies
already presented in Section 2.4.4. Their extensible frameworks enable to develop sev-
eral components. NERD is composed of 7 modules namely authentication, scraping,
extraction, ontology mapping, store, statistics and Web. The authentication takes as
input a FOAF profile of a user and links the evaluations with the user who performs
them. The scraping module takes as input the URI of an article and extracts all
its raw text. Extraction is the module designed to invoke the external service APIs
and collect the results. Each service provides its own taxonomy of named entity
types it can recognize. We therefore designed the NERD ontology which provides
a set of mappings between these various classifications. The ontology mapping is
the module in charge to map the classification type retrieved to our ontology. The
store module saves all evaluations according to the schema model we defined in the
NERD database. The statistic module enables to extract data patterns from the
user interactions stored in the database and to compute statistical scores such as the
Fleiss Kappa score and the precision measure. Finally, the Web module manages the
client requests, the Web cache and generates HTML pages.

Plugged on the top of this engine, there is an API interface’”. It is developed
following the REST principles and it has been implemented to enable programmatic
access to the NERD framework. It follows the following URI scheme (the base URI
is http://nerd.eurecom.fr/api):

/document : GET, POST, PUT methods enable to fetch, submit or modify a doc-
ument parsed by the NERD framework;

Juser : GET, POST methods enable to insert a new user to the NERD framework
and to fetch account details;

/annotation/{extractor} : POST method drives the annotation of a document. The
parametric URI allows to pilot the extractors supported by NERD:;

2Thttp://nerd.eurecom.fr/api/
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/extraction : GET method allows to fetch the output described as described at the
beginning of this Section;

/evaluation : GET method allows to retrieve a statistic interpretation of the extrac-
tor behaviors.

NERD Ontology Although these tools share the same goal, they use different
algorithms and different dictionaries which makes their comparison hard. We have
developed the NERD ontology, a set of mappings established manually between the
taxonomies of NE types. Concepts included in the NERD ontology are collected from
different schema types: ontology (for DBpedia Spotlight, Lupedia, and Zemanta),
lightweight taxonomy (for AlchemyAPI, Evri, and Yahoo!) or simple flat type lists
(for Extractiv, OpenCalais, Saplo, and Wikimeta).

The NERD ontology tries to merge the linguistic community needs and the logician
community ones: we developed a core set of axioms based on the Quaero schema [55]
and we mapped similar concepts described in the other scheme. The selection of
these concepts has been done considering the greatest common denominator among
them. The concepts that do not appear in the NERD namespace are sub-classes
of parents that end-up in the NERD ontology. This ontology is available at http:
//nerd.eurecom.fr/ontology (Figure 3.2).

To summarize, a concept is included in the NERD ontology as soon as there
are at least two extractors that use it. The NERD ontology becomes a refer-
ence ontology for comparing the classification task of NE extractors. We show
an example mapping among those extractors below: the City type is considered
as being equivalent to alchemy:City, dbpedia-owl:City, extractiv:CITY,
opencalais:City, evri:City while being more specific than wikimeta:LOC

and zemanta:location.

nerd:City a rdfs:Class ;
rdfs:subClassOf wikimeta:LOC ;
rdfs:subClassOf zemanta:location ;
owl:equivalentClass alchemy:City ;
owl:equivalentClass dbpedia-owl:City ;
owl:equivalentClass evri:City ;
owl:equivalentClass extractiv:CITY ;
owl:equivalentClass opencalais:City .

NERD User Interface The user interface’® is developed in HTML/Javascript.
Its goal is to provide a portal where researchers can find information about the NERD
project, the NERD ontology, and common statistics of the supported extractors.
Moreover, it provides a personalized space where a user can navigate through a
dashboard, see his profile details, browse some personal usage statistics and get a

programmatic access to the NERD API via a NERD key. The simple user account

28http://nerd.eurecom. fr
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Figure 3.2: NERD ontology: the long tail of common denominator between NER
extractors taxonomies

enables to annotate any Web documents via its URI. The raw text is first extracted
from the Web source and a user can select a particular extractor in order to annotate

the submitted document.

3.2.1.8 Other Named Entity Recognition Services

Under the scope of LinkedTV we have been also leveraging in other extraction and
disambiguation tools that have been integrated under the umbrella of the NERD
framework, but are worth to be explained in more deep since they bring particular
functionalities and tackle the same problem from different perspectives.

SemiTags SemiTags is a Web service for named entity recognition and disam-
biguation. It is intended to recognize named entities in unstructured texts and
discover links to Web based knowledge basis (namely Wikipedia and DBpedia).
SemiTags works in two phases:

e Named Entity Recognition — The phrases corresponding to named entities are
located in the text.

e Link Discovery — Local version of Wikipedia (corresponding to selected lan-

guage) is queried for retrieving a suitable article describing entities located in
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the previous phase. The link to Wikipedia is then used to map the entity to
the corresponding DBpedia resource (if available).

For named entity recognition in English and German SemiTags uses the state of the
art Stanford Named Entity Recognizer [53]. For Dutch they use OpenNLP?? library
trained on the CONLL-2002 [186] datasets. It has been found that Stanford Named
Entity Recognizer trained on the same dataset performs significantly better.

For the second phase — Link Discovery — Semitags considers the combination of the
textual based approach introduced in [110] and structural based approach introduced
in [118] together with a structural based co-occurrence disambiguation. They gener-
ate the set possible candidates C' to surface forms of named entities discovered in the
text. If there is more than one candidate for a given surface form a disambiguation
is performed.

Contrary to the approach presented in [118] the model does not compare sim-
ilarities of individual entities. Instead the objective is searching for the the best
combination of candidates for individual surface forms in the analyzed text, being
the entire document the context of the search task. Consider for example the fol-
lowing sentence: Michael Bloomberg is the mayor of New York. Simple observation
shows that the entity Michael Bloomberg (mayor of New York) co-occurs in the same
paragraph in Wikipedia together with the correct entity New York City in United
States much more often (88 times) than with the New York in England (0 times).

Because generating all candidate combinations is a very demanding task, a heuris-
tic that quantifies the impact of co-occurrences in the same paragraph has been used.
Starting from an incidence matrix I of the size |C| x |C| (where |C] is the number
of candidates), which represents a weighted graph, weights are obtained from the

co-occurrence and assigned according to Equation 3.1.

0 ifs=t
de;ge;0 =40 ifi=j (3.1)
|Pe,ye;.| ifi#jAND s #t

The weight | P, , ¢, ,| (count of paragraphs, where e; and e; were mentioned together)
is used only in the case that the candidates represent a different entity ¢ # j and
belong to a different surface form s # ¢, otherwise it is 0. Then they compute a score
eis for each candidate as a sum of lines of the matrix representing the candidate

(Equation 3.2).
IC|

€i,s = Z €i,j (3.2)
j=1

Targeted Hypernym Discovery (THD) The Targeted Hypernym Discovery

2http://opennlp.apache.org/
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(THD) approach implemented in this extraction tool is based on the application of
hand-crafted lexico-syntactic patterns. Although lexico-syntactic patterns for hyper-
nym discovery have been extensively studied since the seminal work [74] was published
in 1992, most research focused on the extraction of all word-hypernym pairs from the
given generic free-text corpus.

Lexico-syntactic patterns were in the past primarily used on larger text corpora
with the intent to discover all word-hypernym pairs in the collection. The extracted
pairs were then used e.g. for taxonomy induction [173] or ontology learning [28].
This effort was undermined by the relatively poor performance of lexico-syntactic
patterns in the task of extracting all relations from a generic corpus. On this task,
the state-of-the-art algorithm of Snow [172] achieves an F-measure of 36 %. However,
applying lexico-syntactic patterns on a suitable document with the intent to extract
one hypernym at a time can achieve F1 measure of 0.851 with precision 0.969 [104].
In [104], the suitable documents were Wikipedia entries for persons and the target of
the discovery was the hypernym for the person covered by the article. The algorithm
implemented in THD is based on similar principles as [104], but without being limited
to a certain entity type.

The design and evaluation of the THD algorithm has been done so far in English.
Of course, using Wikipedia of the particular language has its benefits, even for named
entities. Local versions are smaller, but they are not subsets of English Wikipedia.
Many named entities of local importance not present in the English Wikipedia are
covered. However, use of non-English Wikipedia for THD would require the design
of the extraction grammar for the particular language as well as the availability of
other resources and processing tools. Also, an issue with mapping the non-English
hypernyms to the English DBpedia may arise.

With the aim of achieving interoperability between THD and other NLP tools, the
processed results are exposed in the NIF format [76]. The results from the entity and
hypernym extraction together with information about their resource representations
in DBpedia are translated into the NIF format and published as Linked Data.

Soft Entity Classification So far, the description of the annotation task has
been focused on a sharp or crisp classification, meaning an input entity is typically
assigned one class as type. This standard approach implies some limitations, with
some specific problems for the multimedia oriented use:

e the NER systems are sometimes unsure of which of the types is correct. However
according to traditional approaches, just one type needs to be picked.

e in some cases, multiple types can be correct simultaneously. For example, the
Obama entity can be simultaneously classified as nerd:Politician and nerd:Celebrity.

e the result of NER in multimedia use cases is used also for personalization: the

type(s) of the entity present in the shot are aggregated to one feature vector,
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rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>
str: <http://nlp2rdf.lod2.eu/schema/string/>
dbpedia: <http://dbpedia.org/resource/>
sso: <http://nlp2rdf.lod2.eu/schema/sso/>
<http://example.org/>
_0_80_Diegot+Armando+Maradona+Franco+is+from+Argentina.+Argentina+is+next+to

+Chile.

rdf:t
str:i

:offset
rdf:t
str:r

ype str:Context ;

sString "Diego Armando Maradona Franco is from Argentina. Argentina is next
to Chile." ;

_0_29_Diegot+Armando+Maradona+Franco

ype str:String ;

eferenceContext :offset_0_80_Diego+Armandot+Maradona+Franco+is+from+

Argentina.+Argentina+is+next+to+Chile. ;

550:0
str:b
str:e
str:i

dbpedia

:offset
rdf:t
str:r

en dbpedia:Diego_Maradona ;

eginIndex "0"
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sString "Diego Armando Maradona Franco"
:Diego_Maradona rdf:type dbpedia:Manager
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ype str:String ;
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Argentina.+Argentina+is+next+to+Chile. ;

550:0
550:0
str:b
str:e
str:i

dbpedia

roffset
rdf:t
str:r

en dbpedia:Argentina_national_football_team ;
en dbpedia:Argentina ;

eginIndex "38" ;

ndIndex "47"

sString "Argentina"

:Argentina rdf:type dbpedia:Country

_70_75_Chile
ype str:String ;
eferenceContext :offset_0_80_Diego+tArmandot+Maradona+Franco+is+from+

Argentina.+Argentina+is+next+to+Chile. ;

$50:0
550:0
str:b
str:e
str:i
dbpedia
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en dbpedia:Chile ;
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ndIndex "75"

sString "Chile"

:Chilean_peso rdf:type dbpedia:Currency

Figure 3.3: The excerpt of a NIF export.
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which is very useful for those kind of algorithms. For this purpose, it is better
to have a more robust entity representation (multiple types, some of them with
lower confidence), rather than a single type with non-negligible likelihood of

being incorrect.

The above mentioned points can be addressed by providing soft (or sometimes
referred to as “fuzzy”) entity classification. Some tools described so far have the
option to provide soft output. These systems include:

e DBpedia spotlight, included in the NERD platform, can be configured to return
n-best candidates along with confidence levels.

e SCM algorithm [88], which uses THD algorithm to map entities to WordNet
concepts, and then uses WordNet similarity measures to compute the similarity
with each of the target classes. Target classes (concepts) are WordNet concepts.

e BOA algorithm [89] is based on the Rocchio classifier applied on Wikipedia
articles. Target classes (concepts) are Wikipedia articles.

The advantages provided by soft classification have not been deeply probed in this
thesis, but the experiments performed suggest they work better for our current use
cases where very broad knowledge from different domains can be considered.

3.2.1.9 NER Evaluation: the ETAPE Campaign

ETAPE is a project targeting the organization of evaluation campaigns in the field
of automatic speech processing and natural language processing. Partially funded by
the French National Research Agency (ANR), the project brings together national
experts in the organization of such campaigns under the scientific leadership of the
AFCP, the French-speaking Speech Communication Association, a regional branch
of ISCA.

In order to evaluate NERD in an audiovisual oriented corpora, the framework was
presented to the 2012 ETAPE campaign. The evaluation focused on TV material
with various level of spontaneous speech and multiple speaker speech. Apart from
spontaneous speech, one of the originality of the ETAPE 2012 campaign is that it does
not target any particular type of shows such as news, thus fostering the development
of general purpose transcription systems for professional quality multimedia material.
More precisely, the ETAPE 2012 data consists of 30 hours of radio and TV data from
TV news, TV debates, TV amusements and Radio shows.

Several tasks are evaluated independently on the same dataset. Four tasks are
considered in the ETAPE 2012 benchmark. For historical reasons, tasks belong
to one of the three following categories: segmentation (S), transcription (T) and

information extraction (E). The named entity task (E) consists in detecting all direct
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mentions of named entities and in categorizing the entity type. The taxonomy follows
the LIMSI Quaero definition as per the version 1.22 of the guide. Two conditions
will be evaluated, detection on manual transcriptions and detection on ASR. Entity

types are organized in a hierarchical way (7 types and 32 sub-types):
1. Person: pers.ind (invidual person), pers.coll (collectivity of persons);
2. Location: administrative (loc.adm.town loc.adm.reg loc.adm.nat loc.adm.sup),
or physical (loc.phys.geo, loc.phys.hydro, loc.phys.astro);
3. Organization: org.ent (services), org.adm (administration);

4. Amount: quantity (with unit or general object), duration;

5. Time: date time.date.abs (absolute date), time.date.rel (date relative to the

discourse), or hour time.hour.abs, time.hour.rel

6. Production: prod.object (manufactury object), prod.art, prod.media, prod.fin
(financial products), prod.soft (software), prod.award, prod.serv (transporta-

tion route), prod.doctr (doctrine), prod.rule (law);

7. Functions: func.ind (individual function), func.coll (collectivity of functions).

In order to participate in the campaign, we first built 426 axioms in the NERD
ontology to the 32 concepts in the Quaero schema. The dataset being composed of
French documents, we only consider the extractors Wikimeta, AlchemyAPI, Lupedia
and OpenCalais. We developed a combined strategy of these 4 extractors which

outperforms the performance of each individual extractor (Table 3.1).

SLR | precision | recall | F-measure | %correct
AlchemyAPI 37,71% | 47,95% | 5,45% 9,68% 5,45%
Lupedia 39,49% | 22,87% 1,56% 2,91% 1,56%
OpenCalais 37,47% | 41,69% | 3,53% 6,49% 3,53%
Wikimeta 36,67% | 19,40% | 4,25% 6,95% 4,25%
NERD combined | 86,85% | 35,31% | 17,69% 23,44% 17,69%

Table 3.1: Performance comparison of the combined strategy of NERD with each
individual extractor in the ETAPE campaign

The analysis per-type class highlights contrasted results: the class Person is gen-
erally well-detected while other categories show a very low recall. Interestingly, the
NERD approach performs equally on perfect transcriptions than on automatically
transcribed texts which are generally noisy and grammatically incorrect. This proves
that the approach is robust to non grammatically correct text since it is much less
dependent on a specific learning corpora as traditionally performed by the other par-
ticipants in this campaign. This is positive since most of the multimedia content that

we are interested in process do not come together with curated transcripts.
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3.2.2 Keywords Extraction

Keyword extraction has also been considered in order to annotate videos out of
the transcription files. We have experimented with the results obtained from the
algorithm as presented at [196]. It is mainly based on the inverse document frequency
(TF-IDF, see [154]) paradigm and employs Snowball® as stemmer.

Results have been converted to RDF according to the LinkedTV model via the
class linkedtv: Keyword. However in this research we have prioritized entities againts
keywords for two main reasons: 1) entities provide links to resources on the Web
therefore promoting the exploitation of other available knowledge, and 2) keywords
are textual units that by definition already include the notion of relevancy, while
we are interested in generating more flexible annotations that allow to delegate the
relevancy criteria to the particular system consuming them (what is relevant in some
domain and particular application can be just meaningless for another). Keywords

will also be used for derivate visual concept annotations as explained in Section 3.3.9.

3.2.3 Named Entity Expansion

The second important technique applied over textual information is the Named Entity
Expansion algorithm. This algorithm has been implemented under the scope of this
thesis and has been used in various scenarios from the LinkedTV project, and has
motivated the different experiments included in Part II about news annotation.

Within the Linked Data community, a first objective is to increase the volume of
interconnected data. Tools and frameworks like the one described in Section 3.2.1.7
contribute to generate new bridges between different documents and the knowledge
available on the Web. However, from an exploitation point of view, those important
techniques still do not tackle some issues. On the one hand, subtitles are not always
complete enough to be the only textual source to rely on. The context around
a particular event is broader than what is said in a video, and some important
information pieces can be missing. On the other hand, a flat list of name entities
fails to characterize what is described in the multimedia content: sometimes, one
also needs to know how important those entities are with respect to an event or how
those entities relate to each other.

In this section, we present an approach that generates extended annotations for
the story happening in a video by alleviating the lack of textual resources that lim-
its the application of semantic extraction techniques. We extend the initial set of
descriptions about an event via Google searches and entity clustering. Applying
this workflow allows to discover relevant resources and context-sensitive filtering re-

sources. The general implementation of the algorithm described here will be further

30http://snowball.tartarus.org/
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refined, tuned and exhaustively used in Part II to annotate News videos and generate
their semantic context.

3.2.4 The Named Entity Expansion Pipeline

In order to build up the semantic context associated with one particular news docu-
ment, we extract the main concepts and entities from the subtitles and explain how
they are related to each other. The complete processing workflow takes as input the
textual transcript of a multimedia resource illustrating an event, as well as the start
and end date for which that particular event is considered.

We assume that this event has a considerable presence and coverage on the Web
to ensure that the subsequent data mining techniques can collect sufficient data to
reconstruct the event’s context. The output of the algorithm is a list of named entities
together with a numeric relevance score (¢ = {E x R}, E being a set of named entities
classified using the NERD ontology”!).

Our hypothesis states that this representation of stories provides a sufficient source
of information for satisfying the viewer’s information needs and better supports com-
plex operations such as search and hyperlinking.

For each news item, we perform named-entity recognition over the corresponding
subtitles using the NERD framework [151]. In our experiments, the language of the
videos is English but NERD supports other languages. The output of this phase is
a collection of entities annotated using the NERD Ontology, that comes with a first
relevance score obtained from the extractors which have been used. This set includes
a list of ranked entities that are explicitly mentioned during the video. Other entity
based video annotation tools [99] stop at this point even when entities that can be
relevant for the viewer in the context of the event are still missing. We tackle this
problem by extending this first list of concepts via the entity expansion component.

The set of entities obtained from a traditional named entity extraction operation
is normally insufficient and incomplete for expressing the context of a news event.
Sometimes, some entities spotted over a particular document are not disambiguated
because the textual clues surrounding the entity are not precise enough for the name
entity extractor, while in other cases, they are simply not mentioned in the transcripts
while being relevant for understanding the story. This is an inherent problem in
information retrieval tasks: a single description about the same resource does not
necessarily summarize the whole picture.

The named entity expansion operation relies on the idea of retrieving and ana-
lyzing additional documents from the Web where the same event is also described.
By increasing the size of set of documents to analyze, we increase the completeness
of the context and the representativeness of the list of entities, reinforcing relevant

31http://nerd.eurecom.fr/ontology/nerd-v0.5.n3
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entities and finding new ones that are potentially interesting inside the context of
that news item.

The entire logic will further be described in the following subsections and mainly
consist of (1) building an appropriate search query from the original set of entities, (2)
retrieving additional documents about the same news event, and (3) analyzing them
for providing a more complete and better ranked set of final entities, as illustrated

in Figure 3.4.
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Figure 3.4: Schema of Named Entity Expansion Algorithm.

3.2.4.1 Query Generation

The Five W’s is a popular concept of information gathering in journalistic reporting.
It captures the main aspects of a story: who, when, what, where, and why [98]. We
try to represent the news item in terms of four of those five W’s (who is involved in
the event, where the event is taking place, what the event is about, and when it has
happened) in order to generate a query that retrieves documents associated to the
same event.

First, the original entities are mapped to the NERD Core ontology, which considers
10 main classes: Thing, Amount, Animal, Event, Function, Organization, Location,

Person, Product and Time. From those ten different categories, we generalize to
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three classes: the Who from nerd:Person and nerd:Organization, the Where from nerd:
Location, and the What from the rest of NERD types after discarding nerd:Time
and nerd:Amount. The When or so-called temporal dimension does not need to be
computed since it is considered to be provided by the video publisher.

After generating the three sets of entities, the next step consists in ranking them
in relevance according to a weighted sum of two different dimensions: their frequency
in the transcripts and their former relevance scores coming from the named entity
extractors. We have defined the function filterEntities(S) for selecting the n entities
inside the set of entities S whose relative relevance

Ryei (€1, 5) = R (ei) /Avg (R (€:)) (3-3)

falls into the upper quarter of the interval

[max (Rye (€5,5)) — min (R,¢ (€;,5))] (3.4)

The final query is a pair

QUGTYEvent = [teXtQHGTYa t] (35)

where textQuery is the result of concatenating the labels of the most relevant
entities in the sets Who, What, Where in that particular order, and ¢ the time
period dimension. This query generation is depicted in the upper part of Figure 3.4.

3.2.4.2 Document Retrieval

Once Queryg,.,; is built out of the original set of named entities, it will be ready
to be injected into a document search engine where additional descriptions about
the news event can be found. In this situation, the kind of query generated in the
previous step and the search engine chosen should be closely tied in order to maximize
the quality of the obtained results. The different behavior of search engines make
some alternatives more suitable than others for certain kinds of events. The way the
resulting documents change in the search engines for a particular kind of event is a
research question that will not be studied in this thesis.

For the first experiments described in this section we leverage on the Google Search
REST API service®? by launching a query with the text textQuery. Due to quota
restrictions imposed by Google, the maximum number of retrieved documents is set
to 30 by default. However, as we will show during the experiments performed in
Part II, this is enough for significantly extending the initial set of entities directly
spotted by NERD.

32http: / /ajax.googleapis.com /ajax/services/search /web?v=1.0
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Concerning the temporal dimension, we only keep the documents published in the
time period ¢ + t.. We increase the original event period in t. because documents
concerning a news event are not always published during the time of the action is
taking place but some hours or days after. The value of t. depends on many factors
such as the nature of the event itself (whether it is a brief appearance in a media, or
part of a longer story with more repercussion) or the kind of documents the search
engine is indexing (from very deep and elaborated documents that take time to be
published, to short and fresh posts quickly generated by users). Based on the simple
assumption that that the longer an event takes, the bigger the buzz it generates in
form of Web document published around those dates, we approximate t. = ¢ which
means that we look at a temporal window that is double the size the time the event

was ongoing.

The middle part of Figure 3.4 shows this process. The query is input in the search
engine in order to retrieve other documents that report on the same event discussed
in the original video. Those documents (colored in black in the Figure 3.4) will be
further processed to increase the size of the collection and get additional insights
about the news item.

3.2.4.3 Entity Clustering

In this phase, the additional documents which have just been retrieved are now
processed and analyzed in order to extend and re-rank the original set of entities
and consequently get a better insight about the event. Since most of the resources
retrieved are Web pages, HT'ML tags and other annotations are removed, keeping
only the main textual information. This plain text is then analyzed by the NERD

framework in order to extract more named entities.

In order to calculate the frequency of a particular resource within the entire cor-
pora, we group the different appearances of the same instance and check their car-
dinality. This is not a trivial task since the same entity can appear under different
surface forms, contain typos or have different disambiguation URL’s pointing to the
same resource. We performed a centroid-based clustering operation over the instances
of the entities. We considered the centroid of a cluster as the entity with the most
frequent disambiguation URL’s that also have the most repeated labels. As distance
metric for comparing pairs of entities, we applied strict string similarity over the
URL'’s, and in case of mismatch, the Jaro-Winkler string distance [210] over the la-
bels. The output of this phase is a list of clusters containing different instances of

the same entity.
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3.2.4.4 Entity Ranking

The final step of the expansion consists of ranking the different named entities ob-
tained so far. To create this ordered list, we assigned a score to every entity according
to the following features: (1) relative frequency in the transcripts of the event video;
(2) relative frequency over the additional document; and (3) average relevance ac-
cording to the named entity extractors. The three dimensions are combined via a
weighted sum where the frequency in the video subtitles has a bigger impact, followed
by the frequency on the searched documents and the relevance from the extractors.

The final output of the entity expansion operation is a list of entities together with
their ranking score and the frequency in both the main video and in the collected
documents retrieved from the search engine. Entities with a higher relScore; in the
final classification are considered more representative for describing the context than
the original entities. Furthermore, we observe that:

e The bigger the sample size, and the better the ranking becomes. Entities
appearing repeatedly in the additional documents will be promoted while those
appearing rarely will be pushed back to the end of the list.

e Entities that originally have not been disambiguated can now have their cor-
responding URL if any of the similar instances appearing in the same cluster
but coming from different documents can be used to provide a link to a Web
resource. The same occurs with incomplete or misspelled labels: cleaner surface
forms from the same entity spotted in the related documents can alleviate the
problem of having to rely on one single and therefore error-prone instance.

e Finally, some entities not spotted in the original transcripts but important in
the context of the event are now included in the list of relevant items since they
have been extracted from the collected documents. The seed document being
analyzed can be biased or lack important information for the described facts, so
having a wider-scope semantic annotations can help in many other operations

leveraging in them like content recommendation or personalization.

Finally, the ranking mechanism explained in this section, which is primarily based
on frequency measures relying on entity mentions on both the transcripts and related
documents, will be extended and improved in Part II of this thesis with more sophis-
ticated heuristics, in order to promote other entities that are also highly relevant for

the story being told, but are barely mentioned on related documents.

3.3 Visual-Based Annotations: a Multimodal Approach

In this section we will introduce a set of different visual techniques that directly rely

in the audiovisual information of the multimedia document to detect different visual
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cues that further characterize the content. Those techniques have been studied in
the literature since much before the Linked Data Web philosophy irrupted in the
media scenario, and in this thesis we have worked on adequating them to a new
Web scenario where they can be globally used and exploited at high scale, polishing
their semantic and reinforcing their outcomes by complementing them with other
information already available on the Web. In Chapter 4.5 we make use of those visual
annotations, together with other textual based approaches and semantic techniques,
to offer the media consumers a new set of features and advanced operations that were
not widely available before.

3.3.1 Concepts Detection

Visual concept detection is one of the techniques we have applied in the context of the
LinkedTV project. In particular we have followed the approach presented in [165],
using a sub-set of 10 base (key-frame) detectors. The algorithm is applied on the
key-frames of the video, aiming to detect objects out of the 151 different semantic
concepts, both static and dynamic ones, selected from the list of concepts defined in
the TRECVID 2012 SIN task [133]. The 10 used classification modules are derived
from different combinations of the employed interest point detector, descriptor and
visual word assignment method. Specifically, the considered interest point detectors
are the Harris-Laplace corner detector [70] and a dense pixel sampling strategy, while
the employed descriptors are the well known SIFT [105] and two colored variations
of it, named RGB-SIFT and Opponent-SIFT [200]. Then, the low-level descriptors
are assigned to visual words from two vocabularies that were created off-line through
K-means clustering, employing hard- and soft-assignment [201], respectively.

For each one of the employed classification modules, one vector per key-frame
is finally extracted and used as the actual input to the utilized SVM classifier. In
order to increase the computational efficiency, linear SVM classifiers are employed
instead of kernel SVMs that are typically used for this task, while another boost in
time performance is obtained by using only one range file for the classification of the
overall set of concepts (not one range file per concept, as when the algorithm runs for
a small collection of videos). The latter results in a slightly lower detection accuracy,
however reducing by 145 times the needed processing time, which is crucial when the
algorithm is applied on large collections of videos, such as the MediaEval dataset (see
Section 4.5.2). The output of each of the employed classifiers is a Degree of Confidence
(DoC) score for the corresponding concept, which expresses the classifier’s confidence
in this concept being suitable for annotating the current shot. This process is iterated
for each considered concept and for all used modules, and the extracted DoC scores
are averaged to generate the final concept detection score. Finally, a vector of such

scores, where each element of the vector corresponds to a different concept, is the
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system’s output.

This output is converted to RDF and integrated into the Linked TV model via the
LSCOM vocabulary presented in Section 2.4.1. The concepts detected and serial-
ized in RDF are attached to the corresponding media fragments (ma:MediaFragment
instances) through the use oa:Annotations.

3.3.2 Shot Segmentation

The temporal segmentation of the videos into shots is performed using the algorithm
proposed in [194]. This technique extracts visual features, namely color coherence,
Macbeth color histogram and luminance center of gravity, and forms an appropriate
feature vector per frame. Then, given a pair of neighboring (either successive or non-
successive) frames of the video, the distances between their vectors are computed,
composing distance vectors, that are finally evaluated using one or more SVM clas-
sifiers, resulting to the detection of both abrupt and gradual transitions between the
shots of the video. Shot detection accuracy of this techniques over some LinkedTV’s
material has reached a 98.5% accuracy [5]. The resulting Shots are incorporated to
the Linked TV knowledge graph by serializing them as instances of ma:MediaFragment
classes and further annotating them as linkedtv:Shot, where the temporal references
are both present in the URL’s via Media Fragment URI’s specification and explicitly
encoded via nsa:temporalStart and nsa:temporalEnd attributes.

3.3.3 Scene Segmentation

We have considered also scene segmentation annotations based on the algorithm in-
troduced in [166]. While shots are considered as temporal units where there is visual
irruption between frames, scenes are generally longer segments concerning a partic-
ular location and action taking place, so they are significantly more difficult to spot
from a pure visual point of view. The method we have considered groups the shots
of the video (either automatically detected, or predefined as for the MediaEval 2013
Search and Hyperlinking task described in Section 4.5.2) into sets that correspond to
individual scenes of the video, based on the visual similarity and the temporal consis-
tency among them. Specifically, one representative key-frame is extracted from each
shot of the video and the visual similarity between pairs of key-frames is estimated
via HSV histogram comparison. The grouping of shots into scenes is then performed,
by utilizing the two proposed extensions of the well-known Scene Transition Graph
(STG) method [213], which clusters shots into scenes by examining whether a link,
between two shots, exists.

The first extension, called Fast STG, reduces the computational cost of shot group-
ing, by considering shot linking transitivity and the fact that scenes are by definition

convex sets of shots, thus limiting the number of shot pairs whose possible linking
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needs to be evaluated. The latter allows for faster detection of the scene boundaries,
while maintaining the same performance with the original STG algorithm. The sec-
ond extension, called Generalized STG, builds on the former in order to construct a
probabilistic framework, towards multiple STGs combination, alleviating the need for
manual STG parameter selection. As described in [166], this probabilistic framework
can also be used for the realization of a multi-modal approach for scene segmenta-
tion, allowing the fusion of STGs built by considering different forms of information
extracted from the video, such as low level audio or visual features, visual concepts
and audio events. As already happened with Shots, Scenes are incorporated to the
LinkedTV knowledge graph by serializing them as instances of ma:MediaFragment
classes and further annotating them as linkedtv:Scene.

3.3.4 Optical Character Recognition (OCR)

For text localization in pictures and video frames, we employ the algorithm presented
at [179]. The detection is based on color segmentation, using statistical region merg-
ing [130]. For a refined text separation, a Gaussian model is computed based on uni-
form colored connected components. For Optical Character Recognition (OCR), we
employ the widely used tesseract® engine. Results have been serialized as str:String
and attached to particular media fragments via oa:Annotation instances. They have
not been deeply used in our experiments due to the lack of context that those spare
strings sometime have inside the main facts being told in the video, but given its

importance in some cases they are definitely a subject of study for the future.

3.3.5 Face Detection and Tracking

Face analysis starts with face detection, where all frames of the videos are processed
to extract faces. For this task, we use the well-known Viola and Jones’ cascade face
detector [204], or more precisely its implementation in the C++ openCV library as
improved by Lienhart and Maydt [102]. Detection is combined with a skin color
detector [122] for filtering out detections that are not likely to be faces.

The tested framework performs well on images. However, it has to be adapted
to videos and to create face tracks. Under the scope of the LinkedTV project, we
have used the spatio-temporal information in order to smooth the results. Detected
faces are linked with shots using a spatio-temporal matching of faces: if two faces
in adjacent frames are in a similar position, we assume we can match them. Linear
interpolation of missing faces also relies on matching similar bounding boxes in close
but none adjacent frames through a shot. This process enables to smooth the tracking
results and to reject some false positive.

33http://code.google.com/p/tesseract-ocr/
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Results have been converted to RDF according to the LinkedTV model as ex-
plained in Section 2.4.2.2. Faces detected and recognized can be used not only to
support search operations and linking content by individuals being appeared, but
also to reinforce other annotations that are temporally close to the spotted face, like
explained in [180].

3.3.6 ASR on Spontaneous Speech

Spoken content is one of the main sources for information extraction on most au-
diovisual documents. However, manual transcripts of that spoken information is not
always available, so we have to rely on other machine driven techniques like ASR. In
[177], the authors performed a manual ASR transcript evaluation which performed
good on planned speech segments, but rather poor on spontaneous parts which were
quite common in interview situations in the news show scenarios.

Under the scope of the LinkedTV project this algorithm was improved by ex-
tending the training material with new data and adopt new settings for the clarifi-
cation phase. Focusing on german as language, the authors collected and manually
transcribed a huge new training corpus of broadcast video material, with a volume
of approx. 400h and containing roughly 225h of clean speech. The new corpus is
segmented into utterances with a mean duration of 10 seconds and is transcribed
manually on word level. The recorded data covered a broad selection of news, inter-
views, talk shows and documentaries, both from television and radio content across
several stations. Special care was taken in order to ensure the material contains large
parts of spontaneous speech. The effort in acquiring this new training data ended
up making this dataset of the largest corpora of German TV and radio broadcast
material.

This new training material made a revisit of the free speech decoder parameters
necessary, to guarantee optimality. In the literature, these parameters are often either
set empirically using cross-validation on a test set, which is a rather tedious task, or
the default values of toolkits are retained. Few publications analyze the parameter
adaption with automatic methods; among them are [37], using gradient descent, [106],
using large-margin iterative linear programming, or [85], using evolutional strategies.
Since we aim at facilitating the optimization process by employing a fast approach and
therefore enable this step for a wide range of applications, we employ Simultaneous
Perturbation Stochastic Approximation (SPSA) [174] for optimizing the free decoding
parameters and show in [178] that it leads to stable and fast results.

In a nutshell, the algorithm works as follows. For a tuple of free parameters
in each iteration, SPSA perturbates the given values simultaneously, both adding
and subtracting a random perturbation vector for a total of two new tuples. The

gradient at the current iteration is estimated by the difference of the performance
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Table 3.2: WER results on the test corpora, for the SPSA iterations and their re-
spective loss functions. Each optimization on a given loss function has been executed
two times from scratch with 18 iterations to check for convergence.

parameter set WER WER
planned spontaneous
baseline 27.0 52.5
larger training data 26.4 50.0
SPSA 1st run 24.6 45.7
SPSA 2nd run 24.5 45.6

(here measured as word error rate, WER) between these two new tuples, and a new
tuple is then computed by adapting the old tuple towards the gradient using a steadily
decreasing step function. We refer to [178] for further implementation details. For
developing and optimizing those free parameters, we used the aforementioned corpus
from German broadcast shows, which contains a mix of planned (i.e., read news) and
spontaneous (i.e., interviews) speech, for a total of 2,348 utterances (33,744 words).
For evaluation, we test the decoding performance on the news show content, sep-
arated into a planned set (1:08h, 787 utterances) and a spontaneous set (0:44h, 596
utterances). The results are listed in Figure 3.2. Here, it can be seen that while the
performance for planned speech improved by 2.5% absolute (9.3% relative) in terms
of WER, spontaneous speech segments now have a WER of almost 7% lower (13.3%
relative) than the original baseline, which is quite a nice advance in the ASR quality.
Such promising results, combined with the power of NERD to analyze prune error
texts, have turn ASR results in a crucial technique for having semantically annotated
raw videos that have not been manually transcribed or annotated by any means.

3.3.7 Fast Object Re-detection

We have also considered a semi-automatic annotation of the video based on the
re-detection of specific objects of interest selected by a video editor so that, e.g., in-
stances of the same painting in a culture heritage show can be identified and tracked
throughout the movie, allowing to automatically show to the viewer timely descrip-
tions or related information.

We detect instances of a manually pre-defined object of interest O in a video V
by evaluating its similarity against the frames of this video, based on the extraction
and matching of of SURF (Speeded UP Robust Features) descriptors [11]. The
time performance of the method is a crucial requirement, since the object-based
video annotation will be handled by the editor. A faster than real-time processing is
achieved by combining two different strategies: (a) exploit the processing power of

the modern Graphic Processing Units (GPUs) and (b) introduce a video-structure-
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based frame sampling strategy that aims to reduce the number of frames that have
to be checked.

The algorithm utilizes the analysis results of the shot segmentation method of [195],
which can be interpreted as a matrix S where its i-th row S; j, 7 = 1,...5 contains the
information about the i-th shot of the video. Specifically, S; 1 and S; 2 are the shot
boundaries, i.e. the indices of the starting and ending frames of the shot and S; 3,
Si 4, Si 5 are the indices of three representative key-frames of this shot. By using this
data, the algorithm initially tries to match the object O with the 5 frames of the i-th
shot that are identified in matrix S (i.e. S;;,7 = 1,...5), and only if the matching is
successful for at least one of these frames it proceeds with comparing O against all
the frames of that shot. It then continues with the key-frames of the next shot, until
all shots have been checked. Following this approach the algorithm analyses in full
only the parts (i.e. the shots) of the video where the object appears (being visible in
at least one of the key-frames of these shots) and quickly rejects all remaining parts
by performing a small number of comparisons, thus leading to a remarkable acceler-
ation of the overall procedure. More details on our object re-detection approach can
be found in [4].

Our experiments on the object re-detection technique, using objects and videos
from the LinkedTV dataset, show that the algorithm achieves 99.9% Precision and
87.2% Recall scores, identifying successfully the object for a range of different scales
and orientations and when it is partially visible or partially occluded (see for example
Fig. 3.5), while the needed processing time using a modest modern PC (e.g. having
an Intel i7 processor, 8GB RAM memory and a CUDA-enabled GPU) is about 10%
of the video’s actual duration, thus making the implemented technique an efficient
tool for fast and accurate instance-based annotation of videos.

3.3.8 Towards Localized Person Identification

One of the issues of developing a good face recognition approach is to have an ad-
equate database containing the instances to be recognized. This requires an high
editorial effort as described in [177], where authors highlight the challenge of obtain-
ing a reasonable person identification database for a local context. To overcome this
issue in the news domain we have experimented with the following hypothesis: for
most news shows, banner information is shown whenever a specific person is inter-
viewed. Manually checking videos of one show over the course of two months, seems
reasonable to assume that (a) the banner is only shown when the person is speaking,
and (b) mostly (but not always) only this single person is seen in these shots. We
can thus use this information for speaker identification and face recognition (see Fig-

ure 3.6 for a graphical representation of this workflow).
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Figure 3.5: Object of interest (top row) and in green bounding boxes the detected
appearances of it, after zoom in/out (middle row) and occlusion-rotation (bottom
row).

We tested this approach over 50 episodes of the show “Brandenburg aktuell”**, 30
minutes length each. Every single show contains on average around seven interviewed
persons with their name contained in the banner. Since the banner will be always
at a certain position, Optical Character Recognition (OCR) heuristic using tesseract
[169] was applied: we check each screen-shot made every half second and decide that
a name is found whenever the Levenshtein distance over three consecutive screen-
shots is below 2. On manually annotated 137 screen-shots, the character accuracy
is at convenient 97.4%, which further improves to 98.4% when optimizing tesseract
on the shows font, using a distinct training set of 120 screen-shots. The results of
this visual techniques is not materialized in form of annotations about the video, but
are intended to improve the quality of the face recognition results already covered in

3%http:/ /www.rbb-online.de/brandenburgaktuell /
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Figure 3.6: Workflow for a an automatically crawled person identification database,
using news show banner information

previous subsections.

3.3.9 From Visual Cues to Detected Concepts

Different visual annotations such as concept detected in shots has been probed to
be valuable for different operations over the video, such as hyperlinking (see Sec-
tion 4.5.2). However, running those techniques over the content is expensive in terms
of time and processing resources, making this task impossible to perform when the
corpora is too big or we need results in real time with no preprocessing phase allowed.
Also, sometimes we need to describe pure textual resources in term of the same vi-
sual cues so we can map them with relevant videos annotated with concepts. Even
this situation is expected to be alleviated in the future, thanks to better perform-
ing hardware and more advanced techniques in the field, we have tackled this issue
by generating those visual concepts by starting from more lightweight text-based
techniques like keyword extraction. The objective is to link certain tags to visual
concepts via the semantic knowledge available in certain knowledge bases. Taking as
input raw text accompanying the analyzed video, we have run keyword extraction
operations using Alchemy API*°. We have then aligned every spotted keywords with
a subset of LSCOM concepts (more than one hundred items from TRECVID 2012
SIN task) by using a semantic word distance based on Wordnet synsets [103]. This
way, certain keywords like “car” or “bicycle” can be used to derive visual concepts
like “lscom:vehicle”. The output of this algorithm includes two items per concept
detected: the confidence score, which helps to decide how close a visual concept is
related to a keyword, and the relevance, which gives an idea of the importance of a
certain concept inside the scope of the text submitted. Manual evaluations lead us
to discard concepts when the confidence score was below 0.7 [159]. The usefulness of
such approach has been initially probed by the good results obtained in MediaEval
2013 explained in Section 4.5.2, where the initial anchors raising the corresponded
queries did not bring any visual cues that allow us to adequately bring in related

35http://www.alchemyapi.com/
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video results.

3.4 Summary

In this Chapter we have reviewed different automatic annotation techniques for pop-
ulating the multimedia knowledge model presented in previous Chapter 2. We have
focused mainly in text based approaches working over subtitles, including Named
Entity Extraction and Named Entity Expansion. But we have also considered differ-
ent visual analysis algorithms, whose results are equally incorporated into the model
for providing a more adequate description of the multimedia content.

Those annotations are attached to the corresponding media fragments so other
applications consuming the multimedia content can rely on them for providing ad-
vanced features such as the ones we will describe in next Chapter 4. Named Entities
are disambiguated in resources on the Web always that possible, so they become
anchors from the fragments to knowledge bases like DBpedia where we can discover
implicit relations between those entities and even the reasons behind those relations,
so what is being told in the video can be better understood. Visual annotations can
complement and refine such text based annotations in what are called multimodal
approaches. Those hybrid techniques are still a domain to be further explore but our
initial experiments in Section 4.5 have probed that they have a great potential when
we apply them in operations like hyperlinking.

Finally, the annotations covered in this Chapter are mainly focusing in what is
being explicitly described in the video, but the research direction taken with Named
Entity Expansion exemplifies how the approaches solely relying on the analyzed docu-
ment are often not enough for describing particular aspects requiring a contextualiza-
tion. News is one of those scenarios where the lack of a valid background information
prevent us to precisely interpret what has been told in the items. In Part II we will
study how, using at starting point the results from Entity Expansion we can get to
recreate the big picture of the events being described and significantly improve the

way viewers consume those items.



CHAPTER 4

Exploiting Annotated Media
Fragments

4.1 Introduction

Having the multimedia content represented according to the Web of Data compli-
ant model presented in Chapter 2, segmented in fragments with different levels of
granularity by relying on the metadata offered by the content publishers or in visual
techniques introduced in Section 3.3, and having those fragments annotated accord-
ing to different techniques leveraging on text and visual dimensions as explained in
Chapter 3, the next step is to exploit this multimedia descriptions in order to im-
plement advanced operations leveraging on them, which can make a difference in the

way we consume audiovisual information.

Having the content annotated according to widely used vocabularies makes easier
o fetch other relevant resources from the Web to also rely on, opening the window to
a new set of possibilities: more precise reasoning over the knowledge, bringing more
information to the context of the video by enriching it with other resources (see Sec-
tion 4.2), further promote and refine the most prominent fragments and annotations
(see Section 4.3), classify video in an automatic fashion (see Section 4.4), or finding
hyperlinks inside a collection of fragments in a multimodal way (see Section 4.5).

4.2 Media Fragment Enrichment

Media fragments annotated with different techniques described in Chapter 3 can be
associated with other media content that further illustrates what is being told in
them. The nature of the related content that can be attached to the seed fragments
can be diverse: social items being shared in different online platforms, blog posts
generated by users about the same matter being discussed in the original video,
curated journal articles giving a more professional point of view about the facts, or
other pictures and media fragments belonging to different sources. In this section we

show different approaches to perform this enrichment process.
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4.2.1 Enriching Fragments with Social Media Content

The widespread availability of mobile phones with higher resolution cameras has
transformed citizens into media publishers and witnesses, who feel keen to comment
and share event-related media on social networks. Some examples with global impact
include the shootings in Utgya, which first appeared on Twitter, the capture and
arrest of Muammar Gaddafi, which first appeared on YouTube, or the emergency
ditching of a plane in the Hudson river, which first appeared on Twitpic. Some
news agencies' have even specialized in aggregating and brokering this user-generated
content. In this section, we illustrate an approach for retrieving all those event-related
media items that are being published by users on several social networks, that has
been published in [148, 116, 181].

4.2.1.1 Social Networks

A social network is an online service or media platform that focuses on building and
reflecting social relationships among people who share interests and/or activities.
The boundary between social networks and media platforms is rather blurry. Several
media sharing platforms, such as YouTube, enable people to upload content and
optionally allow other people to react to this content in the form of comments, likes
or dislikes. On other social networks (e.g., Facebook), users can update their statuses,
post links to stories, upload media content and also give readers the option to react.
Finally, there are hybrid clients (e.g., TweetDeck for Twitter using Twitpic) where
social networks integrate with media platforms typically via third party applications.
Therefore, we consider three types of support of media items with social networks:

o First-order support: The social network is centered on media items and posting
requires the inclusion of a media item (e.g. YouTube, Flickr);

e Second-order support: The social network lets users upload media items but it
is also possible to post only textual messages (e.g. Facebook);

e Third-order support: The social network has no direct support for media items
but relies on third party application to host media items, which are linked to the
status update (e.g. Twitter before the introduction of native photo support).

We consider 12 different social networks that all have powerful and stable APIs
and, together, represent the majority of the market. The criteria for including media
sharing platforms follow a study performed by the company Sysomos, specialized in
social media monitoring and analytics [95]. Table 4.1 lists these platforms according
to the categorization defined above.

Ye.g. Citizenside (http://www.citizenside.com)
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Social Network

URL

Category

Comment

Google+
MySpace
Facebook

Twitter

http://google.com/+
http://myspace.com
http://facebook.com

http://twitter.com

second-order
second-order
second-order

second-/third-order

Links to media items are returned via
the Google+ API.

Links to media items are returned via
the MySpace API.

Links to media items are returned via
the Facebook API.

In second order mode, links to media
items are returned via the Twitter API.
In third order mode, Web scraping or
media platform API usage are neces-
sary to retrieve links to media items.
Many people use Twitter in third order
mode with other media platforms.

Instagram
YouTube
Flickr

MobyPicture

Twitpic

img.ly

Lockerz

yfrog

http://instagram.com
http://youtube.com
http://flickr.com

http://mobypicture.com

http://twitpic.com

http://img.ly

https://lockerz.com/

http://yf