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Abstract— We consider the two-user MISO broadcast channel
where the transmitter has imperfect knowledge on the current
channel state, in addition to delayed channel state information.
The degree of freedom region is completely characterized. The
optimal scheme smoothly bridges between the scheme recently
proposed by Maddah-Ali and Tse with no current state informa-
tion and a simple zero-forcing beamforming with perfect current
state information. The essential ingredients of this scheme lie in
the quantization and multicasting of the overheard interferences,
while broadcasting new private messages.

I. INTRODUCTION

In this paper, we consider the two-user MISO broadcast
channel, where the transmitter equipped with m antennas
wishes to send two private messages to two receivers each with
a single antenna. The discrete time signal model is given by

yr = hiz, + e

H
2t =gy Ty + Wy

for any time instant ¢, where h;, g; € C™*! are the channel
vectors for user 1 and 2, respectively; &, w; ~ N¢ (0,1) are
normalized additive white Gaussian noise (AWGN) at the
respective receivers; the input signal x; is subject to the power
constraint E (”.’Et”Q < P,Vt.

For the case of perfect CSIT, the optimal degrees of
freedom (DoF) of this channel is two and achieved by linear
strategies such as zero-forcing (ZF) beamforming. When
the transmitter suffers from constant inaccuracy of channel
estimation, it has been shown in [1] that the degrees of freedom
per user is upper-bounded by % It is also well known that the
full multiplexing gain can be maintained under imperfect CSIT
if the error in CSIT decreases as O(P ') or faster as P grows
[2]. Moreover, for the case of the temporally correlated fading
channel such that the transmitter can predict the current state
with error decaying as O(P~%) for some constant « € [0, 1],
ZF can only achieve a fraction o of the optimal degrees of
freedom [2]. This result somehow reveals the bottleneck of
a family of precoding schemes relying only on instantaneous
CSIT as the temporal correlation decreases (o — 0). Recently,
a breakthrough has been made in order to overcome such
problem. In [3], Maddah-Ali and Tse showed a surprising result
that even completely outdated CSIT can be very useful in terms
of degree of freedom, as long as it is accurate. For a system
with m > 2 antennas and two users, the proposed scheme in
[3], hereafter called MAT, achieves the multiplexing gain of
% per user, irrespectively of the temporal correlation. Despite
its DoF optimality, the MAT scheme is designed assuming
the worst case scenario where the delayed channel feedback
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provides no information about the current one. This assumption
is over pessimistic as most practical channels exhibit some
form of temporal correlation. In fact, it readily follows that a
selection strategy between ZF and MAT yields the degrees of
freedom of max{a, 2} for o € [0,1]. For either quasi-static
fading channel (o > 1) or very fast channels (¢« — 0), a
selection approach is reasonable. However, for intermediate
ranges of temporal correlation (0 < o < 1), a fundamental
question arises as to whether a better way of exploiting both
delayed CSIT and current (imperfect) CSIT exists. Studying
the achievable DoF under such CSIT assumption is of practical
and theoretical interest. In [4], a simple strategy (Scheme I) that
combines the ZF precoding, based on the imperfect current state
information, and the MAT alignment, based on the perfect past
state information. The main role of current CSIT is to reduce,
via spatial precoding, the overheard interference power in the
original MAT alignment. This power reduction then enables, via
source compression/quantization, to save the resources related
to the transmission of the overheard interference. This scheme
achieves the symmetric DoF of
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that is strictly better than both the MAT alignment and ZF
precoding for « € (0, 1). The key of this scheme is the digitized
transmission of the overheard interference, which replaces the
analog one initially considered in the MAT alignment. Despite
its suboptimality as it will turn out, it is the indispensable basis
for the new optimal scheme.

The main contributions of this work are summarized as
follows. We establish an outer bound on the DoF region of the
two-user broadcast channel with perfect delayed and imperfect
current state information. The outer bound turns out to be a
source of inspiration of our optimal scheme. Based on Scheme I
and motivated by the outer bound, we propose an optimal
scheme (Scheme II) that achieves the upper bound of the DoF
2+«

3 3
given by the converse. The enhancement is built on the
observation that the second phase of Scheme I, i.e., multicast,
does not exploit current CSI. This can be improved by sending
two new private messages alongside the common message on
the overheard interference.

Due to the page limits, detailed proofs are omitted and
available in the full paper [9]. At the time of submission of
the full paper, parallel independent work [10] was brought to
our attention which also builds on the results of [4].

dscheme 1 = a€0,1]
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II. SYSTEM MODEL AND MAIN RESULTS

Definition 1 (channel states): The channel vectors h; and
g; are called the states of the channel at instant ¢. For simplicity,
we also define the state matrix S; as S; £ {Z,ﬂ €Ss.

The assumptions on the fading process and the knowledge
of the channel states are summarized as follows. Possible
relaxations of the assumptions are discussed in [9].

Assumption 1 (perfect delayed and imperfect current CSI):
At each time instant ¢, the transmitter knows the delayed
channel states up to instant ¢ — 1. In addition, the transmitter
can somehow Aobtain an estimation St of the current channel
state Sy, i.e., h; and g; are available to the transmitter with

hi=hi+hy, g =g:+ g
where the estimate ilt (also g;) and estimation error hy (also
g;) are uncorrelated and both assumed to be zero mean with
covariance (1 — 02)IL,, and o°1,,, respectively, with o2 < 1.
The receivers knows S; € § and S’t € § without delay.

For simplicity and tractability, we have the following
assumption on the fading process.

Assumption 2 (Rayleigh fading): The processes {S’t} and
{S't} are independent, stationary, and ergodic. For each t, the
entries of S, are ii.d. N¢ (0,1 —o?) distributed while the
entries of Sy are i.i.d. N¢ (0,0?) distributed. Moreover, we
assume the Markov chain (8?71, St 1) «+ S, < S, Vt.

Without loss of generality, we can introduce a parameter
ap > 0 as the power exponent of the estimation error!

N é_log(az)
P logP -~

The parameter acp can be regarded as the quality of the current
CSI in the high SNR regime. Note that ap = 0 corresponds
to the case with no current CSIT at all while ap —
corresponds to the case with perfect current CSIT. In addition,
we assume that Plirn ap exists and define a £ limp_, oo @ p.

Hereafter, we useﬁgzo instead of ap, whenever confusion is
unlikely. The main result of this paper is stated below.

Theorem 1: In the two-user MISO broadcast channel with
delayed perfect CSIT and imperfect current CSIT, the optimal
degrees of freedom region is characterized by

dy <1 (3a)
dy <1 (3b)
di +2ds <2+« 3c)
2dy +dy <2+ a. (3d)

From the Theorem, we observe that the region collapses to the
MAT region [3] when the quality of current CSIT is poor (o —
0), whereas it grows smoothly towards the DoF region with
perfect CSIT with increasing «. The next three sections are

devoted to proving the Theorem. We start with the achievability.

I Throughout the paper, logarithms are in base 2.

III. ACHIEVABILITY: A SIMPLE SCHEME
A. MAT alignment revisited
In the two-user MISO case, we consider the following variant

of the MAT alignment presented in [3].

i =u+v xy =[hiv 0" 3 =[giu 0]
y1 = hi(u+v)

21 = gi(u +v)

Ys = h31g;'u

H
Z3 = g31g91u

Y2 = h21hTU

"
Z = 921h1U

where x; € C™ ! gy, 2, € C are the transmitted signal,
received signal at user 1, received signal at user 2, respectively,
at time slot ¢; u,v € C™*! are useful signals to user 1 and
user 2, respectively; for simplicity, we omit the noise in the
received signals. In the first slot, the transmitter sends the
private signals to both users by simply superposing them. In
the second slot, the transmitter sends the interference overheard
by receiver 1 in the first slot. The role of this stage is two-fold:
resolving interference for user 1 and reinforcing signal for
user 2. In the third slot, the transmitter sends the interference
overheard by user 2 to help both users the other way around.
In summary, this variant of the MAT consists two phases:
1) broadcasting the private signals, and ii) multicasting the
overheard interference, i.e., hjv and g}u. For each user, the
useful signal lies in a two-dimensional subspace while the
interference is aligned in a one-dimensional subspace. It readily
follows that the variant enables each user to achieve two degrees
of freedom in the three-dimensional time space

B. Integrating the imperfect current CSI

Based on the above variant of the MAT scheme, the following
two-stage scheme, called Scheme I, was proposed in [4]. As it
is an important building block of the new scheme, we briefly
review the key ingredients in the follow. Since only h; and g;
are involved below, we drop the time indices for convenience.

Phase 1 - Precoding and broadcasting the private signals:
As in the above MAT variant, we first superpose the two private
signals as * = u + v, except that v and v are precoded
beforehand. The precoding is specified by the covariance
matrices Q,, 2 E(uu") and Q, = E (vv") that may
depend on the estimates of the current channel. The power
constraint is respected by choosing Q. and Q, such that
tr (Qu) +1r(Q,) < P.

Phase 2 - Quantizing and multicasting the overheard
interference : As the second phase of the MAT variant, the
objective of this phase is to convey the overheard interferences
(h"v, g"u) required by both receivers. However, unlike the
original MAT scheme (4) where these symbols are transmitted
in an analog fashion, we quantize them and then transmit
the digital version. The number of quantization bits depends
naturally on the interference power that is related to the quality
of the state information. For convenience, we define 7, £ hHyp,
ne 2 g"u, and § 2 (11, 72). Note that for a given channel
realization, the average power of 1; and 7y are

07271 2 h"Q,h and 0312 £ 3"Qug.



Assume that an R,, -bits quantizer is used for ny, £ =1, 2.
Me = Tk + A

where 7, and Ay are the quantized value and the quantization
noise with average distortion E (| A[?)
tively. The index corresponding to 1§ £ (), 1)), represented
in R,, £ R,, + R,, bits, is then multicast to both users.

Decoding: Each user first tries to recover (71, 72). If this
step is done successfully, receiver 1 has

y=h"u+mn +e
o= — A
flz = N2 — A2 = g'u — Ay

from which an equivalent m x 2 MIMO channel is obtained

~ A yfﬁl €+A1
= R :S
o2 [0 s [24)]

where the noise b = [¢ + A; — Ay]" depends on the input
signals in general. Similarly, if receiver 2 can recover (1), 7)2)
correctly, then the following term is available

~ A m —Aq
- ol

. ] =Sv+ {
Z =12 w
In order to finally recover the message, each user performs

conventional MIMO decoding of the above equivalent channel.

C. Achievable degrees of freedom

Let Rmimo,» Ry, and Rmc be the average MIMO rate for each
user, the quantization rate for i, and the multicast rate of the
channel, respectively. It is obvious that the average symmetric
rate of Scheme I is given by Mﬁ% In the rest of the
section, we show the following rates

Rme =log P+ O(1)
R, =2(1-a)log P+ O(1)
Rmimo = (2 - a) log P+ O(1)

(5a)

of the achievable DoF i 1s the following. By properly designing
the precoding covariance matrices as well as the quantization,
one can shorten the transmission duration by 2« channel uses
at the price of a pre-log loss of « in total. Since we need to
show the achievability for any m > 2, it is enough to consider
the case m = 2. We fix the parameters of Scheme I as follows:

o We send two streams per user in two orthogonal directions:
Qu="PY; +PY;, Q,=PY;, +RY; (6)

where \I’g = % and ‘I’gL, ‘I’ﬁ’
defined with x* being any nonzero vector such that
izt =0.

o The transmitted power in the direction of estimated
channel is such that P, ~ P1=% while the transmitted
power in the orthogonal direction is Py = P — P, ~ P.

e The distortions D and D5 are set to the noise level, i.e.,
Dy =Dy =1~ P°

and ¥, are similarly

= Dy, k = 1,2, respec-

First, (5a) is achievable by using any DoF optimal single user
code. Second, we can upper-bound the quantization rate Iz, as

h"Qyuh 9"Qug
o <2 (1o (M52 ) ) -2 (e (4522
< log (E (h"Qyh)) + log (E (9"Qug))
= 2log (E(9"Qu9)) (7)
= 2log (E(9"Qug) + E(4"Qug)) (8)
<2log (PU + RE(g ‘Ilgg))
< 2log (Po® 4 2Py(1 — 0%))
=2(1—a)logP +0O(1)

where the first inequality is from the rate-distortion theorem
and by saying that Gaussian source is the hardest to compress
[5]; the second inequality is from the concavity of the log
function; (7) is from the symmetry between the channels and
between the strategies; (8) is from (6). Finally, we lower-bound
the MIMO rate Rmjmo of user 1 as

—E (
—E(h S )—h(SU|f/))
) (h(SU) h(E+ Ay, —As| Y))
> E(h(SU) — h(E + Ay, —Ay)) ©)
> E (log det (SQ.S") — log(1 + D;) — log(D3))

= log(P1 %) + O(1)
=(2—a)log(P)+ O(1)

where (9) holds since conditioning reduces differential en-
tropies; the last inequality follows because w is Gaussian, and
that £ + A; and A, are independent with the corresponding
differential entropy maximized by Gaussian distribution.

IV. CONVERSE

In this section, we establish the converse proof of the main
result. Before going into the details, we would like to point out
the essential elements of the upcoming proof: 1) Genie-aided
model to construct a degraded broadcast channel, as in [3];
2) Extremal inequality to bound the weighted difference of
differential entropies [6]; 3) Isotropic property of the channel
uncertainty to upper-bound the pre-log factor.

First, let us first consider the genie-aided model where the
genie provides z; to user 1 at each time instant ¢. This is a
degraded broadcast channel X > (Y, Z) <> Z. Therefore, we
have the following upper bounds on the rates (R, R2):

nRy < H(Wy)
= H(W,|S",5")
= I(Wy; Y™, Z™ [ S™, 8™) + ne,
< I(Wy; Y™, Z% Wo | 8™, 8™) + ne,
= I(Wy; Y™, Z" | S™, 8™, Wa) + ney,



=3 I(WyY;, Zi | Y, 2071, 87 8™ Wa) + ney

i=1
n

é ZI(XwY;a Zl | Yi_lv Zi—175n751n’W2) + nenp

i=1
n

= I(X3Y, Zi |V 2071, ST 8T W) + ney,

=1
n

= (Y, Zi| YT 2,8, 5 W)
=1

- h(}/;a Zz |XiaYi713 Ziila Sia Si7W2) + nep

=Y h(Yi, Zi | T;, Si) — h(E;, %) + ne,

=1

< h(Yi, Zi | Ty, Si) + nen
=1

nR2 S H(Wz)
< I(Wo; Z™ | S",Sm) + ne,

(10)

= I(Wy; Z;i| 271,57, 57) + e
1=1
<Y W(Zi|Si) = h(Zi | YT 20 S, 5T W) + ne

%
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—
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hZ;|S;) — hZ; | T;, S;) + ne (11)

-
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_

where we defined T; £ (Vi1 Zi=1 §i=1 §i W,); we also
used the fact that the differential entropy of the AWGN
h(E;,Q;) > 0. Note that the above chains of inequalities
follow closely Gallager’s proof for the degraded broadcast
channel [8] (also see [5]), with the integration of the channel
states. From (10) and (11), we have

n(Ry+2Ry) <> (h(Yi, Zi| T}, S5)
1=1

—2h(Z; | Ti, Si) + 2h(Z; | Si)) + 3nen.  (12)

Now, we can have an upper bound for each . First, we have

max 2h(Z;|S;) < 2Eg, <

Pr; Px; 1,

max h(gi'X; + El))
X;1Gi=g;

< 2Eg, (log(1 + Pllg:[*))
<2log P+ O(1) (13)
where we used the fact that Gaussian distribution maximizes
differential entropy under the covariance constraint, that
the logarithmic function is monotonically increasing, and
Cov(X;|g:) = Cov(X;) = PI. Then, another bound is
(h(Y:, Zi | T3, Si) — 2h(Z; | T}, Si))

max
T; Px;m;

<E

R X H .
3, (K:Kg{)l,?r}((K)ngS”Si (log(1 + h{Kh;)

—log(1+gi{Kg;))) (14)

which can be shown using essentially the extremal inequality
[6], [7]. Details of the proof are given in [9].

Lemma 1 ([9]): For any given K > 0 with eigenvalues
AL > - > Ay >0, we have

Eg, s, (log(1 + hiKh;)) <log(1+ [[h[|*A1) + O(1)

Eg. s (log(1 4 gi'Kg;)) > log(1 +e "0?)\;) + O(1)
where ~ is Euler’s constant.
Without loss of generality, we consider o > 0 in the following.
From Lemma 1,
Eg, s, (log(1+ hiKh;) —log(1 + g;Kg;))

1+ [|h]|* M

——— 4+ 01
14+e 02\ +0()
[[hil?

< log (1 + 6_702> +0(1)

< —log(c?) + log (67’70'2 + ||sz||2) + O(1) (16)

<log

5)

where (15) is from the fact that log ﬁ‘gi <log(1+%).Va,z >

0, b > 0. Note that this upper bound does not depend on K.
From (14) and (16) and by noticing that 02 < 1, we have

p, max (h(Y3, Zi | T3, Si) — 2h(Z; | T3, Si))
T £ X41|T;
<alog P +Eg, (1og (ef7 + ||hi||2)) +o(1)
=alog P+ O(1). a7

From (12), (13), (17), and letting n — co, we have
R+ 2Ry < (2 + a) log P + O(l)

from which we obtain (3c) by dividing both sides of the above
inequality by log P and let P — oco. Similarly, from (11), (13),
and letting n — oo, we have Ry < log P + O(1), from which
we obtain the single user bound (3b) by dividing both sides of
the above inequality by log P and let P — oo. To obtain (3d)
and (3a), we can use the genie-aided model in which receiver 2
is helped by the genie and has perfect knowledge of y;. The
converse proof is complete.

V. ACHIEVABILITY: CLOSING THE GAP

A. Inspiration from the upper bound

Let us compare the achievable symmetric DoF of Scheme I
with the upper bound:
2 —a+2x
3—2a+2a’

2 -« 2+a
390 versus 5 =
A natural question arises. Can we convey 2ac more symbols by
extending the transmission by 2« channel uses, i.e., in total
over three channel uses? We recall that the time saving of 2«
channel uses has been made possible by exploiting the current
CSIT during the first phase (of broadcasting). The comparison
above reveals that Scheme I can be possibly enhanced if we
exploit the current CSI during the multicasting phase as well.




B. Enhanced scheme

The key element of the new scheme is broadcasting with
common message in the presence of imperfect CSI.

Lemma 2 (broadcast channel with common message): Let
(Ro, Ry, R2) be the rate of common message, private message
for user 1, and private message for user 2, respectively.
Furthermore, we let (dy,d;,ds) be the corresponding DoF.
Then, there exists a family of codes {Xo, Xy 1, Xp 2} p, such
that the following is achievable simultaneously

d():l—oz, dldeZOZ.

Proof: A sketch of proof is as follows, with more details
given in [9]. Let us consider a single channel use with a
superposition scheme: * = x. + T,1 + xp2 with precoding
such that E (z,12%) = 22¥,. and E (z,0ah,) =
We set the power P, ~ P such that the private signals are
drowned by noise at the unintended receivers while remain the
level P at the intended receivers. The power of the common
signal is P, = E (||@.||?) ~ P. The decoding is performed as
follows. At each receiver, the common message is decoded
first with the private signals treated as noise. The signal-to-
interference-and-noise ratio (SINR) is approximately P./P, ~
P1=2, from which the achievability of dy = 1 — « is shown.
Then, each receiver proceeds with the decoding of their own
private messages, after removing the decoded common message.
The SINR for the private message being approximately P,
dy, = « is thus achievable for user k, k =1, 2. [ |

It is now clear that we can trade o of common degrees of
freedom for 2« private degrees of freedom. Therefore, Scheme I
can be improved by modifying the second phase of the protocol.
The new scheme (called Scheme II) is described as below.

1) The first phase of Scheme II is identical to the first phase

of Scheme I: * = u + v with the same precoders.

2) As in Scheme I, the quantized version ) £ (7j;,72) of

the interferences 7; and 7 is coded in approximately

2(1 — &) log P bits. However, instead of being sent in a

reduced duration of 2(1 — «) channel uses, these bits are

sent in 2 channel uses with the code Gy, as the common
message for both users. Meanwhile, a new message of
alog P bits per channel use is sent to user k, as the

private message of with codebook X, 1, k =1, 2.

3) To decode, each receiver starts from the received signal at

the second phase. First, according to Lemma 2, the private

and common messages can be decoded reliably. Then, 7

is restored in exactly the same manner as in Scheme I.

Finally, the MAT part of (2 — «) log P bits can also be

recovered reliably.

Therefore, in three channel uses, 2o + 2 — a = 2 + o DoF is
achieved, yielding a DoF per channel use of HTO‘

Note that the region given by (3) is a polygon characterized
by the vertices: (0,1), (o, 1), (282, 25%) (1,a), (1,0).
Obviously, Scheme II achieves the symmetric point. From
Lemma 2, we can see that by making the common message
as the private message of one of the users, we achieve (1, a)
and («,1). Therefore, by time sharing, the whole region is
achievable. In Fig. 1, we compare the DoF of different schemes.

PP
¥

Symmgtric DoF
[

Fig. 1. Comparison of the achievable DoF between the proposed scheme
and the zero-forcing and MAT alignment as a function of a.

The scheme “SC+ZF” (superposition coding and ZF precoding)
is from equally time sharing between the corner points (1, a)
and (a, 1). Note that when « is close to 0, the estimation of
current CSIT is bad and therefore useless. In this case, the
optimal scheme is MAT [3], achieving DoF of % for each user.
On the other hand, when o > 1, the estimation is good and the
interference at the receivers due to the imperfect estimation is
below the noise level and thus can be neglected as far as the
DoF is concerned. In this case, ZF with the estimated current
CSI is asymptotically optimal, achieving degrees of freedom 1
for each user. Our result reveals that strictly larger DoF than
max{%7 a} can be obtained by exploiting both the imperfect
current CSIT and the perfect delayed CSIT in an intermediate
regime « € (0,1).
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