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Abstract—We consider the Broadcast Channel (BC), or in
other words the multi-user (MU) downlink in a cell with a base
station equipped with multiple antennas and mobile terminals
equipped with a single antenna (MU-MISO case). It is well-
known that user selection not only leads to multi-user diversity
but also to decreased suboptimality of simple beamforming (BF)
techniques compared to optimal Dirty Paper Coding (DPC)
approaches. User selection by exhaustive search can be simplified
to greedy approaches, in which one user gets added at a time.
We review DPC-style and BF-style greedy user selection (GUS),
which are developed with DPC or BF transmitters in mind. We
introduce a new interpretation of the BF-style user selection
criterion, which corresponds to a new approximate criterion that
becomes more accurate for a large user pool. This new criterion
allows interpretation and comparison of the respective roles of
channel strength and orthogonality in DPC-style and BF-style
selection.

I. INTRODUCTION

The Multiuser MIMO Broadcast Channel (MU-MIMO BC)

has been one of the most investigated subjects in the literature

on wireless communications due to the high potential it offers

in improving the system throughput. Information theory has

shown that the capacity of MU-MIMO channels could be

achieved through dirty-paper coding (DPC) [1]–[3]. However,

DPC is difficult to implement and computationally complex.

Some suboptimal linear beamforming algorithms exist and can

be divided into two main families: the iterative [4]–[8] and the

closed form (CF) solutions [9]–[13].

These solutions can also be differentiated according to

the number of streams allocated per user. In fact, there are

precoders that can not support more than one stream per user

even if the system is not fully charged. Such precoders have

been proposed and widely studied in [6], [7], [9]–[12].

Some multi-stream precoding solutions have nevertheless

been proposed such as in [13], [14]. To the best of our

knowledge, the best linear CF precoder present in the liter-

ature is the so called ZFDPC-SUS (zero forcing DPC with

successive user selection) that has been proposed in [13],

[15]. This precoding technique is based on the selection of

semi-orthogonal users based on the SVD of their respective

channels. Another interesting multi-stream technique is the
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one presented in [14] based on the Signal to Leakage plus

Noise Ratio (SLNR) maximization. This technique offers some

advantages as the channel knowledge can be relaxed to only

covariance matrix information. On the other hand the solution

proposed in [14] imposes prefixing the stream distribution.

In reality, dk streams can be allocated to user k respecting

two main constraints: dk ≤ min(Nk, Nt) constraining the

maximum number of streams per user (1 in the MISO case),

and d =
∑K

k=1 dk ≤ min(
∑K

k=1 Nk, Nt) constraining the

total number of streams allocated by the base station (BS).

The allocation of these streams could be done such as to

maximize the total sum-rate (SR). A second crucial point in

SR maximization is finding the optimal power distribution over

the selected streams.

II. SYSTEM MODEL

We consider a MISO BC (Multi-User MISO downlink)

with Nt transmit antennas, K users with Nk = 1 receiving

antennas and assume perfect channel state information (CSI).

The transmit power constraint is P , the white noise variance

is σ2 = 1 at all receivers. Hk, Gk, Fk denotes the MIMO

channel, the transmitter (Tx) and receiver (Rx) filters for user

k, respectively. The received signal is given by

yk = Hkx + zk = Hk

K∑

i=1

Gisi + zk (1)

or

Fk
︸︷︷︸

dk×Nk

yk
︸︷︷︸

Nk×1

= Fk
︸︷︷︸

dk×Nk

Hk
︸︷︷︸

Nk×Nt

K∑

i=1

Gi
︸︷︷︸

Nt×di

si
︸︷︷︸

di×1

+ Fk
︸︷︷︸

dk×Nk

zk
︸︷︷︸

Nk×1

.

Then

Fkyk = FkHkGksk
︸ ︷︷ ︸

useful signal

+

K∑

i=1,i6=k

FkHkGisi

︸ ︷︷ ︸

inter-user interference

+ Fkzk
︸︷︷︸

noise

.

Christensen et al [16] showed that the use of linear receivers

in MIMO BC is not suboptimal (full CSIR, as in SU MIMO):

prefiltering Gk with a Nt × dk unitary matrix makes the

interference plus noise prewhitened channel matrix - precoder

cascade of user k orthogonal (columns).



III. MOTIVATION

Optimal MIMO BC design requires DPC, which is signifi-

cantly more complicated than BF. User selection allows

• improvement of the rates of DPC,

• the rates of BF to be closer to those of DPC.

Optimal user or stream selection requires selection of the

optimal combination of Nt streams among K users or KNk

and is often overly complex. Greedy user or greedy stream

selection (GUS or GSS), selecting one stream at a time, allows

a complexity that is approximately Nt times the complexity

of selecting one stream (K ≫ Nt).

Now consider ZF designs for BF and DPC.

ZF-BF:

F1:iH1:iG1:i =









F1 0 · · · 0

0 F2
. . .

...
...

. . . 0
0 · · · 0 Fi
















H1

H2

...

Hi







[G1 G2 · · ·Gi]

=









F1H1G1 0 · · · 0

0 F2H2G2

...
...

. . . 0
0 · · · 0 FiHiGi









ZF-DPC (modulo reordering issues):

F1:iH1:iG1:i =









F1 0 · · · 0

0 F2
. . .

...
...

. . . 0
0 · · · 0 Fi
















H1

H2

...

Hi







[G1 G2 · · ·Gi]

=









F1H1G1 0 · · · 0

∗ F2H2G2

...
...

. . . 0
∗ · · · ∗ FiHiGi









where ∗ denotes an arbitrary non-zero entry. BF-style selection

assumes that the selected streams are going to be used in BF,

and likewise for DPC-style selection.

A. Stream Selection Criterion from Sum Rate

At high SNR, both optimized (MMSE style) filters vs. ZF

filters and optimized vs. uniform power allocation only lead

to 1

SNR
terms in rates. At high SNR, the sum rate is of the

form Nt log(SNR/Nt) plus the constant
∑

i

log det(FiHiGi)

for properly normalized ZF Rx Fi and ZF Tx Gi (BF or DPC).

B. MIMO BC Greedy Stream Selection (GSS) Criteria

All schemes considered are in a first instance motivated by

ZF considerations. For all schemes, we can focus on either

(i) (the constant term in) the sum rate at high SNR,

(ii) the sum rate at any SNR of the associated ZF transceiver

designs with uniform power loading,

(iii) the sum rate at any SNR of the associated ZF transceiver

designs with waterfilling,

(iv) the sum rate at any SNR of optimized transceiver designs.

At high SNR, (i) is the analysis of interest. More variations

could be considered, e.g. regularized ZF as an intermediate

between ZF and optimized transceiver designs.

Another dimension is that, regardless whether the selection

mechanism is DPC-style or BF-style, the transceiver design

could be

(a) DPC with the ordering provided by the selection proce-

dure,

(b) DPC with the optimized ordering,

(c) BF.

For DPC, other orderings could also be considered. Since

BF-style selection tends to be more complex than DPC-style

selection (2-sided vs.1-sided orthogonalization), in practice it

makes sense to consider only DPC-style selection for DPC

transceiver design, and either DPC- or BF-style selection for

BF transceiver design.

IV. STATE OF THE ART IN GUS IN THE MISO BC

In [17], the Gram-Schmidt channel orthogonalization with

pivoting (DPC-style GUS) was introduced. In [18], the authors

presented a proper BF-style GUS, a large K analysis for DPC-

style GUS, simulations and they used the matrix inversion

lemma for bordered matrices, in order to lower the complexity

of BF-style GUS. In [15], the BF is analysed, but with pseudo-

BF-style GUS: SUS (semi-orthogonal) i.e., DPC-style GUS

with inner product constraints limiting the size of pool of users

for selection. The authors show that for BF-SUS, as for DPC-

SUS,

lim
K→∞

SR

Nt log(1 +
P
Nt

logK)
= 1

and in [19] a refinement of this with more constraints is

done. A simplified at finite SNR, but otherwise exact, sum

rate expression for MISO BF (regularized ZF style) can be

found in [20]. They also propose a suboptimal user selection

with complexity of order K2 and an interesting power loading

algorithm, equating the correct SR gradient with that of an

equivalent virtual parallel channel and performing WF on the

virtual parallel channel.

V. MISO DPC-STYLE GUS

In the MISO case, let hk = HH
k , ki = user selected at

stage i, Hi = hH
k1:i

, Si = {k1 · · · ki} and A(Si) = HiH
H
i .

hk1:i−1\kj
denotes [hk1

· · ·hkj−1
hkj+1

· · ·hki−1
] and P⊥

hk1:i
is

the projector onto the orthogonal complement of the subspace

spanned by hk1:i
. Then det(HiH

H
i ) =

∏i
j=1 ‖P

⊥
hk1:j−1

hkj
‖2 .

and at stage i: ki = argmaxk ‖P
⊥
hk1:i−1

hk‖
2. However in

the case of beamforming, the quantity of interest is

(det(diag{(HiH
H
i )−1}))−1 =

∏i

j=1
1

(A(i)−1)(j,j)

For j < i in order to compute A(Si)
−1
j,j easily, we perform

some operations on Hi, we move its jth row to the last

position, meaning that we consider H̃i = hH
k1:j−1,j+1:i,j

. We



note that for a given subset of i users, the order of the

channel vectors does not matter when doing ZF-BF, thus

defining Ã(Si) = H̃iH̃
H
i yields A(Si)

−1
j,j = Ã(Si)

−1
i,i . We

can decompose Ã(Si)

Ã(Si) =

[
A(Si−1\j) B

BH Ar

]

where A(Si−1\j) = hH
k1:i−1\j

hk1:i−1\j
, Ar = hH

ki,j
hki,j

and

B = hH
k1:i−1\j

hki,j
. The matrix inversion lemma yields

Ã(Si)
−1 =

[
X Y
Z U

]

where U = (Ar −BHA(Si−1\j)
−1B)−1 hence

U−1= hH
ki,j

hki,j

−(hH
k1:i−1\j

hki,j
)H(hH

k1:i−1\j
hk1:i−1\j

)−1hH
k1:i−1\j

hki,j

=

[
hH
ki
P⊥
hk1:i−1\kj

hki
hH
ki
P⊥
hk1:i−1\kj

hkj

hH
kj
P⊥
hk1:i−1\kj

hki
hH
kj
P⊥
hk1:i−1\kj

hkj

]

Finally the 2× 2 matrix inversion applied to U−1 yields

1

U2,2
=

det(U−1)

hH
ki
P⊥
hk1:i−1\kj

hki

=
‖P⊥

hk1:i−1\kj

hkj
‖2‖P⊥

hk1:i−1\kj

hki
‖2

‖P⊥
hk1:i−1\kj

hki
‖2

−
|hH

kj
P⊥
hk1:i−1\kj

hki
|2

‖P⊥
hk1:i−1\kj

hki
‖2

= ‖P⊥
hk1:i−1\kj

hkj
‖2 −

|hH
kj
P⊥
hk1:i−1\kj

hki
|2

‖P⊥
hk1:i−1\kj

hki
‖2

(2)

This gives the value of 1
(A(Si)−1)(j,j)

for j < i. For j = i we

apply the matrix inversion lemma to A(Si) with a different

decomposition

A(Si) =

[
A(Si−1) hH

k1:i−1
hki

hH
ki
hk1:i−1

hH
ki
hki

]

yielding

1

A(Si)
−1
i,i

= hH
ki
hki

− hH
ki
hk1:i−1

A(Si−1)
−1hH

k1:i−1
hki

= hH
ki
(I − hk1:i−1

A(Si−1)
−1hH

k1:i−1
)hki

= ‖P⊥
hk1:i−1

hki
‖2 (3)

Combining (2) and (3) leads to det(diag{(HiH
H
i )−1}) =

‖P⊥
hk1:i−1

hki
‖2

i−1∏

j=1

(‖P⊥
hk1:i−1\kj

hkj
‖2 −

|hH
ki
P⊥
hk1:i−1\kj

hkj
|2

‖P⊥
hk1:i−1\kj

hki
‖2

).

A similar reasoning, moving the jth row of Hi to the last

position and applying the matrix inversion lemma with Ar

reduced to only one term, yields

det(diag{(Hi−1H
H
i−1)

−1}) =
i−1∏

j=1

‖P⊥
hk1:i−1\kj

hkj
‖2.

These formulations allows us to have the gain due to the

selection of user i decomposed into the DPC gain and the

loss due to the BF:

det(diag{(HiH
H
i )−1})−1

det(diag{(Hi−1HH
i−1)

−1})−1

= ‖P⊥
hk1:i−1

hki
‖2

∏i−1
j=1(1−

|hH
ki

P⊥
hk1:i−1\kj

hkj
|2

‖P⊥
hk1:i−1\kj

hki
‖2‖P⊥

hk1:i−1\kj

hkj
‖2 )

= ‖P⊥
hk1:i−1

hki
‖2

︸ ︷︷ ︸

DPC gain

i−1∏

j=1

sin2 φij

︸ ︷︷ ︸

further BF loss

where φij is the angle between P⊥
hk1:i−1\kj

hki
and

P⊥
hk1:i−1\kj

hkj
.

VI. NEW MISO BF-STYLE GUS CRITERION

Let φi be the angle between hki
and hk1:i−1

, then we can

write ‖P⊥
hk1:i−1

hki
‖2 = ‖hki

‖2 sin2 φi. For a sufficiently large

K, the BF-style user selection process will lead to the selection

of channel vectors that are close to being mutually orthogonal.

We can then write up to first order

|hH
ki
P⊥
hk1:i−1\kj

hkj
|2

‖P⊥
hk1:i−1\kj

hki
‖2‖P⊥

hk1:i−1\kj

hkj
‖2

≈
|hH

ki
hkj

|2

‖hki
‖2‖hkj

‖2

and also
∏i−1

j=1 sin
2 φij =

∏i−1
j=1(1− cos2 φij)

≈ 1−
∑i−1

j=1 cos
2 φij

≈ 1−
∑i−1

j=1

|hH
ki

hkj
|2

‖hki
‖2‖hkj

‖2

≈ 1− ‖P⊥
hk1:i−1

hki
‖2/‖hki

‖2

= sin2 φi

As a result the contribution of stream i to the sum rate offset

can be approximated by

‖P⊥
hk1:i−1

hki
‖2

∏i−1
j=1 sin

2 φij

≈ ‖P⊥
hk1:i−1

hki
‖2 sin2 φi

= ‖hki
‖2 sin4 φi = ‖P⊥

hk1:i−1
hki

‖4/‖hki
‖2 .

(4)

The DPC offset is ‖P⊥
hk1:i−1

hki
‖2 = ‖hki

‖2 sin2 φi which

represents a certain compromise between max ‖hki
‖2 and min

cos2 φi. In the case of BF, ‖hki
‖2 sin4 φi leads to a similar

compromise, but with more emphasis on orthogonality.

The BF rate offset expression (4) is not exact when

evaluated for arbitrary candidate channels hk. However, its

optimization over sufficiently many candidates K should lead

to fairly orthogonal choices, in which case (4) becomes an

arbitrarily good approximation of the BF rate offset.
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Fig. 1. MISO ZF-BF-GUS: true versus approximate criterion for Nt = 4,
K ∈ {8, 32}.
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Fig. 2. MISO ZF-BF-GUS: true versus approximate criterion for Nt = 16,
K ∈ {32, 64}.

This analysis also shows that when the channels vectors are

close to being mutually orthogonal, such as resulting from user

selection, then for a given user selection, the rate offset loss of

BF compared to DPC is equal to the rate offset loss of DPC

itself compared to DPC for the case of orthogonal channels

(orthogonal hypothesis), since log sin4 φi = 2 log sin2 φi.

We can use (4) to select the user with the largest contribution

to the rate, which according to the approximation is at stage i:

ki = argmax
k

‖P⊥
hk1:i−1

hk‖
4/‖hk‖

2 (5)

As opposed to ZF-DPC, the optimal stream subset for ZF-BF

may be of cardinality less than Nt, therefore we add a stream,

chosen according to (5), to the subset of previously selected

streams only if this does not decrease the sum rate, otherwise

the selection process is stopped.

VII. COMPLEXITY

In [18] a thorough complexity analysis of the ZF-BF GUS

true criterion and of the ZF-DPC GUS is done. The evaluation

of the complexity of the ZF-BF GUS with the approximate

criterion can easily be deduced from their analysis.

Our algorithm will perform a maximum of Nt rate eval-

uations in order to determine whether to stop or continue
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Fig. 3. Similarity between the user subsets selected by the true and by the
approximate criterion

selecting users. The evaluation of the rate is proven to be

O(N2
t ) in [18]. Finding the arg max in (5) requires K vector-

matrix multiplication, for which complexity is O(N2
t ). This

is to be done at each stage, therefore the complexity of our

algorithm is O(N3
t ) + O(N3

t K) = O(N3
t K), which is the

same complexity as the original criterion found in [18].

VIII. SIMULATION RESULTS

The comparison of throughputs of the ZF-BF algorithm

with true and approximate criterion for the MISO GUS is

presented in Fig. 1 and Fig. 2. The simulation generates 10000
independent channel realizations for each user. Once the user

subset is selected the ZF-BF and the ZF-DPC are performed

as described in [2], with waterfilling for the power loading.

We observe that the use of the approximate criterion yields

almost the same performances as the true criterion.

At high SNR and with a large pool of users the algorithm

can select users that are close to being mutually orthogonal,

therefore the approximation is accurate. However due to the

large number of possible choices the user subset selected can

differ from what would be selected by the exact criterion. For

example, in Fig. 3 we can see that the similarity between

the selections decreases when K or the SNR increases, but

since the approximation is accurate these different user subsets

yield similar performances. When the user pool is small or

at low SNR, the selection is smaller, therefore even though

the approximation is less accurate we can see in Fig. 3 that

the same users are selected by both criteria resulting in more

similar performances for a small K or at low SNR.

Fig. 4 illustrates the rate offset loss between ZF-BF com-

pared to ZF-DPC and the rate offset loss between ZF-DPC

compared to DPC with orthogonal hypothesis, when the chan-

nel vectors are close to orthogonal. For that purpose we find

a user subset with the approximate criterion of the ZF-BF se-

lection algorithm. Given this specific user subset we compute

the sum rate achieved with the two different algorithms (ZF-

BF and ZF-DPC) and the sum rate that DPC would yield if

the channel vectors were orthogonal. We observe the expected

equality: for large Ks, the rate offset loss between ZF-BF and

ZF-DPC approaches the rate offset loss between ZF-DPC and

DPC with orthogonal hypothesis.
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selected for ZF-BF by the approximate criterion and ZF-DPC and ZF-BF for
a user subset selected for ZF-DPC and the Sum Capacity for all users in the
MISO case with Nt=4, SNR=15 dB.

In Fig. 5 we observe that for the user subset selected either

for ZF-BF or for ZF-DPC, ZF-DPC almost reaches the sum

capacity. This also illustrates the loss one could expect from

not matching the selection process and the ZF algorithm,

namely performing ZF-BF with a user subset selected with ZF-

DPC GUS or performing ZF-DPC with a user subset selected

with ZF-BF GUS.

IX. CONCLUDING REMARKS

We introduced a new interpretation of the ZF-BF GUS in

the MISO BC described in [18] and an approximate version

of the selection criterion. For a sufficiently large K, this user

selection process leads to a selection of channel vectors that

are close to being mutually orthogonal and the contribution

of each stream to be added can be approximated using (4).

Numerical simulations confirmed that this approximation was

accurate enough to result in either the same user selection as

the original criteria (small values of K or low SNR) or in the

selection of streams that yield a similar sum rate (large values

of K and high SNR).

This also shows that for a given, almost mutually orthog-

onal, user subset, when compared to DPC with orthogonal

hypothesis, the rate offset loss induced by the ZF-BF is twice

the rate offset loss induced by ZF-DPC.
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