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Abstract—In the setting of the two-user broadcast channel, whereas the complete absence of CSIT causes a substantial
recent work by Maddgh-AIi an.d Tse has showr) that knowledge degradation to just /2 DoF per user,
of prior channel state information at the transmitter (CSIT) can An interesting scheme that bridges this performance gap by
be useful, even in the absence of any knowledge of current CSIT. .. . . .
Very recent work by Kobayashi et al., Yang et al., and Gou and ut|I|2|ng partial CSIT knowledge, was recently presente_)d i
Jafar, extended this to the case where, instead of no current @8 [6] wWhich showed that delayed CSIT knowledge can still be
knowledge, the transmitter has partial knowledge, and where useful in improving the DoF region of the broadcast channel.
under a symmetry assumption, the quality of this knowledge is |n the above described two-user MISO BC setting, and under

identical for the different users’ channels. ; ; ;
: ; ; . . the assumption that at timtethe transmitter knows the delayed
Motivated by the fact that in multiuser settings, the quality channel statesh(g) up to time ¢ — 1, the work in [6]

of CSIT feedback may vary across different links, we here : o
generalize the above results to the natural setting where the Showed that each user can achi@y8 DoF, providing a clear
current CSIT quality varies for different users’ channels. For this  improvement over the case of no CSIT.

setting we derive the optimal degrees-of-freedom (DoF) region  This result was later generalized in [7]-[9] which conséter
and provide novel multi-phase broadcast schemes that achieve o 4 ral extension where, in addition to the aforemestio
this optimal region. Finally this generalization incorporates and . .

generalizes the corresponding result in Maleki et al. which PerfeCt knowledge of prior CSIT, the transm'tter aIS.O had
considered the broadcast channel with one user having perfect imperfect knowledge of current CSIT; at timéhe transmitter

CSIT and the other only having prior CSIT. had estimates,, g, of h, andg,, with estimation errors
hi=hi—hy, g =gi— g (2
I. INTRODUCTION
. . o . having i.i.d. Gaussian entries with power
In many multiuser wireless communications scenarios, hav-

ing sufficient CSIT is a crucial ingredient that facilitates }E (IlﬁtHz) _ 1E(||§t||2) _ p«
improved performance. While being useful, perfect CSIT is 2 2 ’
also hard and time-consuming to obtain, hence the need for some non-negative parameterthat described the quality
communication schemes that can utilize partial or delayed the estimate of the current CSIT. In this setting of ‘mixed
CSIT knowledge (see [1]-[5]). In this context of multiuseCSIT (perfect prior CSIT and imperfect current CSIT), and
communications, we here consider the broadcast channg) (B6r d;, d, denoting the DoF for the first and second user over
and specifically focus on the two-user multiple-input singlthe aforementioned two-user BC, the work in [7]-[9] showed
output (MISO) BC, where a two-antenna transmitter commthe optimal DoF region to take the form,
nicates to two single-antenna receivers. In this settihg, t

channel model takes the form {di <15 dy <15 2dy +dp <2+ 2dy +di <2+a} (3)
yt(l) = hlz; + Zt(l) (1a) corresponding to a polygon with corner points
(0,0),(1,0), (1, ), (2£2, 2£2) (o, 1),(0,1)}, nicely
yt(Q) — gla + zt(Q), (1b) { 3 3 }

bridging the gap between the casecof= 0 explored in [6],
where for any time instant, h,,g; € C2*! represent the and the case ofv = 1 (and naturallya > 1) corresponding
channel vectors for user 1 and 2 respectively, whéts »(?  to perfect CSIT.

represent unit power AWGN noise, whetgis the input signal

with power constrainE ( ||z|*) < P, and where in this case,A. Notation and conventions

P also takes the rple Qf the .signal—to—noise ratio (SNR). It Throughout this papets)~—!, (¢)7, ()", respectively denote
is well known that. in this setting, the presence of full CS'The inverse, transpose, and Conjugate transpose of a matrix
allows for the optimall degree-of-freedom (DoF) per userwhile (o)* denotes the complex conjugate, dhd || denotes
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denote exponential equality, i.e., we write f(P) = P® to % 4
denote lim w = B. Finally, in the spirit of [7]-[9] we
P—oo logP

consider a unit coherence period, as well as perfect kngelec |. 3
of channel state information at the receivers (perfect §SIR | “4 124, -2+4, N d,+2d,=2+a,

[l. THE GENERALIZED MIXED-CSIT BROADCAST
CHANNEL

Motivated by the fact that in multiuser settings, the qualit, | ~-.2 7 ~B
of CSIT feedback may vary across different links, we exter .

. S C
the approach in [7]-[9] to consider unequal quality of catre L\‘I\'\,d\ﬁzdz =2+a, "?"\.\d“+2dl =2+a,
CSIT knowledge forh, and g;. Specifically under the same ‘ e YT
set of assumptions mentioned above, and in the presence — —~ 4 ; — —d;
perfect prior CSIT, we now consider the case where at time - iy 2 gehgy
the transmitter has estimatés, g, of the currenth, and g,, @ Case I: 20, —at, <1 ® Case2: 20—, 51

with estimation errors
- R Fig. 1. DoF region whera; — az < 1 (case 1) and wheBa; —ag > 1
h; =h; — ht, gt =gt — Qt (4) (case 2). The corner points take the following valuds= (1, 1*%), B =
(az,1), O = (F2al=02 24202-01) gnd D = (1, 01).

having i.i.d. Gaussian entries with power

1 /- 1, .
§E (HhtHQ) =P, §E (1gell) = P72, 0), where one user had perfect CSIT and the other only prior
for some non-negative parametets, o, that describe the CS',T' . .
generally unequal quality of the estimates of the curreriics  Figure 1 depicts the general DoF region for the case where
for the two users’ links. 200 — ag < 1 (case 1) and the case whe?e; — as > 1

We proceed to describe the optimal DoF region of tHgase 2)- ) L
general mixed-CSIT two-user MISO BC (two-antenna trans- Ve Proceed to describe the communication schemes.
mitter). The optimal schemes are presented in Section I,
parts of the proof of the schemes’ performance are presented |- D ESIGN OF COMMUNICATION SCHEMES FOR THE
in Appendix V, while the outer bound proof is placed in TWO-USER GENERAL MIXED-CSIT MISO BC
Appendix VI. As stated, without loss of generality, we assume that

aq > as > 0. We describe the three scheniés, Xy and X5
that achieve the optimal DoF region (in conjunction withéHm
division between these same schemes). Specifically scheme
X achievesC = (2t2a1=0c2 2t2az-01) (case 1), schem&,
Without loss of generality, the rest of this work assumegchieves DoF point® = (1,a;) (case 1) andd = (1, 14e2)
that (case 2), and schenié; achievesB = (as,1) (case 1 and
1> a1 > as > 0. ) case 2). The scheme description is donelfor oy > as > 0,
and for rationaky;, as. The cases where, = 1, or a; = as,
Theorem 1: The DoF region of the two-user MISO BC withor wherea;, as are not rational, can be readily handled with
general mixed-CSIT, is given by minor modifications. We proceed to describe the basic rootati
and conventions used in our schemes.

A. DoF region of the MISO BC with generalized mixed-CST

dp <1, dp <1 (6a) The schemes are designed withphases § varies from
2dy +dy <24 oy (6b) scheme to scheme), where tith phase consists df, channel
dy +2dy < 2+ ay (6c) usess=1,2,---,5. The vectorsh,; andg, ; will denote the

channel vectors seen by the first and second user respgctivel
during timeslott of phases, while fzs,t andg, ; will denote
the estimates of these channels at the transmitter duriag th
same time, andh,; = hyy — hay, st = Goi — G Will

where the region is a polygon which, farn; — ay < 1 has
corner points

24201 —ao 24200 —an

{(0,0),(1,0),(1,00),( 3 ’ 3 ):(@2,1),(0.1)}, danote the estimation errors.
and otherwise has corner points Furthermorea,; and a,, will denote the independent
1+ information symbols that may be sent during phastmeslot-
(6 5]

{(0,0), (1,0), (1, ), (s, 1), (0,1)}. t,/ and which are meant for user 1, while symbéls and
by, are meant for user 2. Vectous, ; and v, are the unit-
The above corner points, and consequently the entire DBeTM beamformers for; and b, ; respectively, chosen so
inner bound, will be attained by the schemes to be describ&@t ., is orthogonal tag, ;, and so tha, is orthogonal
later on. The result generalizes the results in [7]-[9] a age t0 h, ;. Furthermoreu, ,, v, , are the randomly chosen unit-
the result in [10] which considered the case of & 1, = norm beamformers foa's’t and b;lt respectively.




Another notation that will be shared between schem@&$e received signals at the two users then take the form

includes -
o)

(b) ~ , , 1,t

= A T T
C.; =h, vsbs+h. v, b P - )

s,t s,t7s,tYs,t s,t7s,tYs by (1) T T T T (1)
() A o1 L Y1, =hy e ean gty g gag gty o101ty @y by 2y
Cot = Qg UstlstHGg Uy gy, t =1, T} (7) ~~

P pl—az pl—aj pPl—a;y PO
that denotes the interference seen by user 1 and user 2 respec )

Ci,t

tively, during timeslott of phases. For {cgag, (f’t)},‘T:1 being @ = — . o @)
the accumulated interference to both users during ph,awe Y1y =G1,1,¢0101G) Wy 4Oy 1 FG1 01,01,6497 0110+ 205
will let {c(“t), Asbt) - | be a quantized version éfi e *gbt) i1 plias plias P pliay £o
and We will c0n3|der the mapping where the total mformatlon (13)
&0

in (&7, ¢0)}1~, is split evenly across symbolg:, 1.} where under each term we noted the order of the summand’s
transmitted during the next phase. In addition wewse; + to average power.
denote the randomly chosen unit-norm beamformerQf ;. At this point, and after the end of the first phase, the trans-

Furthermore, unless stated otherwise, mitter can use its knowledge of delayed CSIT to reconstruct

’ ’ _(b :
Tt =Wy Cop FUst Gt +Ug a;,t +vs bsy v, b;t Y?, §2 fll (cf.(7)), and quantize each term as
~—~ ~ ~— T~ ~
ple) pla) (a’) p® %) cla ) _ (a) ~(a) ( ) _ ( ) ~(b) _
s s Ps s P Ct = +1t7 Ci1t= 1t+ 1,t° t=1,2, T,

®
will be the general form of the transmitted vector at timeslo where cg t),égbz are the quantized values, and where
of phases. As noted above under each summand, the aver @ lbt are the guantization errors. Noting tﬁmg<a>|2 -
power that is assigned to each symbol, throughout a speci e;_(w

E 2 = pl-1 we choose a quantization rate
phase, will be denoted as follows: |cl | q

that assigns eachl‘ft) a total of (1 — ag)log P + o(log P)
P £ Ele, ], P £Ela,.2, P 2Eld,,)” bits, and eacli!”) a total of (1 — ay)log P + o(log P) bits,
P £ Epp,,[2, P L E,,P. thus allowing forE|e\") 2 = E[”)|> = 1 ([11]). At this

Furthermore each of the above symbols carries a cert®fint theT1(2 — a1 — as)log P + o(log P) bits representmg

amount of information, per timeslot, where this amourtcy'? . &) }1-,, are distributed evenly across the et}

may vary across different phases. Specifically we nsé which will be sequentially transmitted during the next pshas

to mean that, during phase, each symbola,;, ¢ = This transmission of{c, ;}72, will help each of the users
1’ T, carneSrg“) log P+ o(log P) bits. Similarly we use cancel the interference from the other user, and it will also
S Tgb),rgb) (c) to describe the prelog factor of the numbet Ve as an extra observation that allows for decoding of all
of bits in as ¢ bsﬁt, bS . Cs,¢ respectively, again for phase pnvate information of that same user. .
Finally the received signals during phaséor the first and . 2) Phase 2. During phase .212 channel uses), the transmit
signal takes the exact form in (8)

second user, are respectively denotecyiét% and yﬁ) where

generally the signals take the following form Loy = WaCoy + Uz e+ Uy gy + V2 bo g+ by, (14)
yglt) hg s+ zg,lt), where we set power and rate as
2 2 C . C
yig_g;,txs,t+z.§,t)7tzl)"'aTS' (9) PQ):P, Té)zl—al—A
P = poata, ) =+ A
A. Scheme X, achieving C = (2H241=02 22a2-a1) (case 1) PQ(a’) = poa—aatA b LA (15)
As_ stated, scheme(; has S phases, yvhere the phase pz(b) = poth réb) —o + A
durationsTy, T, - - - ,T's are chosen to be integers such that p®) = pa o)
2 - ’ T'a - Av
=T, T=Tsp=Tén*"2Vse{3,4,---,5—1}, O .
18 Sl_u?) 18n { ) and where we note thaﬁ ) satlsflestrg ) = T (2— a1 —ag).
Ts =Ts—1y=Te&p ", (10) The received signals during this phase are given as
2—a1—a o] —oo+2A _ ar1—as+2A ’ ’
Whereg T l—aq— AZ’ = 11 a12 AT Y= = 1— ixz ’ and yélt) h-2r,tw2,tCQ,t+h12—,tuQ,tCLQ,t—’_h;,tuZ,tG’Z,t

whereA is any constant such that< A < 1=2a1taz

1) Phase 1: During phase 17 channel uses), the transmit o F peats P‘il"’ﬁA
signal is +hY v, ba HhY vy by 25 (16)
’ ’ ’ ! v
L1 =U1 01,4+ U 0y VLD by, (1D) pa pa Po

(2) 5T T
while the power and rate are set as Yzt =92, W2aC24HG0 2,002,105 s 4n

P(“) . P P(a/) N Pl*Oég P(b) P P(b ) P1 o P pol—az+A poal—az+A
N N ’ , + gy vgtb2t+g;tv;tb;t+z§2)7 a7)
rga) =1, r:(La) =1-—as, (b) =1, rgb) =1-aqy. 2t S s AN

(12) paitA PA PO



as an extra observation which, together with the obsenvatio
yg?l,t —hi_jws 14Co 10— é@u obtained after decoding

plle | o, Cs—1,t» allow for decoding of bothu,_; ; and a;fl’t. Similar
| o, - T actions are performed by user 2. _
P 2| P 2 As before, after the end of phasethe transmitter can use
its knowledge of delayed CSIT to reconstrt{@{“t), *Ebt) 21
Fig. 2. Received power levels at user 1 (phase 2). and quantize each term ﬁ§“27 Asbz with the same rate as in

phase 2 (1 —az+A) log P+o(log P) bits for eacrn;?, and
for t=1,2,- Ty, where under each term we noted the ordé 10g P’ +o(log P) bits for eachv(’)). Finally the accumulated
of the summand’s average power. Ts(a1 — as + 2A) log Pb+ o(log P) bits representing all the
At this point, based on (16),(17), each user decadgsby quantized value:{cs“t)7 22 ;21, are distributed evenly across
treating the other signals as noise. After decodfng,}.2, the set{cs 1, f}t >+ which will be sequentially transmitted in
and fully reconstructmgiég(‘t), A(le’ 71 user 1 goes back onethe next phase. More details can be found in Appendix V.
4) Phase S: During the last phaselfy = Tg_, @1=02+24

b) (1) T—a
phase and subtracfé from y;; to remove (up to bounded channel uses), the transmit signal is 2

noise) the interference correspondingéﬁ@. The same user
will also use the estimatég‘j‘t) of Egat) as an extra observation
which, together with the observatioyﬂ, present the user Where we set power and rate as

Tst = WgtCst +Usa5+ + Vg tbs (18)

with a 2 x 2 MIMO channel that allows for decoding of plo - p P91 4
’ . . S ? S 2
both a1+ anda, ,. Similarly user 2, after fully reconstructing (@) - pa (a) _
(b T (a) 2) P =P 2, = Q9 (19)
{&" t, Ci4» 1121, Subtractsey ; from y;7;, to remove (up to ( )

= P2, Tgb) = Q9.

bounded noise) the interference correspondingigfé, and .
b) _(b) ’ _ The received S|gnals are
also uses the es’uma&’é1 of ¢;; as an extra observation )

which, together with the observath;ﬁ??, allow for decoding ~ Ys.=Rs Wsacsathy s as, o Hhs w5 s i 267

’ L. . . v
of bothb, ; andb, ,. Further exposition to the details regarding p pa2 pag—al Ppo
the achievability of the mentioned rates, can be found Iny®)=g% sws s, + G usiasi+g5 s s+ 25, (20)
Appendix V. NI

Consequently after the end of the second phase, the trans- P po pez PO

mltter can use its knowledge of delayed CSIT to reconstru‘i’i’tr t=1,2,Ts.
Z(a) (b)) Ty (a) ~(b) At thls pomt as before, the power and rate allocation

,C , and quantize each term t&,/,¢ With
E2(ta) 22t tpil a2+Aq Eje®)2 = pA, h b2 2 i of the different symbols allow both users to decodg;
22,11 1,1l We choose a quantiza- by treating the other signals as noise. Consequently user 1
tion rate that assigns eaégft atotal of(a; —ag+A)log P+ ¢an removeh ,ws s, from ygt and decodeaSt, and

~(b)
o(log P) bits, and each,; a total of Alog P + o(log ) gjmilarly user 2 can removgl ,ws, s, from ySt and decode

bits, thus allowing forlE\c(“)I2 = |~(b)|2 = 1. Then bSt Finally each user goes back one phase and reconstructs
the T2§ 1 — @y + 2A)log P + oflog P) bits representmg (e, . edh . }i=1", which allows for decoding ofis_i

{¢5),¢5)}{2,, are split evenly across the st };*, which anda_,, atuser 1 and obs_1, andby_, , at user 2, all as
will be sequentially transmitted in the next phase so that @S Gescribed for the previous phases (see Appendix V for more
can eventually decodgas 4, a, +}{21, and user 2 can decodegetails).

{b2, t,bg t}f 1 Table | summarizes the parameters of schéeThe use
We now proceed with the general description of phase of symbol L is meant to indicate precoding that is orthogonal
3) Phases, 3 <s<S-1. Phases (T = T. _1% to the channel estimate (rather than random). The tablsts la

channel uses) is almost identical to phase 2, with one diffesw indicates the prelog factor of the quantization rate.

ence being the different relationship betwdérand7s_;. The a) DoF calculation for scheme X;: We proceed to add up

transmit signal takes the same form as in phase 2 (cf. (8),(14he total amount of information transmitted during thisau:ie.

the rates and powers of tlhe SQymboIs are the same (cf. (15))n accordance to the declared pre-log factefe, 7' ) and

and the received signalg,}, 5"} (t = 1,---,T.) take the phase durations (see Table I), we have that

same form as in (16), (17) S_1 g
Most of the actions are also the same, where based o

(16),(17) (corresponding now to phasg each user decodes 0 =(T:(2 O‘QHZZ:; T; (201 a2+2A)+TSa2)/(; T;)

cs¢ by treating the other signals as noise, and then goes S—1

back one phase and reconstruc{&ﬂ“_)17t,égl217t, tT;‘gl. As = (Z(E(l—al—A)+Ti(a1+A))+TS(1—a2)

before, user 1 then subtraafgfu from y.gl_)u to remove, =2

up to bounded noise, the interference correspondir‘(élﬁgjt.

The same user also employs the estim@@fém of Eia_)l}t

S—1 S
—FTs()éQ —|—T10[1 — AZTZ)/(Z Tz) (21)
i=1

=2



TABLE | o o —a o —a
SUMMARY OF SCHEME X1 . wherer = 2, T = T

The scheme |s srmrlar taf,, but with a different power and
rate allocation, and a different input structure since neer2

Phase 1| Phase? | Ph.s (3<s<5-1) | Phases nly receiv ingle private information symbol
Duration T Tie Toen 2 TieuS—3, | only receives a single private information sy .
@ 1 oL+ A o+ A o 1) Phase 1: During phase 171} channel uses), the trans-
@) 1—ao a1—otA a1—otA _ mitter sends
NO) 1 a+A a1 +A s ro
@0 -y N A - T1t = U1 ta1t + Uy 40y ¢+ V1D,
(©) - 1—a1—A 1—a1—A 1—a .
r o a1 2
BT 5 D1 Th D1 Ta Ta with power and rate set as
p(a’) pl-o2 por—ata porata - Pl(a) - p Pl(a/) = pl-az Pl(b) -~ pa
po) P parta parta paz (@) ’ (') ’ ®)
P pl-oi pA pA i =1 r '=1l-ay 1’ =ai.
P - P P P ; ;
Quant T Taras [ aragi e 0 The received signals take the form
1 ! ! 7 1
yit) = hiu a1+ by ug gaq 4+ Ry o101+ Zit)’
P 1 0 0
Ti(og + A —1) +TsA pimee P P
= (1-A)+ 1o - )+ Ts , (22) @)
T 1,t
Zi:l 2
C 2t Lq a4+ gt b, 4+ 22
where (21) considers the phase durations seen |n (10) @onsi Y1t = 91,tU1,tA1,t T G141 Up Gy T 91,401,016 T 214 -
enng thatO < pu < 1 (see (10) for case 1), th@:l o St = pllas piias paa PO
1— ;r

, and given an asymptotically highi, we see that

1—n After the end of the first phase, the transmitter reconsruct
b TQTJ(O[1 F A1)+ TopS—39A 3 {c(“)} 1, (cf.(7)), and quantizes each term as
+To(12; + 1573 (v = ££2)) %)= +dY), t=1,2,--- 1.
=(1-A)+ w Noting thatIE\c1 |2 P'=22 we choose a quantization rate
RN that assigns eac&‘i“t) a total of (1 — a) log P + o(log P) bits,
=(1-A)— 1+a _320‘1 —34A _ 242 —ay thus allowing forﬁ|61“t 2= 1. Then theTy (1 — as)log P +

(24) o(log P) bits representrng{c1 yI | are distributed evenly

, across the se{cu} +21 which will be transmitted in the next
Similarly, considering the values fotﬁb),rgb ), we have that phase. As before, transmission{mzﬁ,t}tT;1 aims to help user 2

T2 — +Z Ti(an + 2A) + Tsa cencel out interference, as vyell as aims to provide user 1
do= i= 2 ! 572 with an extra observation which will allow for decoding of
YT the user’s private information.
TN T1(2—2a1 —2A)+Ts (g —a; —2A) 2) Phase 2: During phase 27 channel uses), the trans-
22:1 T, mitter sends
=1 +2A+ %(2—20(1 _2A)+T2'US_3 (a2 — a1 —24) Lot = W2 tCot + U2 A2t + u'27ta,27t + v 4ba

BTk + 0573y - 1£)

1—p with power and rate set as

which, in the highS I|m|t gives

P2(C) =P, Téc) =1—-o
2 — 201 — 2A (@) -~ pa (a) _
d2—a1+2A+ g( i 0411 ) P2( -~ =P L ’r'%a,)—Oél (28)
e T 1, P2b = PO‘1 @z rQb = Q1] — Qo
:a1+2A+2(1+a2—2a1—3A):2—1—20[2—(11. (25) P2( ) iPa17 ré) =y,
3 3
c) iofi (c) _ _
In conclusion, schemeX; achieves DoF pairC = where we note that,” satisfiesTyr,” = T1(1 — a2).
24201 —ay 242as—ay The received signals in this phase are
(=2, 2=a1) (case 1). g
yélt)*hz Wa 12, 1+h3 o ras +hy fu2 ta2 t+h2 2,2 tJFZ( )
. _ _ NN
(Bl. f‘fger)ne(cicsge g;:hrevrng D (1,a1) (case 1), and A % e PR R (59)
ScheméX, is designed withs' phases, with phase duratrons (2) (2)
T.,Ts, -+ ,Ts chosen to be integers such that U i =G 0202, + G5 22, G 10 t+_92 M_/tbQ R
Y P pol—az pop—ag Pe1 PO
T2 :TIT; Ts:Ts—IB:TlTBK ,VS 6{354a"' 75_1}7 (30)

TS = Tsfln = TlTBS_S’I], (26) for t:]-7 2’. L. TQ.



Then, based on (29),(30), each user decededy treating resulting in received signals of the form
the other signals as noise, and then proceeds to reconstruct

{Ag‘lt)}T1 Us(e)r 1 combines eaaﬁat) with its corresponding (Slz=h§,tws,t05,t+h§7tusta5¢+ﬁTs,tvs,tbs,t+zgg7
observatlony1 /, to introduceT, independent x 2 MIMO ' ~~
channels that allow for decoding of all ; anda; ,. At the : r . e e Pé)
same time, user 2 subtract§) from y\* to remove (up to  YsiTIsetsCs; +Gs,0ts,105, 495,515 ¢ +@t/’
bounded noise) the interference correspondingg‘ﬁﬁ which P po pez PO
in turn allows for decoding 0b; ;.
Consequently after the end of the second phase, the trdhs-1, -+ T's)-
mitter can use its knowledge of delayed CSIT to reconstructAs before, both receivers decodg; by treating all other
g“f) |, and quantize each term ﬁé With 1[-3|c2 \2 = signals as noise. Consequently user 1 remdvgsws, s,

Pe1—22 we choose a quantization rate that assigns ég'tgh from y(l and decodess ;, and user 2 removegs ,ws.+Cs ¢

a total Of(m — az)log P+ o(log P) bits, a choice that allows from y( ) and decodesg . Finally each user goes back one

for E|2 2 = 1. Then theTz(o1 — a2) log P+ o(log P) bits phase and reconstruc!gsg“)1 50, which in turn allows for

representlng{c(“) 2, are distributed evenly across the Sedecoding ofzs_1, anday_, . atuser 1and ofis_; ; at user 2,

{cs.¢}+2, which will be transmitted in the next phase. all as described in the previous phases. The DoF achietyabili
3) Phase s, 3 <s <S5 —1: Phases (I, = T,_;9=* details follow those of scheni¥; (Appendix V).

channel uses) is almost identical to phase 2, except for theraple || summarizes the parameters of schéfgeThe last

relationship betweefs and 7,_,. Specifically the transmit row indicates the prelog factor of the quantization rate.
signal takes the same form as in phase 2

TABLE I

Tt = Wst Cs,p TUsp Qs TUG G/&t +vst bsy, SUMMARY OF SCHEME Xs.
c a a’ b
P P pLD P Phase 1] Phase 2| Phs (3<s<5—1) PhaseS
Duration T T Ty 7352 T 3y
the rates and powers of the symbols are the same (cf. (28)), +@ 1 o a P
and the received S|gna@< e yst (t = -, Ts) take the r(@) l-az | o1—ao a1—as
same form as in (29),(30). rEb; a1 ai ay as
The actions are also the same, where based on (29),(3p) = 1;31 1;51 1};"22
(corresponding now to phas each user decodeg; by treat- p@) | ploes | pore: Do as -
ing the other S|gnal)s as n0|se and then goes back one phasesw T par Par por Poz
and reconstruct{;cs 1t t °1'. As before, user 1 then employs [ p(© - P P P
the estimatez'”, , of &), , as an extra observation which, L_Quant | 1=az | ai=as a1 —a 0

together with the observatlorys 10— Ro1Ws 14051

attained after decoding;_; ., allow for decoding of both _
as_1, and a; L. At the same time, user 2 subtratﬁg) a) DoF calculation for scheme X,: We proceed to add up

from ygz)l , to remove (up to bounded noise) the mterferenche total amount of information transmitted during th|sesu:ie

corresponding ta&.”, ,, which allows for decoding ob,_,,. In accordance to the declared pre-log factdfs, r{* ) and

Again as before, after the end of phas¢he transmitter can phase durations (see Table 1), and irrespective of whether
use delayed CSIT to reconstru@(“)}t 1» and quantize each a1, a fall under case 1 or case 2, we have that
term tOc(“) with the same rate as in phase(2{—«s) log P+

o(log P) blts per channel use). Finally the total of thg(« — - _ - _
az)log P + o(log P) bits representing the quantized valued=(T1 (2 az)+ ) Ti(201-02)+Ts02)/ Q_T)

S—1 S

ég,t)}f-;l is split evenly to the sefc,,1 . };-+" which will be i:2s_1 =
transmitted in the next phase. =(T1+T1(1—0¢2)+Z(Ti041+T,-(041—042 +Ts0s)/ ZT
4) Phase S: During the last phaselgy = Ts_1 ”il_‘a(f =2
channel uses), the transmitter sends
T1+Z ]. 041 +T a1)+TS(1 Ck2 +TSOZ2 ZT
TS, = Ws,iCs,t + Us,1a5,: + Vs tbs (31) (34)
with power and rates set as AT+ T+ 4+ Ts 1 +Ts _ 1 (35)

T +To+-+Ts
Péc) = P, réc) =1—as
P = pea 0 — g, (32) where (34) is due to (26).
( ) = = P2, rg’) = . Regarding the second user and the declaé@d for case 1



(21 — a3 < 1) we see that After transmission, both receivers first decadey treating

S—1 the other signals as noise, and then user 1 utilizes its knowl
dy = Diet Tisal +Tsas _ oy — M edge of{h, g, h, g} to reconstructt”wc and remove it from
Yoima L Yot T y(1), thus being able to decodewhile after decoding, user 2
. T35 3n(ar — ) (36) removesg"wc from y(?), and decodes. The details for the
— o —

achievability ofr(®), ) () follow closely the exposition in

Ty +Tir Y08 B+ Tyr 853,
! 1T P 17h ) Appendix V. Consequently the DoF poifit; = as, do =1)

B573n(on — o)

= — - . (37) can be achieved by associatingto information intended
L >y B+ B3y entirely for the second user.
oy — B573n(ar — az)
+ 1- BS 2 + B5-3p IV. CONCLUSIONS
ﬁs 3 n(ar — as) The work provided analysis and communication schemes
=1 — =ai,  (38) for the setting of the two-user MISO BC with general mixed

T+ - ) CSIT. Th i
. The work can be seen as a natural extension of the result
where we have used (26) to get (36), where we have used titaf10] and of the recent results in [6]-[9], to the case where
201 — ay < 1 implies 8 < 1, and where we have consideredhe CSIT feedback quality varies across different links.
an asymptotically large.
When2a; —as > 1 (6 > 1), then (37) gives that

55_377(041 — o)

V. APPENDIX- DETAILS OF ACHIEVABILITY PROOF
We will here focus on achievability details for scheilie.

dy = a1 — I 1 g5-3(;— L) The clarifications of the details carry over easily to theeoth
T =B 1-8 two schemes.
— oy — 1%177(“1 — az) . Regardingr!® (2 < s < S —1 - see (15)), we recall that
7 + (1~ 1=5) dunng phases, both users decode, ; (from y ", 4%, ¢t =

, T, - see (29), (30) ) by treating all other S|gnals as noise.

hich, in the high [ i
which, in the highs' regime, gives Consequently forH 2 {h;;,gi;,hij, g Vi, j}, we note

dy = ay — (o —ﬂaz) _ 1—2(121 tas 1—|—2a2. (39) that
U*m I(Cstayglt)vH):I(Cs,taygzt)aH)

Whep 2001 N as = 1 (8 = 1), then (37) gives thatl, = =(1— a1 — A)log P + o(log P),

_ mlai—as i i
ST o which, for largesS, gives 0 get

. . 14+ ao 1
do =1 = 5 (40) rgc) = @min{l(cs’t,yglt),H) I(cs, t,yg t),H)}

In conclusion, schem&, achieves DoF paiD = (1, a,) —1—a — A,

(case 1), else it achieve$ = (1, 1122).
Similarly for the last phas#' (see (18),(19),(20)), we note that

C. Scheme X3 achieving B = (as, 1) I(cs7t;yg)z,H):I(cs)t;ygi,H):(l—ag)logP+o(1ogP),

This is the simplest of all three schemes, and it consi
of a single channel udg(S = 1,7y = 1) during which the
transmitter sends

5 get

(e _

ry’ = a
S log P

min{I(CS,taysgaH) I(cstaySt7H)} =1 — 2.

T = wc+ ua + vb, /
Regarding achievability forl® =1, 7{*) = 1—ay, r*)

wherew is orthogonal tog, v is orthogonal tok, and where

b/
the power and rates are set as 1andr{") =1 - a; (see (11),(12),(13)), we note that each
N ) element in{c,;}72, has enough bits (recall thaé) 1-
P(C) = P’ r(") =1— (o751 h th (a) A(b)\T: h
p@) = pas @) _ g (41) — A), to match the quantization rate ¢¢,/, ¢, ; },2, that .
) ’ 2 |s necessary in order to have a bounded quantlzatlon noise.
P = P r® = aq,

Consequently going back to phase 1, user 1 is presented with

resulting in received signals of the form T; linearly independen® x 2 equivalent MIMO channels of

. the form
y Y =h"z+ Y = Kwe+ hTua + hTvb+ 2V |
Ve N (1) A(b) T (1)+~(b)
P pa2 PO Po ylt (a ,t _|: 1,t:| IEUQ . ull :||:a1,’t:|+zl,t (C§,t
- T 5 Wt ~(a
y? =g’z + 2% = g'we+ glua+gvb+ 22 . & 9.t G | 6
e~ —— \/0-’ ] .
P PO pPea P (t = 1,2,---,T1), where again we note that the described

2We will henceforth maintain the same notation as before, aifoplicity
we will remove the phase and time index.

guantization rate results in a bounded equivalent noiséghwh

then immediately gives that!” = 1 andr!®) = 1 — a



are achievable. Similarly for user 2, the preseritgdinearly b) The equivalent degraded compound BC: Towards the

independen® x 2 equivalent MIMO channels equivalent BC, directly from (1a),(1b) we have that
g 2 _ |kl 1101 N(b) yt(t )= =hjx; + Z(l)
y(2) @~ gi, v vl’t] by, * 2(2)-1- ( i -1 (1)
1t " Cit ) ) 1,6 TCL¢ :ht\/ﬁQtTQt T+ 2
t=1,2,---,17), allow for decoding at a rate corresponding

= hTthxt + Z( )

to r(b) =1 and r(b ) =1- _ /P /i 0
Regardlng achievability for(“) =+ A ") =ay — = VPhju} + VPhlvai + z (43a)

®) @) _ g, 4 3P
a2+A,7’3 =ap+Aandr; ' = A, 2<s<8S5-1 Yi gi @ t
- see (8),(14), (15)), we note that during phaseboth users = gIVPQz, + 2?
can de(ci?des .+, and as a result user 1 can remahfsetwS tCs — \/ﬁg{uta:tl + \/Tjgngf + Zt(Q), (43b)
from y, ;/, and user 2 can remO\g;T JWs Cs ¢ from y (t =
,Ts). As a result user 1 is presented with I|nearly where
independent x 2 equivalent MIMO channels of the form @, 2ol 22T A \FQt x,
(1) T ~(D) T (D) 4 &(0)
Ys,i — P t'ft’j)tcﬂ Cs ] {hs t][ust u, t]{a”}- St—f(lgt where Q; = [u; v € C2*2 is, with probability 1, an
Cs t 9gs.¢ st “Cst invertible matrix, whereu; is chosen to be of unit norm and

. . orthogonal tog;, and wherev; is chosen to be of unit norm
(t=1,---,Ts). Given that the rate associated{iQ 1, t}tT'l , 9 gt !

(@) AT and orthogonal tch,. Furthermore each receiver normalizes
matches the quantization rate f@r:stfst}t 1, allows for 5 get

a bounded variance of the equivalent noise, and in turn for

decoding of{as,t,a;7t}f;1 at a rate corresponding td®” = y'(1) _ y,gl)
’ t -
a1 +A andrﬁ“ ) = a; —ag+A. Similarly user 2 is presented hiu,
with 7, independen x 2 MIMO channels of the form _ VPl + VPhIva?2 2V
é(b) hT be + &(b) hiu; hiu,
s,t s,t ! S, st 4
’ a)| = 2 Vst Vg 7+ a — 1 Pl—ai 2 (1)
ZUSQt) g;tws,tcs,t—@g,t)] {QE,J[ Jt ,t] |:bs,t:| Zé?t)+ég,2 \/(T;’)xt + VP htxt +2 (44a)
. . , @) _ Y
allowing for decoding of{b,,b, ,}i=; (t =1 .T,) at Yt 9r0;
rates corresponding to” = a; + A andr{®) = A. _ /B VPGwzl 2P
Regarding achievability forr(sa) = ay and r(Sb) = Qs - + glv; glv;
(see (18),(19),(20)), we note that, after decodirg, user 1 5 BT=arg gl 4 5
can removehj ws cs,; from yglz and user 2 can remove = VPri+ ST T2 (44b)
(2) (CON PeTh Ty, 2
B O e oo et oG there s = iz, 1y = Glee o = 3 =
of the form P;25f e ConsequentIWPalhf and VPo2g, have identity
- = covariance matrices, and the average powehofg,, = RS
751 2ys ) — RS ws es =hG us as+hG s s +2g 9° P oo, =

andz,¥ does not scale wittP, i.e., in the high-SNR region
this power is of orderP". With the same CSIT knowledge
mapped from the original BC, it can be shown (see [9]) that
the DoF region of the equivalent BC in (44a)(44b) matches
the DoF region of the original BC in (1a)(1b).

VI. APPENDIX- PROOF OFOUTER BOUND Towards designing the degraded version of the above equiv-

We here adopt the outer bound approach in [9] to thteent BC, we supply the second user with knowledg@tgf),

asymmetric case ofy; # as. As in [9], we first linearly and towards designing the compound version of the above
convert the original BC in (1a),(1b) to an equivalent BG@egraded equivalent BC, we add two extra users (user 3 and
(see (43a),(43b)) having the same DoF region as the origidal In this compound version, the received signals for thet fir
BC (cf. [9]), and we then consider the degraded versidwo users are as in (44a)(44b), while the received signals of
of the equivalent BC in the absence of delayed feedbatle added (virtual) users are given by
which matches in capacity the degraded BC with feedback

(t=1,---,Ts) which can be readily shown to suppméf) =
as. A similar argument gives achievability fmfgb) =y O

X . (1) o 1 e 1 2 //(1)
(for the memoryless case), and which exceeds the capacity Y, = VP + VPImh i 42, (45a)
of the equivalent BC. The final step considers the compound y”(2) = VP22 4+ VPlez2g/ gl 4 Z;'(2>_ (45b)

and degraded version of the equivalent BC without delayed .
feedback, whose DoF region will serve as an outer bound ¥¢ here note that by defmmorht andg, are stat|st|cally
the DoF region of the original BC. equivalent to the onglndk andgt respectively, and thatt



apd zt ) are statistically equivalent to the orlglnag( and + I (Wg,y[fb]), y[n(] s 2] | Hin), W1)
t(2). Furthermore we note that user 3 is interested in the + no(log P) + no(n )7 (51)
same message as user 1, while user 4 is interested in the same N .
message as user 2. Also we recall that in the specmc degrawégre the transition to (50) uses the fact that the high SNR

compound BC, user 1 knowgst(l ., user 2 knOWSy and variance ofz; andz; scales ag*’ and P~ respectively, which

(1) _user 3 knowsyt D and user 4 knowgu(z) andy ‘M in turn means that knowledge qut(l),yt( )z, H (n] } 1
Flnally we remove delayed feedback - a removal known to nppPlies knowledge of Wy, W, and of {xt»xt}t 1» up to
affect the capacity of the degraded BC without memory [12]0unded noise level.

We now proceed to calculate an outer bound on the DoFFurthermore
region of this degraded compound BC which at least matches —h(Wl)
the DoF of the previous degraded BC and which serves as an )
outer bound on the DoF region of the original BC. —I(Wl, ,y[n] ) n]|H[n])+h(W1|y (] Zn), Hin)

c) Outer bound: We consider communication over the -
described equivalent degraded compound BC, lettitig the I(Wl’ 7y[n] ’Z[n]‘Hlnl)JF"O(lOgPHnO( n), (52)
large number of fading realizations over which communarati

: since again knowledge o[fyt ,yt( ),zt,H[n] 17, provides
takes place, and letting?,, R, be the rates of the first andfor W1 up to bounded noise level
‘(i) & )

second user. We also "H[n £ {ht, g0, he.@}io1 v £ Now combining (51) and (52), gives
{yt()}t 1andy —{i‘/t )}t L fori=1,2. "

Using Fanos mequallty, we have nRy=1(Way [ ]>,y[( n] [ Hn), W1)+no(log P)+no(n)
nRy <I(Wisy ) [Hyy)) + no(n) = 1(Waiyys) |H[n1 W)
SnlogP—i—no(logP)—h(yE,S)\Wl,H[n])—i-no(n), (46) (W2§ |y (] N Hy, 7,W1)—tn0(log P)+no(n)
as well as =h(y,! [ o |Hn ,Wi)—h(y [( y[n(}l)|H[n],W17W2)
nRy <I(Wisy, " [Hju) + no(n) - no(log P)
SnlogP—l—no(logP)— (y[n] |W1, Hp, ) +no(n), (47) 7h(z["ﬂy[?%)’y[n(]l)’H["]’W17W2)
no(log P)

which is added to (46) to give

!’ 1 1 1
+ h(zpm |y[7(1]), y[n(] ), Hi,;, Wh) +no(log P) 4 no(n)

2nR; < 2n logP + 2no(log P) — h(y{fﬁ”Wl, Hyp,)
- h( |W1, ]) + 2no(n)
<2n log P + 2n0(10g P)

<h(zn))

< h(y[fj) , y[n(]l) | Hyypp, Wi) +h(2p,)) +no(log P)+no(n)

<h(yV g Oy, H log P
— h(y )y W, Hipy) + 2n0(n). (48) <Yy Ypay (W1 Hip) + o log
+ no(log P) + no(n),
Let
Y —17 (1) which is combined with (48) to give
\/ P« Ye
y1 = diag(1, v P) [ h;’] [y;/(l)] 2nR; + nRs < 2nlog P + nay log P + no(log P) + no(n),
(1) 2 Wy (53)
z, h — h,
_ L/\/Exé] Ry ?h) ) which in turn proves the outer bound
P z;’ 1 _Z'(l
! v P h —h] 2d; +d2 <24 ay, (54)
1 —
- {\/ﬁxg] + {ﬂ + [O] (49) as described in (6b). Finally interchanging the roles oftthe
VPu; 0 ct users and ofyvy, ag, gives
Ty ) Ty
where z, = Zlo =2 N 5 — /Pori =5 and let di +2dy <2+ as. (59)
Z[n] = {z}7—,. Consequently Naturally the single antenna constraint gives thak 1, ds <
nRy +nRy = h(Wy, Wa) L. O
= (W1, Wasy{ ] LS 2 | Hip) REFERENCES
+ h(Wh, W2|y[n] ,y[n(] ), 2] Hip) [1] A. Ghasemi, A. S. Motahari, and A. K. Khandani, “On the deeg of
freedom of X channel with delayed CSIT,” iBroc. |[EEE Int. Symp.
= I[(Wy, Wasy 7y Z[n] \H ) Information Theory (ISIT), Jul. 2011.
Y ’] [n [2] C. S. Vaze and M. K. Varanasi, “The degrees of freedom aregif
+ no(log P) + no(n) (50) two-user and certain three-user MIMO broadcast channél défayed

"1y ) CSI,” Dec. 2010, submitted tiEEE Trans. Inform. Theory, available on
= IWisy0" Y s 2 [ ny) arxiv:1101.0306v2 [cs.IT].



(3]

(4]

(5]

(6]

(7]

8

[9

[10]

[11]

[12]

M. J. Abdoli, A. Ghasemi, and A. K. Khandani, “On the degreaf
freedom of three-user MIMO broadcast channel with delay8tTC in
Proc. IEEE Int. Symp. Information Theory (ISIT), Jul. 2011.

A. Ghasemi, A. S. Motahari, and A. K. Khandani, “Interface align-
ment for the MIMO interference channel with delayed local TSFer.
2011, available on arXiv:1102.5673v1 [cs.IT].

J. Xu, J. G. Andrews, and S. A. Jafar, “Broadcast chanwils delayed
finite-rate feedback: Predict or observe?” May 2011, suleahito |EEE
Trans. on Wireless Communications, available on arXiv:1105.3686v1
[cs.IT].

M. A. Maddah-Ali and D. N. C. Tse, “Completely stale transt@i
channel state information is still very useful,” Sep. 20ldbhmitted to
IEEE Trans. Inform. Theory, available on arXiv:1010.1499v2 [cs.IT].
M. Kobayashi, S. Yang, D. Gesbert, and X. Yi, “On the degreof
freedom of time correlated MISO broadcast channel with a=la@SIT,”
Feb. 2012, submitted teroc. |EEE Int. Symp. Information Theory (ISIT)
2012, available on arXiv:1202.1909v1 [cs.IT].

S. Yang, M. Kobayashi, D. Gesbert, and X. Yi, “Degrees ofef
dom of time correlated MISO broadcast channel with delayetTCS
Mar. 2012, submitted tdEEE Trans. Inform. Theory, available on
arXiv:1203.2550v1 [cs.IT].

T. Gou and S. Jafar, “Optimal use of current and outdatexhokl state
information - degrees of freedom of the MISO BC with mixed CSIT,
Mar. 2012, submitted tdEEE Communications Letters, available on
arXiv:1203.1301v1 [cs.IT].

H. Maleki, S. Jafar, and S. Shama, “Retrospective ieterfce alignment
over interference networks|EEE Journal of Selected Topics in Signal
Processing, vol. 6, no. 3, pp. 228 — 240, Mar. 2012.

T. Cover and J. Thomaglements of information theory. New York:
Wiley-Interscience, 2006.

A. E. Gamal, “The feedback capacity of degraded broaddaannels,”
|EEE Trans. Inf. Theory, vol. 24, no. 3, pp. 379 — 381, Apr. 1978.



