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Abstract— Cache cooperation improves the performance of isolated
caches, especially for cacheswith small cache populations. To make caches
cooper ateon alargescaleand effectively increasethe cachepopulation, sev-
eral cachesareusually federated in caching architectures. In this paper we
discuss and compar e the per formanceof different caching architectures. In
particular we consider hierarchical and distributed caching. We derivean-
alytical modelsto study important performanceparametersof hierarchical
and distributed caching, i.e. client’s perceived latency, bandwidth usage,
load in the caches, and disk space usage. Additionally, we consider ahybrid
caching architecture, that combines hierarchical caching with distributed
caching at every level of a caching hierarchy. We evaluatethe performance
of ahybrid schemeand determinethe optimal number of cachesthat should
cooperateat each caching level to minimizeclient’sretrieval latency.

caches. When a request is not satisfied by a client cache, the
request is redirected to the institutional cache. If the document
is not present at the institutional level, the request travels to the
regional cache which in turn forwards unsatisfied requests to the
national cache. If the document is not present at any cache level,
the national cache contacts directly the origin server. When the
document is found, either at a cache or at the origin server, it
travels down the hierarchy, leaving a copy at each of the inter-
mediate caches. Further requests for the same document travel
up the caching hierarchy until the request finds the document.

There are several problems associated with a caching hierar-
chy: i) every hierarchy introduces additional delays [30] [9],
|. INTRODUCTION i) higher level caches may become bottlenecks and have long

The World Wide Web provides simple access to a wide ranggeuing delays, and iii) several copies of the same document
of information and services. As a result, the Web has ba€ stored at different cache levels.
come the most successful application in the Internet. HoweverWith distributed caching no intermediate caches are set up
the exponential growth in demand experienced during the 1&d there are only institutional caches at the edge of the net-
years has not been followed by the necessary upgrade in ‘&K that cooperate to serve each others’ misses. Since there
network/servers, therefore, clients experience frustrating del@j¢ no intermediate caches that store and centralize all docu-
when accessing Web pages. In order to keep the Web attfents requested by lower level caches, institutional caches need
tive, the experienced latencies must be maintained under a fer mechanisms to share the documents they contain. Some
erable limit. One way to reduce the experienced latencies, fféhese mechanisms are:
server’s load, and the network congestion is to store multiplelnstitutional caches can query the other cooperating institu-
copies of the same Web documents in geographically dispergedal caches for documents that resulted in local misses (this is
Web caches. usually done using the Inter Cache Protocol ICP [34]). How-

As most of the Web content is rather static, the idea of Weler, using a query-based approach may significantly increase
caching is not new. The first WWW browsers, e.g. Mosaic [1ahe bandwidth consumption and the experienced latency by the
were able to cache Web objects for later reference, thus, redtlient since a cache needs poll all cooperating caches and wait
ing the bandwidth used for Web traffic and the latency to tHer the slowest one to answer.
users. Web caching rapidly extended from a local cache usethstitutional caches can keep a digest [27] or summary [12]
by a single browser to a shared cache serving all the clienfsthe content of the other cooperating caches, thus avoiding
from a certain institution. Unfortunately, since the number dhe need for queries/polls. Content digests/summaries are pe-
clients connected to a single cache can be rather small andrtbeically exchanged among the institutional caches. To make
amount of information available in the Web is rapidly increaghe distribution of the digest/summary more efficient and scal-
ing, the cache’s performance can be quite modest. The hit ratele, a hierarchical infrastructure of intermediate nodes can be
i.e. the percentage of requests that can be served from pragied [23] [30]. However, this hierarchical infrastructure only
ously cached document copies, at an institutional cache typicaligtributes information about the location of the documents but
ranges betweed)% and50% [26]. does not store document copies.

The hit rate of a Web cache can be increased significantlydoynstitutional caches can cooperate using a hash func-
sharing the interests of a larger community [9]; the more peopien [31] [16] that maps a client request into a certain cache.
are accessing the same cache, the higher the probability th¥{ith this approach there are no duplicated copies of the same
given document is present in the cache. To increase the effectiggument in different caches and there is no need for caches
client population using a cache, several caches can coopei@&now about each other’s content. However, having only one
Two common approaches to implement a large scale cachestagle copy of a document among all cooperating caches, lim-
operation scheme atgerarchical [9] anddistributed [23][30] its this approach to local environments with well interconnected
caching. caches.

With hierarchical caching caches are placed at different net- Distributed caching as well as hierarchical caching are al-
work levels. At the bottom level of the hierarchy there are clienéady a fact of life in much of the Internet [5]. In the USA,



NLANR provides a hierarchical caching architecture to hafevel to minimize latency experienced by clients. We find that
dle highly popular information [3]. In Europe many couna hybrid scheme with an optimal number of cooperating caches
tries have also deployed caching hierarchies to reduce the natrevery level improves the performance of hierarchical and dis-
ber of requests that traverse the highly congested transocearilitited caching, reducing latency, bandwidth usage, and load in
links [3] [28]. Distributed caching is used in several cache cthe caches.
operating schemes [34] [27] [31], and several researchers havEéhe rest of the paper is organized as follows. We first dis-
proposed to deploy a large scale distributed caching coopetass some previous work and different approaches to hierarchi-
tion [30] [23]. Moreover, distributed caching has recently besal and distributed caching. In Section Il we describe our spe-
come very relevant with the appearance of new applications tbi#ic model for analyzing hierarchical and distributed caching.
allow the distribution of different content (Web pages, imagem Section 11l we provide latency analysis for hierarchical and
music) using only end-host caches [2] [1]. distributed caching. In Section IV we present a numerical com-
In this paper we develop analytical models to study amhrison of both caching architectures and also consider band-
compare the performance of both hierarchical and distributéitith, disk space, and cache’s load. In Section V we analyze
caching. We derive models to calculate the latency experientee hybrid scheme. In Section VI we summarize our findings
by the clients, the bandwidth usage, the disk space requiremeaits] conclude the paper.
and the load generated by each cache cooperating scheme. Us-
ing analytical models we can explore the different trade-offs 8§ Related Work

the different cache cooperating schemes and simulate differentjierarchical Web caching was first proposed in the Harvest
scenarios. To make our model as realistic as possible we tgksiect [9] to share the interests of a large community of clients
a set of reasonable assumptions and parameters from the regefithas already been implemented in several countries [3]. In
literature and we try to validate our results with real data Wh§Re context of distributed caching, NLANR designed the In-
possible. ternet Cache Protocol (ICP) [34] and the HTCP [32] protocol,
Regarding latency, we find that hierarchical caching has lowgrsupport discovery, retrieval, and management of documents
connection times than distributed CaChing. ThUS, CaChing d%m neighboring caches as well as parent caches. Another ap-
ument copies at the access points of intermediate Internet $ggach to distributed caching is the Cache Array Routing Pro-
vice Providers (ISPs) reduces the connection time compareddgol (CARP) [31], which divides the URL-space among an ar-
the case where there is no support from intermediate cach@gof loosely coupled caches and lets each cache store only the
in the network and there are only edge caches. We also ffistuments whose URL hashes to it. In [16], Karger et al. pro-
that distributed CaChing has lower transmission times than bbse a similar approach to CARP, that uses DNS servers to re-
erarchical caching since most of the traffic flows through thgve the URL space and allows replication of popular contentin
less CongeStEd lower network levels. In addition to the Iaten§¥vera| caches_dvey andHarrison also proposed a |arge-sca|e
analysis, we study the bandwidth used by hierarchical and digstributed Internet cache [23], in which upper level caches are
tributed caching. We find that hierarchical caching has lowgsplaced by directory servers that contain location hints about
bandwidth usage than distributed caching, since hierarchiga documents kept at every cache. A hierarchical infrastruc-
caching uses intermediate caches in the network. A hierarafiie is used to facilitate a scalable distribution of these location
cal caching scheme that uses support from intermediate cagiias. Tewari et al. propose a similar approach to implement
in the network mimics a multicast distribution at the applicationy fully distributed Internet cache where location hints are repli-
level [25] and is much more efficient in terms of bandwidt@ated locally at the institutional caches [30]. In the central di-
than a distributed caching scheme that only places caches afégory approach (CRISP) [14], a central mapping service ties
edge of the network. However, distributed caching distribut@sgether a certain number of caches. In Summary Cache [12],
the traffic better, USing more bandwidth in lower network |eve|€ache D|gest [27], and the Relais project [19], caches exchange
Further analysis of hierarchical and distributed caching showfessages indicating their content, and keep local directories to
that the disk requirements for distributed caching are mugkcilitate finding documents in other caches.
smaller than for hierarchical caching. More precisely we find Concerning a hybrid scheme, ICP [34] allows for cache co-
that an institutional cache only needs several GBytes to storegderation at every level of a caching hierarchy. Rabinovich
accessed documents, while a top-level cache of a caching higsgry). [24] proposed to limit the cooperation between neigh-
chy requires hundreds of GBytes to satisfy the needed capagyy caches to avoid fetching documents from distant or slower

We also find that distributed caching shares very well the toi@dches, if they could have been retrieved directly from the origin
load of the system and does not generate hot spots with higttyer at a lower cost.

load, as it may be the case for hierarchical caching.

In addition to hierarchical and distributed caching, we also I[l. THE MODEL
study and compare the performance ofg hybrld scheme. Wh/g.rel\letwork Model
caches cooperate at every level of a caching hierarchy using dis-
tributed caching [34] [3]. Our analysis of the hybrid scheme As shown in Figure 1, the Internet connecting the server and
shows that the latency experienced by clients greatly varies tfee receivers can be modeled as a hierarchy of ISPs, each ISP
pending on the number of caches that cooperate at every méth its own autonomous administration.
work level. Based on analytical results we determine the opti-We shall make the reasonable assumption that the Internet hi-
mal number of caches that should cooperate at every netwerlirchy consists of three tiers of ISPs: institutional networks,



_ Internationay _ uments change periodically every update petdod Requests
Netional Network =1 Natfonal Nework for document, 1 < ¢ < N in an institutional cache are Pois-
son distributed with average request raig;. Therefore, the
orignseners  tOtal request rate for documents Ao s = Az - O*H which

is also Poisson distributed. We consider that each document is
e T

requested independently from other documents, so we are ne-

glecting any source of correlation between requests of differ-

ent documents. Lef; be the request rate from an institutional

Ork cache for allN documentsg; = S A;;. g is Zipf dis-
o tributed [7] [35], that is, if we rank allv documents in order of

Clents their popularity, the — ¢th most popular document has a request

Fig. 1. Network topology rate\; ; given by

Ari = .i,
regional networks, and national backbones. All clients are con- " ﬁllo‘
nected to the institutional networks; institutional networks alwherea is a constant that determines how skewed the lef dis-
connected to the regional networks; regional networks are c@fbution is, and is given by

nected to national networks. National networks are also con-

nected, sometimes by transoceanic links. We shall focus on a Noq .

model with two national networks, with one of the national net- o= (Z i_a) .

works containing all of the clients and the other national network i=1

containing the origin servers. The Zipf distribution will be more or less skewed depending

on how homogeneous the client population is; the more homo-
, ‘ geneous the client population is, the higher the skew fagtor
International Path R
. . . . . ] Therefore, by tuning the parameterwe can model commu-
c oOrigin Server  njties of different degrees of heterogeneity. At the regional and
national caches, requests for very popular documents are filtered
by intermediate-level caches.

\ z \
National cachec |
N

© access link

C. Hierarchical Caching

Caches are usually placed at the access points between two
different networks to reduce the cost of traveling through a new
network. As shown in Figure 2, we make this assumption for
all of the network levels. In one country there is one national
=0  network with one national cache. There @€ regional net-

works and every one has one regional cache. There#fe
Clientd® " local networks and every one has one institutional cache.
Caches are placed on heighof the tree (level in the cache
Fig. 2. The tree model. Caches placement. hierarchy), heighfl of the tree (level in the cache hierarchy),
and height H of the tree (leves in the hierarchy). Caches are

We model the underlying network topology as a fHary  connected to their ISPs vigcess links. We assume that the ca-
tree, as shown in Figure 2. Lét be the nodal outdegree of thepacity of the access link at every level is equal to the network
tree. LetH be the number of network links between the rog{nk capacity at that level, i.e(, Cr, Cy andC for the re-
node of a national network and the root node of a regional ngpective levels. The hit rate for documents at the institutional,
work. H is also the number of links between the root node of @gional, and national caches is given/ay;, hitg, hity, and
regional network and the root node of an institutional networks defined as that percentage of requests found at a given cache
Let z be the number of links between a origin server and roglye| or at any cache level below.
node (i.e., the international path). Liebe the level of the tree.

0 <1 < 2H + z, wherel = 0 is the institutional caches andD. Distributed Caching

[ =2 +zisthe origin server. We assume thatbandwidthis ho- |, 16 gistributed caching scheme, caches are only placed at
mogeneous within each ISP, i.e. each link within an ISP has fig institutional level of Figure 2 and no intermediate copies are
same transmission rate. L6}, Cr, andCy be thetransmis-  gqreq in the network. Institutional caches keep a copy of ev-
sion rate of the links at the institutional, regional, and nationalyy qocument requested locally. To share local document copies
networks. Let be the bottleneck rate on the international pathymn ng different institutional caches, institutional caches period-
B. Document Model ically exchange metadata information abput the c!ocumgnts that

' they keep. We assume that metadata information is instanta-

DenoteN the total number of documents in the WWW. Deneously updated at every institutional cache every time that a
note S the size of a certain document. We assume that doew document is fetched in any cache.

— Regional cache© v O OeOm - I=H




E. Propertiesand Limitations of the Model the cache gives priority at establishing TCP connections com-

The model presented up to now tries to make a set of ré)é’l_l’ed to other already existing TCP connections. d_denote

sonable assumptions to reflect some of the most important gé? per-hop propagation delay. The connection time ina caching

R
rameters that influence the performance of a cache coopera 'r‘?éarCth is given by

scheme. The fact that we use an analytical model instead of B _
trace-driven or real simulations has some drawbacks but also E[I]=4d Z P(Li=0)(+1)
several advantages that we try to outline next: te{0,H,2H 242}

+ The full O-ary tree used to model the network is the base Qhere thetd term is due to the three-way handshake of a TCP
our latency and bandwidth analysis. O-ary trees have been foggnection that increases the number of links traversed before
to be good models for the Internet [21] [22]. However, the Igyny data packet is sent. To account for the distance between the
tency and bandwidth results presented in this paper should ggént and the institutional cache, we include one more link in
be considered as absolute results but rather as relative respiSconnection time.

to compare the relative behavior of different cache cooperationyoy et L: be the network level such that the tree rooted at

protocals. _ _ level L; is the smallest tree containing copy of documeenthe
+ The network model assumes a hierarchical topology of the ¥snnection time in distributed cachifigf’ is given by
ternet, with different tiers of ISPs. This may not be always the

case since there are situations where clients are directly attached £[74] = Ad - Zfi{) P(Li=1)-(2l+1)+

to high-level ISPs or origin servers are directly connected to in- Ad- P(Li = 2H +2) - (2H + = + 1).

stitutional ISPs. However, a careful reader should note that these

scenarios can be easily modeled by modifying the height or thedistributed caching a request first travels up to network level
number of tiers of the distributiontree and changing the analysiad then down to the institutional cache with a document copy,
accordingly. thus, accounting fo2! links.

+ The assumptions used to calculate the load in the caches, th@fe now calculate the distribution @f;, which is the same for
hit rates, and the disk space, are not based on any tree modehferarchical and distributed caching. To obt#inL; = {) we

the network. They are only based on well-known probabilistigseP(7; = 1) = P(L; > )~ P(L; > [41). Note thatP(L; >
distributions taken from the literature (e.g. Poisson requests fpris the probability that the number of links traversed to meet
the same document [15], Zipf distribution). Thus, the resultie document is equal tbor higher. To calculate®(L; > )
obtained for the load in the caches, the hit rates, and disk spagie- denote the time into the intervil, A] at which a request

are very close to those ones reported with real data. occurs. The random variabteis uniformly distributed over the

+ To compare hierarchical and distributed caching in terms igiterval, thus we have

latency and bandwidth we assume homogeneous client com- A

munities. While this may be considered as a limitation of our P(L; > 1) = i/ P(L; > 1| 7) dr 1)
model, in Section IV-D we also show how slight modifications b= AN t= ’

of the analysis can easily model heterogeneous client commuy- . . .

nities. For other important performance parameters, such as re (L Z, l | 7) is the probability that there is no request
hit rate, and the disk space we vary the skew factor of the Zlf:g( document: in the subtree rooted at levél- 1 during the
distribution to analyze the impact of heterogeneous client cofftervall0, 7]

munities. P(Li>1]7) = o0 Ar T @)

[1l. L ATENCY ANALYSIS . . .
Combining equation 1 and equation 2 we get

In this section we model the expected latency to obtain a

document in a caching hierarchy and in a distributed caching , _ 1 =0 A
S : , P(Li > 1) = o= (1—e ). ()

scheme. We use a similar analysis to the one presented in [25]. O'=1Ari- A
The total latencyl" to fetch a document can be divided into twq3 Transmission Time
parts, theconnection time 7. and thetransmissiontime7;. The
connection timeT, is the time since the document is requested We now calculate the transmission time to send a document
by the client and the first data byte is received. The transmissiora hierarchical caching versus distributed caching. The trans-
time 7} is the time to transmit the document. Thus, the averag#ssion time of a document depends on the network lével

total latency is given by up to which a request travels. Requests that only travel through
low network levels will experience low transmission times. Re-
E[T] = E[T.] + E[T3]. quests that travel up to high network levels will experience large

transmission times. We make the realistic assumption that the
caches operate in a cut-through mode rather than a store-and-
The connection time depends on the number of network linfeeward mode, i.e., when a cache begins to receive a document
from the client to the cache containing the desired documénimmediately transmits the document to the subsequent cache
copy. Letl; be the number of links that a request for docuoor client) while the document is being received. We expect
ment: travels before it is satisfied in the caching hierarchy @mapacity misses to be a secondary issue for large-scale cache ar-
in the origin server. We assume that the operating systemcimitectures because it is becoming very popular to have caches

A. Connection Time



with huge effective storage capacities. We therefore assume that, C;, Cr, Cn, andC). We assume that the most congested
each cache has infinite storage capacity. network link from level to the clients is the link at levél De-

We now proceed to calculate the transmission time for hierdéays on network levels lower thdrare neglected. Lef be the
chical caching®[T}*], and the transmission time for distributechverage document size of all documents. The M/D/1 queuing

cachingE[T¢]. E[T"] and E[T] are given by: theory [17] gives
h — h . — . . — S h . S
E[T7] = l > E[TY|Li =1]- P(Li =) E[TMI] = Sh ~.(1_ﬁl S)
€{0,H2H 2H+z} Cr—ph-S 204
2H+=2
B[TY = Z BITYL; =1 P(L; = 1) for the delay at every network level in a caching hierarchy, and
- ’ s g5
T . d| 7. _ . B = = (1- )
where E[T}*|L; = l] and E[T¢|L; =[] are the expected trans Cy—pi-S 2C)

mission times at a certain network level for hierarchical and dis-

tributed caching. To calculaté[7}*|L; = {] andE[T}*|L; = (] for the delay at every network level in a distributed caching
we first determine the aggregate request arrival rate at evegjpeme.

network levell for hierarchical caching/ and for distributed
cachingg?.

For hierarchical caching, the aggregate request arrival rate at
every network leve3! is filtered by the hit rates at the lower To quantitatively compare hierarchical caching against dis-
caches. Thus, the aggregate request arrival rate generatettibyted caching, we pick some typical values for the different
hierarchical caching at a link between the levetsxd! + 1 of parameters. The following parameters will be fixed for the re-
the network tree is given by mainder of the paper, except when stated differently. The net-

work tree is modeled with an outdegrée= 4 and a distance
Br l=0 between caching level§ = 3, yielding O = 64 regional
l . andO?# = 4096 institutional caches. The distance from the
\ O'Pr - (1 = hity) O<i<H top node of the national network to the origin server is set to
[ z =10.

O'6r-(1—hitg) ~ H<I<2H We considerN = 250 million Web documents [6] , which

are distributed following a Zipf distribution with betweer.64
O*Mpr - (1 —hity) 2H <1 <2H +z and0.8 [7]. We consider the total network traffic generated from
. ) he institutional cache®># 37, to be equal ta0, 000 document

Hit rgtes ".ﬂ every network Igvel can be calculateq using t guests per second [8]. We fix the average document size of a
popularlty d|§trlbutlon of the different documents, (i.e., lef)web document as = 10 KB [8]. We vary the update times
and the distribution of.;. between several days and one month. We consi@giérof doc-

IV. HIERARCHICAL VS DISTRIBUTED CACHING:
NUMERICAL COMPARISON

N uments to be non-cacheable [30]. All these values correspond to
hit; = Z(/\“ -P(L; <1)). the same pointin time (year 1998), and must be scaled accord-
= b ingly for other years.

o . _ Hit rateshit;, hitg,andhit can be calculated with the for-
For distributed caching, the aggregate request arrival raten@iflas derived in Section IlI-B. Table | summarizes hit rates
a link between levels and/ + 1 is filtered by the documents 4t gifferent caching levels for homogeneous client communities

already hit in any institutional cache belonging to the subtrgg,q gifferent update intervals. We see that the hit rate achieved
rooted at level, hit;. Furthermore, in distributed caching, the

traffic between levelg and! + 1 increases due to the percent- [ A [ 7days| 10 days| 15 days]
age of requests not satisfied in all the other neighbor caches but e 20 120, 229,
stored in any cache in the subtree rooted at l&vielt y — hit; . vr 2 =z i
Thus, every subtree rooted at levekceives an additional traf- ]”,tR o9 0/0 61 0/0 63 0/0
fic equal toO' By - (hity — hit;). Therefore, the request rate hity | 78% 79% 81%
between levels and! + 1 in distributed caching is given by

TABLE |
ﬁld = Olﬁl . ((1 — hitl) + (hitN — hitl)) PERCENTAGE OF DOCUMENTS HIT AT DIFFERENT CACHING LEVELS FOR
SEVERAL UPDATE INTERVALS. o = 0.8
for 0 <! < 2H and byO?53; - (1 — hity) for 2H < I <
2H + 2.

To calculate the transmission time we model the routers aaidan institutional cache is aboti%, at a regional cache about
caches on the network path from the sending to receiving hésts, and at the national cache ab@it%. These values are
as M/D/1 queues. The arrival rate at a given network level fquite similar to those reported in many real caches [30] [26],
hierarchical and distributed caching is giveng#fyand3?. The where trace-driven analysis of real caches report hit rat8s-of
service rate is given by the link’s capacity at every network leve0% at an institutional cacheé0-60% at a regional cache, and



60-70% at a national cache. The value that differs the most be-document is popular the connection times of hierarchical and
tween the trace-driven results and our analytical results is tiistributed caching are very similar, since there is a very high
hit rate at the national cache; the analytical results sh@@a probability that the document is hit in an institutional cache.
higher hit rate than in a real national cache. However, if we pick o
the appropriate parameter, i.e. o = 0.64, to model the het- B. Transmission Time
erogeneous client communities connected to the national cacheshe second part of the overall latency is the time it takes to
we obtain hit rates at the national cache alitl¥o, which are transmit the Web document itself. To calculate transmission
closer to the real ones. time, we first show the distribution of the traffic generated by
distributed caching?{, and hierarchical caching at every
network level (Figure 4). We observe that distributed caching
The connection time is the first part of the perceived client
latency when retrieving a document. We assume that it ol
and depends on the network distance to the document [20]. 00Mbps
Figure 3 we show the connection time for distributed and t hierarchical
erarchical caching for a generic document with a documer --- distributed
popularityA,.*. We consider an update periad= 24 hours; 1omppst 1
larger update periods would result in more requests in a per
A, which would displace the curves for hierarchical and di
tributed caching toward the left of the x-axis. However, the re
ative performance of distributed and hierarchical caching wot
still be equivalent.

A. Connection Time

1Mbpsr ! 1

100kbps

,,,,,,

hierarchical

AN --- distributed

10kbps : :
0 H 2H

tree level

Fig. 4. Network traffic generated by distributed and hierarchical caching at
every tree levelA = 24 hours.

practically doubles the used bandwidth on the lower levels of
the network tree, and uses more bandwidth in much of the na-
tional network. However, traffic on the most congested links,
around the root nodes of the national network, is reduced to
half. Distributed caching uses the low level links that intercon-
1/min 1s nect institutional caches, thus, generating more traffic in the less
Aot congested low network levels.

Once we have presented the traffic generated at every network
level we calculate the transmission time for two different scenar-
i0s, i) the national network is not congested, and ii) the national
network is highly congested. We set the institutional network

First, we observe that for an unpopular document (stngj) capacity toC; = 100 Mbps. We consider the same network
both, hierarchical and distributed caching, experience high cdifik capacities at the regional and national netwdrk, = Ck.
nection times because the request always travels to the origi do not fix the regional or national network link capacities
server. As the number of requests for a document increagesgertain values, but consider only the degree of congestion
the average connection time decreases since there is a higher /%LNS under which these links operate (i.e., we vary the
probability to hit a document at caches closer than the ofjtilization of the top national network links in the hierarchical
gin server. For all the documents whidh,; ranges between caching scheme). The international path is always very con-

. X " ot adl’
one request per day gnd one request per minute, a h'eramhﬁ%@lted and has a utilization &2 g1c_/mN)5 —0.95.
caching scheme provides connection times that are about ™ |, Figure 5(a) we show the transmission time for the case
times smaller t'han a dlSthbL!tEd caching schgme. Thus, p'?‘%re the national network is not congestgd=¢ 0.3). The
document copies at the regional and the national caches in Jag, sttieneck on the path from the client to the origin server
middle of the network reduces the expected network distanc§dqye international path. We observe that the performance of
hit a document compared to the case where there is only SHpsarchical and distributed caching is similar because there are
port from institutional caches at the edge of the network. Wh% highly congested links in the regional or national networks.

1 To make the abstraction of considering a generic document, we eliminate J@Flgure 5(b) W_e co.mpare the perfor.mance Of_ hierarchical and
sub-index and use\ ;¢ instead of\ ;or, i distributed caching in a more realistic scenario where the na-

1/d 1/n
Fig. 3. Expected connection timg[7], for hierarchical and distributed

caching as a function of the document’s populaity,;. A = 24 hours,
d = 15 msec.



the transmission time in hierarchical caching increases consid-

erably [29].
90
50 —— hierarchical | | C. Total Latency
--- distributed The total latency is the sum of the connection time and the
70¢ transmission time. For large documents, the transmission time
60k is more relevant than the connection time. For small docu-
& ments, the transmission time is very small and the connection
E507 time tends to dominate. Next, we present the total latency for
= . .
a0t an average popular document with different document sizes
u ] in both hierarchical and distributed caching. We will study the
30 total latency in the scenario where the top nodes of the national
20 network are highly congested. Figure 6 indicates that hierar-
107
0 / ) m 1400
1/d 1/h A 1/min 1/s
tot — hierarchical )
1200 | ---  distributed I
(a) Not-congested national netwogk= 0.3. -7
1000 8
2’ 800 ]
90 E
. . T 600 ]
80! < — hierarchical | |
R ---- distributed 400 |
701 1
60 1 200 1
£50¢ 1 ‘ ‘ ‘ ‘
— 100 200 300 400 500
540 1 S [kB]
30¢ 1 Fig. 6. Average total latency as a function of the document size S. National
20l | network is congesteg, = 0.8
101 il chical caching gives lower latencies for documents smaller than
0 ‘ ‘ ‘ ‘ 200 KBytes because hierarchical caching has lower connection
1 h 1/min s times than distributed caching. However, distributed caching
tot gives lower latencies for higher documents because distributed

caching has lower transmission times than hierarchical caching.
The size threshold depends on the degree of congestion in the
national network. The higher the congestion, the lower is the
size threshold from which distributed caching has lower laten-
cies than hierarchical caching.

The results show that there is no simple caching scheme that
tional network is congesteg, = 0.8 (higher values op would is best for all scenarios. In Section V we show how a cache
result in a worse performance of hierarchical caching). We diRoperating scheme that dynamically select the number of co-
serve that both hierarchical and distributed caching have hig@€rating caches on a per document basis, optimizes the total
transmission times than in the case when the national netwéHency experienced by a client.
is not congested (Figure 5(a)). However, the increase in
transmission time is much higher for hierarchical caching th
for distributed caching (even greater differences are obtainedVe study the latency performance of hierarchical and dis-
for higher degrees of congestigi. Distributed caching gives tributed caching in the case of heterogeneous client communi-
shorter transmission times than hierarchical caching (abouties. To model heterogeneous client communities we consider
factor of 2.5 for average popular documents) because many tee case where there are only clients in the two extreme insti-
guests are satisfied at less congested lower network levels. Sirtional caches of the network that are interested in a certain
ilar results are also obtained in the case where the access lind@fument, and no other clients share the same interest. We con-
the national cache is very congested. In this situation the tras&ler this extreme case to obtain the largest differences between
mission time in distributed caching remains unchanged, whiéstributed and hierarchical caching under heterogeneous client

(b) Congested national network.= 0.8.

Fig. 5. Expected transmission tin#8[T}], for hierarchical and distributed
caching.A = 24 hours.

e . .
ﬁ Heterogeneous Client Communities



communities. To model such a scenario, we modify the latency

analysis and recalculate the distribution of the number of links 0=4, H=3, 2=10, A=24h, d=15ms
to hita documenf’(L; = [) (e.g., the probability to hita docu- ~ ~ | : : :
ment at the regional cache or lower is the same than the probe 10007 RN ~ - distributed

N 4

bility to hit a document at the institutional cache, since there are 900
no institutional caches under the same regional cache that sha  soo-
the same request pattern). 700t

In Figure 7(a) we show the connection time for hierarchical 2 .|
and distributed caching under heterogeneous client communifu 50
ties. We observe that the connection time for an average poptLo
lar document under distributed caching is about 2 times highel 4
than the connection time of hierarchical caching. Comparing 300f
Figure 7(a) with Figure 3, we see that having heterogeneou: 200r
client communities clearly increases the connection time for dis- 100}
tributed caching since cache cooperation may happen amor 0 ‘ ‘ ‘
very distant caches. However, the performance of hierarchice 1/ hy L/min Us
caching almost remains unchanged since requests can always pe “
satisfied from intermediate caches in the middle of the network
that are close to the clients.

In Figure 7(b) we show the transmission time for hierarchical

\ 4

(a) Expected Connection Time.

and distributed caching. We have considered the case where th O=4, H=3, A=24h, S=15kB,p,=0.95 p, =0.80 p, ,=0.30
national network is congested. Since requests for both hierarchi- go ‘ ———
cal and distributed caching need to travel very high up in the dis- i f Z:E:ﬁl;irt];(:clal

tribution tree, the transmission time is similar for both. Compar-
ing Figures 7(b) and 5(b) we see that for heterogeneous client 7ot
communities the transmission time of distributed caching in-

creases significantly since requests need to travel through highe_Go’ 1
network levels, which are highly congested. £500 .
E. Bandwidth Usage 4o 1

Next, we consider theandwidth usage in the regional and 30y
national network for both caching architectures. Note that the gL
bandwidth used on the international path is the same for both
architectures, since all requests not satisfied at any cache leve
travel through the international path. 0

We calculate the bandwidth usage as the expected numbe
of links traversed to distribute one packet to the clients. Fig-
ure 8(a) shows the bandwidth usage of hierarchical and dis-
tributed caching in the regional network. We see that distributed
caching uses more bandwidth than hierarchical caching in )¢ 7. | atency performance of hierarchical and distributed caching under het-
regional network since many documents are retrieved from dis-erogeneous client communities (only the two extreme institutional cachesin
tant institutional caches, traversing many links. However, re- the network share the same request pattetn}= 24 hours,d = 15 msec,
call that the network traffic is better distributed, with most of * = %%
the bandwidth being used on lower, less-congested levels of the
network tree IV-B. On the other hand, hierarchical caching usgsinstitutional caches at the edge of the network. Therefore, ap-
fewer links in the regional network since documents are hit froaches like yoid [13] or napster [2] that only use the support
the regional cache. from edge caches/hosts to provide a content distribution archi-

A similar behavior occurs in the national network (Figtecture have much worse performance in terms of bandwidth
ure 8(b)); distributed caching uses more bandwidth than higfsage than other approaches that use cooperating hosts/caches
archical caching. However, the bandwidth usage of distributggide the network, as does hierarchical caching.
caching is lower in the national network than in the regional
network since many institutional caches can be reached oRlyCache Load

traversing few national network links. _ In order to estimate the load on the caches, we calculate the
The fact that hierarchical caching uses less bandwidth thgfbred request rate at every cache level for hierarchical and dis-

distributed caching in the national and the regional networihuted caching. For a caching hierarchy, the filtered request
show that a well-formed caching hierarchy implements agtes are given by

application-level multicast distribution [25], which is much
more efficient in terms of bandwidth than using the only support /\}Z» = AL

10f

1/d 1/h A 1/min 1/s

tot

(b) Expected transmission time.



given by:

6 — ; A=A+ (P(Li <2H) — P(L; <0)) - Ar
RN —— hierarchical
5l \ LoD distributed || In figure 9, we calculate the load in the caches for both
\ caching architectures a% and L respectively for different
n J il document popularities. With dlstrlbuted caching, the request
S | rate at an institutional cache doubles for a large range of doc-
e . Y ument popularities. With hierarchical caching, the request rate
5 3 N | at the regional and national caches increases by a factdraf
\ 4096 respectively for documents that are not very popular. For
27 \\ ’ very popular documents, the request rate at the national and re-
\ gional caches is reduced since documents are hit at lower cache
1F 8 levels decreasing the load at higher cache levels.
0 ‘ ‘ — |
1/d 1/h A 1/min 1/s
ot 4096 ---- institutional |
---- regional
(a) Regional network. national
-»-- distributed

6 ;
—— hierarchical 5T TSN 1
---- distributed o N\
57 i -
a4t ; - \\\ 1
. \\ 27 x—x/x,xx-x-x-x*x-x—x-xx-x—x—xxx_x_x‘xx‘x‘x g
(%] //// \ 1;(*&&*:)(*):______._-_,____‘______*(_*_x‘x‘l-l)ﬁ.x-
£3—— \ 1 ‘ ‘
- | 1/d uh o 1/min s
ol \ | tot
A\ Fig. 9. Documentrequest rate at the different caches with respect to the institu-
1 \ | tional request ratd ;. A = 24 hours.
‘ ‘ S ‘ Considering allvVdocuments with different popularities, we
0 1/d 1/h 1/min 1s can estimate the total incoming request rates at every cache
tot level. In Table Il we show the load at every cache level of a

caching hierarchy for different network topologies. On the first
(b) National network.

institutional | regional | national
Fig. 8. Bandwidth usage on the regional and national network, as a function of O=4. H=3 0.2 req/s 6.4 req/S 122 req/s
the d t tratA. = 24 h . ! . .
¢ foctmentieqiesta o O=3,H=3| 0.2req/s | 2.7req/s| 25req/s
M= (1= P(L;i <0)) 0", TABLE Il
A = (1 p(L. < H)) OZH/\I . TOTAL REQUEST RATE AT EVERY HIERARCHY LEVELS FOR DIFFERENT
Ni = - : i

NETWORK TOPOLOGIESA = 15 DAYS.

In distributed caching, the request rate at the institutional
cache){, is given by the local request ratg ; at the insti-
tutional cache, plus the external request rate arriving from trew of table Il we consider the case where there @&techil-
other cooperating institutional caches. The external request rditen caches connected to one parent cache. We see that the na-
from the other cooperating institutional caches can be calculatezhal cache needs to handle request rates that are 2btotes
using the percentage of requests that are not hit locally in an lmgher than the request rates at a regional cache, and éfdut
stitutional cache and that are hit in any other institutional cactienes higher than the request rates at an institutional cache. We
(P(L; < 2H)—P(L; <0)). Recall that the percentage of locahave also considered the situation where the number of children
misses that are not satisfied amapgf’ institutional caches is caches connected to a parent cache is smaller2i.ehildren
uniformly shared among th@?# institutional caches. There-caches @ = 3,H = 3). In this scenario, we see that the load
fore, the load at an institutional cache in distributed caching tisat the regional or national caches need to support is reduced.



However, it is still between3 — 125 times higher than the load 3
at an institutional cache.

G. Disk Space

In this section we analyze the disk requirements of hier:
chical and distributed caching. In order to compare the di %’
space required in both caching schemes, we calculate the i
pected disk space to store one document in hierarchical cact —
D" and in distributed caching¢. We calculate the disk space %
required as the average Web document $izéimes the aver-
age number of copies present in the caching infrastructure. 7 1.5¢ 1
average number of copies in the caching infrastructure can
calculated using the probability that a new document copy
created at every cache level. Thus, the average disk Spate 1

store one document in hierarchical caching is 1/d oy 1/min s
tot

2.51 1

R _ & .)2H —Ar.A
E[D* = 5-0%7-(1—e"1:%) Fig. 10. Hierarchical to distributed disk space ratio for one document, as a

function of the document request rate

+ S OH(1— e i)

. N different update perioda. We took values ofv and 3 that
+ S (L= correspond to those of a real institutional, regional, and national
and in distributed caching it is given by pache of a cach.ing hiergrchy [18][7] [26] [3]. Ag the peritd .
increases, the disk requirements also increase since the probabil-
E[DY =5 0% . (1 — e 8, ity that a document is requested in a periddncreases. Atthe

limit, for an infinite update perioch and a large enough client
Figure 10 shows the ratio of the disk space used by hiergepulation, the cache would need a disk space equal t&®

chical to distributed caching for different document popularKBytes to store all requested documents.
ties. We see that hierarchical caching always uses more disk
space than distributed caching . For unpopular documents hier- | B, a | 5days | 10days| 15 days]
archical caching usestimes more disk space than distributed 1req/sa=0.8 36GB| 7GB | 10GB
caching, since document copies are present at the three levels —>07eq/s,=0.64 || 111 GB | 158 GB | 369 GB
of the caching hierarchy instead of being only at the institu- 100 req/s»=0.64 || 316 GB | 558 GB | 750 GB
tional caches. For popular documents the difference between
hierarchical and distributed caching are reduced and hierarchi-

. ; o TABLE Ill
Cal C,aChIng uses abOl]lt6% more dISk Space than dIStrIb_Uted INFINITE CACHE SIZE AT DIFFERENT LEVELS OF A CACHING HIERARCHY
caching. The reason for this is that the extra number copies that 5 _ 10KB

hierarchical caching keeps with respect to distributed caching is
given by the number intermediate cack@”(+ 1), which is a
small number compared to the total number of cactigd'j.
Given the distribution of document requests at lévigr hi-
erarchical caching){fi, and the average Web document size
we can derive thénfinite cache size for each level of a caching

hierarchyD;' .., and for distributed cachin@?,, i.e. the disk ¢ .- 0.64), the disk space increases by a facto2nfto 37.
space needed to keep a copy of every requested document a national cache with a request rate equabtbreq/sec the
the document is up-to-date. For distributed caching, the infima? K

disk i< th he infinite disk ded ﬂ§P?dspace required to store all documents increases to several
disk space IS the same as t emn |n|te IS spaceh needed ajiligireds of Gbytes. These analytical values that have been ob-
institutional caches of a caching hierarchy, = D} . The

S . L tained with our model, are very close to those ones reported in
infinite cache size for a cache on leves given by different trace-driven simulations with similar parametgfs
N anda [7] [15] [11]. For instance, in [11], an infinite disk space
D =S5- Z(l — e—A{’,,A). of 20 and 100 GB is given for request rates 8fand13 requests
’ =1 per second respectively. In [33]itis suggested a disk space capa-
ble of storing at least days of data. Assuming that we want to

To consider multiple scenarios with heterogeneous cliegfyre a week of data, this rule would give us (for the three values
communities with different Zipf parametets and generic re- ¢ 3" used in Table Il and the same skew factor]), a disk

quest rates’;, we define the request raig; for document at  gpace of5.7 GB, 115 GB, and570 GB. Note that for smaller
level! as/\{fi = f %. Table Il presents the infinite cache spacekew factorsy, the disk requirements will be higher.
for different request rates, different Zipf parameters, and ~ As we have seen in this section, the performance requirements

From Table IIl we first see that an institutional cache with
a request rate equal toreqg/sec and skew factar = 0.8 re-
quires a disk space betwe8rt to 10 GBytes. For a regional
cache with a higher request rat®) (reg/sec) and smaller skew



of high level caches in terms of disk space and cache load i one (no cooperation) t0” = 64 (all neighbor caches
very high, which makes it difficult to deploy a centralized topwith the same parent). Figure 11 shows the average connec-
level cache. As a result, many top level caches use several tiartime for all vV Web documents, depending on the number
chines to distribute load and disk requirements. These machinésooperating caches. Based on the network model presented
cooperate in a distributed fashion [3] using some of the existing
cache sharing schemes [31] [12] [27].

Distributed caching can decrease the retrieval latency of la 420
documents and reduce the bandwidth usage at high network
els. However, a large scale deployment of distributed cachi 415[ ]
encounters several problems. When a document is fetched f 410"
a neighbor institutional cache, the experienced latency depe
not only on the link bandwidth of the requesting institutione 7405
cache, but also on the link bandwidth of the neighbor cache ct £,
tacted. So in a distributed caching scheme, investing into higl:é‘oo’
capacity links will not result in any benefit when documents a
hit in neighbor caches with smaller connection capacities.
order to increase the local hit rates, local ISPs could increi 390} i
the disk space of their cache and thus store more docume
However, in distributed caching the more documents a given 385
stitutional cache stores, more requests it receives from neigh 380 ‘
institutional caches. Thus, investing in larger disks to save bai 14 16 64
width and reduce latency can eventually resuitore incoming k
traffic a.md'longer queu,mg delays at the !ocal cache. Neverthne—fg. 11. Connection time as a function of the number of cooperating caches at
less, distributed caching can be used in a smaller scale wher€syery cache level in a hybrid scheme.
caches are interconnected at short distances with plentiful band-
width, e.g. among caches in a metropolitan area or in a campuSection Il we observe that when the number of cooperating
where cache cooperation is easier and there are no adminigisahes is just one or two, the connection time is al3datto
tive issues. 390 msec since most requests are satisfied from the parent cache.
When the number of cooperating caches is four, the connection
time reaches a minimum. If more distant caches are consid-

In this section we consider a hybrid caching scheme wheated, the connection time increases again since documents are
a certain number of cachéscooperate at every network levefetched from caches that have higher response times than the
of a caching hierarchy. With hybrid caching when a documeparent cache. There is, therefore, an optimal number of caches
can not be found in a cache, the cache checks if the docuntbat should cooperate at every cache level to minimize the con-
resides in any of the cooperating caches. If multiple caches hagetion time. The optimal number of cooperating cachebat
pen to have a document copy, the neighbor cache that providesimizes theconnection time is the number of caches that are
the lowest latency is selected. If the document does not residecloser network distances and therefore have lower response
among the considered caches at a given level, the request is thees than the parent cache, i&. = OL#/2 in our network
forwarded to the immediate parent cache or to the origin serveodel.

The number of caches that should be considered at everyigure 12 presents the connection time for distributed
cache level to locate a document copy should be limited to aveigching, hierarchical caching, and a hybrid scheme with the
fetching a document from a distant cache that could have begatimal number of cooperating cachks We observe that a
fetched faster from a parent cache or the origin server. We nbybrid scheme wittt, cooperating caches has much lower con-
investigate the optimal number of caches that should cooperagetion times than distributed caching and even lower connec-
at every cache level to minimize the document retrieval latentign times than hierarchical caching (abdutb times less) for
Due to space limitations we omit the detailed analysis for hgocuments that have between one reg/hour and one reg/sec.
brid caching, which can be found in [29]. For hybrid caching, o
the probability that a document is found amahgooperating B- Transmission Time
institutional caches can be calculated using Formula 3 and reNext, we analyze the transmission time in a hybrid scheme
placingO' institutional caches by cooperating caches. At theand calculate the optimal numbgr of cooperating caches at
regional level, to calculate the probability that a document ery network level that minimizes the transmission time.
found amongk cooperating regional caches, should be re- | Figure 13 we plot the transmission time in a hybrid scheme
placed byO™ - k. for all N Web documents depending on the number of cooperat-
ing caches at every cache level. We consider the case where the
top links of the national network are not congestgd=( 0.3),

Next we present the connection time in a hybrid scheme athat is, the only bottleneck in the path from the origin server to
function of the number of cooperating cachieat every level. the client is the international path, and the case where the top
The number of cooperating caches at every cache level can rdimdes of the national network are congested=€ 0.8). Similar

395r 1

V. A HYBRID CACHING SCHEME

A. Connection Time



number of cooperating caches increases over a certain threshold
(k+ = 16 in our model), the transmission time starts increasing
— nierarchical | since documents can be hit in distant neighbor caches, which
~—— distributed can be interconnected through highly congested top-level links.
\ - hybrid, k=4 The optimal number of cooperating cacligshat minimizes the
' experiencedransmission time depends on the number of coop-
erating caches reachable with out using the congested links. In
the case where the top-level links of the national network are
congested, the optimal number of cooperating caches at every
cache level isk; = 16. This value corresponds to the num-
ber of regional caches that can cooperate without traversing the
national top-level links, which i¢; = Of~! in our network
model.
In Figure 14, we present the transmission timigl;] for a
‘ ‘ ‘ hybrid scheme with the optimal humber of cooperating caches
1/d 1/h A 1/min 1/s ke, distributed caching, and hierarchical caching. We observe
tot that a hybrid scheme withy cooperating caches has a transmis-
Fig. 12. Connection time in a hybrid caching scheme with the optimal numbigll'On j“me which is about.9 times Iowgr than for hierarchical .
of cooperating cachés. . caching. We also observe that a hybrid scheme has a transmis-
sion times that is about.12 times lower than for distributed
caching since it reduces even more the traffic around the high
results are also obtained for the case that the access link ofrib@vork levels [29].
national cache is congested [29].

2001
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Fig. 13. Average transmission time as a function of the number of cooperating
caches in a hybrid scheme. National network is not congeste,0.3.  Fig. 14. Transmission time for a hybrid caching scheme with the optimal num-
National network is congested = 0.8. ber of cooperating cachés as a function of the document's popularity.
National network is congested,= 0.8.

We observe that for non-congested national network, vary- i ) .
ing the number of cooperating cachesat every cache level ~ Thus, by dynamically choosing the number of cooperating
hardly influences the transmission time (frat7 msec tc20.5 caches, a hybrid scheme can have as low connection times as hi-

msec). However, when the national network is congested, gp{@rghical caching, and as low transmission times as distributed
transmission time strongly depends on the number of coopEfching.

ating caches at every cache level. If the number of cooperating
caches is very small, there is a low probability that the documerit
can be retrieved from close neighbor caches. Since the paremepending on the document size there is an optimal num-
cache contains all documents requested by its children caclbes, of cooperating caches at each cache level that minimizes
there is a higher probability that the document is retrieved frothe total latency. For small documents the optimal number of
the parent cache traversing the highly congested top-level linksoperating caches is close #g, since choosing:. cooper-

As the number of cooperating caches increases, the probabdiiyg caches minimizes the connection time. For large docu-
to hit the document at close neighbor caches connected by fasits the optimal number of cooperating caches is closg to
links increases, and thus, the transmission times are lower. If flirece choosing:; cooperating caches minimizes the transmis-

Total Latency



sion time. For any document size, the optimal number of codpwer overall retrieval latencies than distributed and hierarchical
erating caches,,; that minimizes the total retrieval latency iscaching for a large range of document’s popularities (about a
such thak. < k.p¢ < k. factor of1.5).
In Figure 15 we plot the optimal number of cachigs, that

should cooperate at every network level to minimize the tot@l Bandwidth

retrieval latency depending onthe documentsize. We choo'se thplaving caches cooperate at every cache level not only in-
case where the top-level links of the national network are hlg%

[

: L nces the latency experienced by the clients, but also mod-
congested, thus the optimal number of caches that minimizes the bandwidth patterns inside the network. In figures 17(a)
transmission time i, = 16. In Figure 15 we observe thag,,

b b — 4 andk — 16. For d N f and 17(b), we compare the bandwidth usage of a hybrid scheme
ranges between, = 4 andk; = 16. For documents sma & tor different degrees of cooperation with the bandwidth usage of

than several KBytes, only. = 4 caches should cooperate 3hierarchical and distributed caching in the regional and national
every cache level. For documents larger than several cent

orks.
KBytes, k; = 16 caches should cooperate at every cache level.
16+ ++ 6 L, )
++ - : ’
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++ R B
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Fig. 15. Optimal number of cooperating cachies.:, as a function of the

document sizes. National network is congested,= 0.8. )
(a) National network.
In Figure 16 we show the total retrieval latency for a large
document§ = 200 KB) and the optimal number of cooperating
cachesk,,; = k: = 16. We see that a hybrid scheme withthe ¢

—— hierarchical
5F --- hybrid, k=4
2500 ‘ ‘ ‘ ‘ -~ hybrid, k=16
— hierarchical al SR R (e distributed
2000 --- dlstr[buted | g
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Fig. 16. Total latency to retrieve a large document in a hybrid caching sche
with the optimal number of cooperating caclies: = k: = 16. National
network is congesteg@, = 0.8. .S = 200 KB.

'El%. 17. Bandwidth usage on the national and regional network for the hierar-
chical, distributed and hybrid caching schemes.

optimal number of cooperating caches at every cache level hagv/e see that the bandwidth usage of hybrid caching is smaller



than the bandwidth usage of distributed caching for a large rarnte load is shared between a higher number of caches.

of document popularities in the national, and the regional net-

work. The reason for this result is that having intermediate VI]. CONCLUSION

caches in the network can greatly reduce the bandwidth us- )

age, emulating a multicast distribution at the application-layer, W& have developed analytical models to analyze the perfor-
The performance of hybrid caching with respect to hierarchicB@nce of hierarchical and distributed caching in terms of la-
caching depends on the number of cooperating caches. In patgBSY: hit rate, disk space, bandwidth usage, and load in the
ular, when there aré = k. = 4 caches that cooperate at ever?aChes- We have foqnd that a hierarchical cache scheme using
level, the bandwidth usage of a hybrid architecture is even lowBfermediate caches in the network

than the bandwidth usage of hierarchical caching (about a factoreduces the expected network distance to hit a document,

of 1.2 for average popular documents); note that having- 4 + decreases the bandwidth usage, by effectively implementing
cooperating caches at a caching level minimizes the numberadhulticast distribution at the application-level, and

network hops traversed by a request. When= k. = 16 « reduces the administrative concerns compared to a distributed
caches cooperate to minimize the transmission time in the casghitecture that only uses caches at the edge of the network.

of congested links, the bandwidth usage of hybrid caching in-However, a hierarchical caching architecture needs powerful
creases slightly (about a factor bf for average popular docu-intermediate caches or intelligent load balancing algorithms to
ments) compared to a pure hierarchical configuration since digoid high peaks of load in the caches that will result in high
tant caches may be contacted to avoid traversing the congesgiRshts latency. On the other hand, distributed caching has very

links. good performance in well interconnected areas without requir-
ing any intermediate cache levels. Nevertheless, the deployment
E. Cache Load of distributed caching in a large scale encounters several prob-

A hybrid architecture redistributes the load at every cac#ms such as large network distances, high bandwidth usage, and
level. Institutional and regional caches receive more requedgninistrative issues.
from neighboring cooperating caches and the national cache reWe have also analyzed a hybrid scheme where caches coop-
ceives fewer requests since more requests are satisfied anesaig at every network level of a caching hierarchy. We found
cooperating caches. that a hybrid caching scheme can combine the advantages of
both hierarchical and distributed caching, reducing the connec-
tion time as well as the transmission time. However, the number
of caches that should be considered to locate a document copy at

4096 - - instiutional || each level depends on the number of hops from the client to the
--- regional caches, the congestion of the network, the parent cache/server
E;E?iga:(=4 load, and the document’s size [29].

Our results on hierarchical and distributed caching not only
apply to the area of Web caching but also to some new applica-
tions that have recently become very popular to distribute con-
tent only using end client’s caches. Programs like napster [2],
gnutella [1], or scour [4] provide a distributed caching architec-
ture to distribute images, mpg3 files, and other kind of informa-
tion that is stored at individual client caches. These applications
use a central repository where all clients specify the documents
that they cache. Clients query this repository to find where the
‘ ‘ ) information resides, and obtain a list of the cooperating clients

1/d 1/h N 1/min s who have a copy of the document, the location of the cooper-
tot ating clients, and its connectivity. Among all the cooperating
Fig. 18. Document request rate at the different caches with respect to the(‘l"rlll-ems,WIth a documgnt copy, a C_“em manually selects the co-
stitutional request raté ; for hierarchical caching and for hybrid caching OPerating client that is geographically closer or the cooperat-
with k = k. = 4 cooperating caches (crossed line&)= 24 hours. ing client with the highest bandwidth connectivity. Then, the

client caches the information locally and makes it available to

Figure 18 shows the load at every cache level for hierarclither cooperating clients. In this way popular content is rapidly
cal and hybrid caching witk = 4 (for the load generated by replicated from one client to another, thus, increasing the prob-
distributed caching refer to Figure 9). We see that a hybrbility to find a popular document in a nearby client. Proposals
scheme considerably reduces the request rate for popular ddike-yoid [13] also consider to distribute content using a multi-
ments compared to hierarchical caching since many documeratst distribution with the only support of client’s caches. The
are hit in neighbor caches. For average popular documents ribgults presented in this paper show that placing some interme-
load at the regional and institutional caches increases slightliate caches in the network can significantly improve the per-
since every cooperating cache serves a part of all the requéstsiance of those applications that distribute content using the
hit among thet cooperating caches. For higher number of canly support of client’s caches, reducing the bandwidth usage in
operating cachek, the results would not vary significantly sincethe network, and the response time to the clients.

R
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