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Abstract. We study functionally correct TCP connections — normaligeteata
transfer and tear-down — that experience lower than norerépnance in terms
of delay and throughput. Several factors, including padkss or application
behavior, may lead to such abnormal performance. We presergthodology
to detect TCP connections with such abnormal performarare fracket traces
recorded at a single vantage point. Our technique decormoEEP transfer into
periods where: (i) TCP is recovering from losses, (ii) tHerd or the server are
thinking or preparing data, respectively, or (iii) the da&aent but at an abnor-
mally low rate. We apply this methodology to several tracestaining traffic
from FTTH, ADSL, and Cellular access networks. We discobat tegardless
of the access technology type, packet loss dramaticallyadeg performance as
TCP israrely able to rely on Fast Retransmit to recover frossés. However, we
also find out that the TCP timeout mechanism has been optinmz&ellular net-
works as compared to ADSL/FTTH technologies. Concernisg-foee periods,
our technique exposes various abnormal performance, seing benign, with
no impact on user, e.g., p2p or instant messaging applicatand some that are
more critical, e.g., HTTPS sessions.

1 Introduction

Several access technologies are now available to the entbusecessing the Internet,
e.g., ADSL, FTTH and Cellular. Those different access tetdgies entail different
devices, e.g., smartphones equipped with dedicated O&ii#soid. In addition, a dif-
ferent access technology also implies a different usage s unlikely that p2p appli-
cations be used as heavily on Cellular than on wired access iEwe consider ADSL
and FTTH, which are two wired technologies, some differsrita/e been observed in
terms of traffic profile [1].

Despite this variety of combinations of usage and technokgme constant factors
remain in all scenarios like the continuous usage of emdii®use of TCP to carry the
majority of user traffic. This predominance of TCP conséituthe starting point of our
study and our focus in the present work is on the performah€€® transfers.

In this work, we aim at detecting functionally correct TCRnections — normal set-
up/tear-down and actual data transfer — that experienakddrdormance. The rationale
behind this study is that bad performance at the TCP layanldhze the symptom of
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bad performance at the application or user level. Note thiata different objective
from the detection of traffic anomalies, where the focus iddtect threats against the
network, e.g. DDoS [2] [3-6].

To tackle the problem, we adopt a divide and conquer appredotre we analyze
separately connections that experience losses and camethat are unaffected by
losses. Our analysis of connections unaffected by loskesfgjority of connections)
uses as a starting point a breakdown approach initially ggeg in [7]. It enables to
delineate, for each transfer, time periods due to the sen@rent thinking, or the time
spent sending data. Once each connection is transfornwhiatpoint in multidimen-
sional space, we isolate anomalous TCP connections erperigbad performance as
those connections having high value(s) in one or severatéions.

We apply our methodology to passive traces of traffic cadldan ADSL, Cellular
and FTTH access core networks managed by the same AccesseSerovider. Our
main contributions are as follows:

— Concerning losses, we extend to the case of multi-techgdidgrnet access, what
other studies have observed, namely that losses lead tatstibl, from 30 to 70%
(median) increase of transfers times for all connectioass{mice or elephants).

— We observed that the strategies observed on the Cellulamndémgy to recover from
losses seem more efficient than on ADSL and FTTH, as the timduwations are
close to the Fast Retransmit durations.

— Concerning transfers unaffected by losses, we proposrelift definitions of what
an abnormal performance means and exemplify the diffengpitcaaches on our
traces. A salient point is that our approach relies on anwatecnormalization of
those quantities in order to pinpoint abnormal performandependently of the
actual size of the connection.

— While analyzing the connections flagged as abnormal, wéerta performance at
the transport layer to the performance at the applicatiperldVe show that in some
cases, e.g., instant messaging applications, the low npeaface at the transport
are unrelated to problems at the application layer. On thposife, in some key
client/server applications like HTTPS transfers, low pearfance at the transport
layer might be perceived negatively by the end user.

2 Datasets

We collected packet level traces of end users traffic from @nfaench ISP involving
different access technologies: ADSL, FTTH and Cellulae Ttter corresponds to 2G
and 3G/3G+ accesses as clients with 3G/3G+ subscriptionbeaowngraded to 2G
depending on the base station capability. ADSL and FTTHesaorrespond to all the
traffic of an ADSL and FTTH Point-of-Presence (PoP) respebti while the Cellular
trace is collected at a GGSN level, which is the interfacevbet the mobile network
and the Internet. Note that ADSL and FTTH clients might beih&802.11 home
networks, but we have no means of detecting it.

Table 1 summarizes the main characteristics of each trameh Eace features
enough connections to obtain meaningful statistical tesul
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Cellular FTTH | ADSL

Date 2008-11-222008-09-3(2008-02-04
Starting Capture 13:08:27 | 18:00:01 |14:45:02:03
Duration 01:39:01 | 00:37:46 | 00:59:59

NB Connections 1,772,683 574,295 | 594,169
Functionally correct cnxsl,236,253| 353,715 | 381,297
Volume UP(GB) 11.2 51.3 4.4
Volume DOWN(GB) 50.6 74.9 16.4

Table 1. Traces Description

Our focus is on applications on top of TCP, which carries & majority of bytes
in our traces. We restrict our attention to the connectibasd¢orrespond to presumably
valid and complete transfers from the TCP layer perspedtia we term functionally
correct connections. Functionally correct connectionstrfulfill the following condi-
tions: (i) A complete three-way handshake; (ii) At least 3P data segment in each
direction; (iii) The connection must finish either with a FiX RST flag. Functionally
correct connections carry between 20 and 125 GB of trafficuintaces (see Table
1). The remaining connections, which amount for almost tiirel tof connections in
our traces, consist for the vast majority of transfers with nomplete three-way hand-
shakes (presumably scans) and also a minority of connegtdew percents, for which
we missed the beginning or the end of the transfer.

To have in idea of the applications present in our data setgevformed a rough
classification of traffic by identifying destination poristeveals that more than 84% of
Cellular access connections targeted ports 80 and 443vahis falls to respectively
45% and 62% of bytes for our FTTH and ADSL traces, where wervlsa prevalence
of dynamic destination ports, which are likely to corresptmp2p applications.

3 Onthe impact of losses on TCP performance

TCP implements reliability by detecting and retransmifimst segments. The common
belief is that the loss recovery mechanism of TCP is pasitylpenalizing for short
transfers. However, several work have shown that even Iamgfters might be penal-
ized by loss recovery, e.g. [7]. We confirm those resultsterdases of all the access
technology we consider. We further demonstrate that on &llell@r access technology,
some counter measures have been put in place to limit theioluief TCP recovery
phases.

3.1 Losses and Retransmission periods

To assess the impact of TCP loss retransmission events itmamas, we use an algo-
rithm to detect retransmitted data packets, which occuwéen the capture point and
the remote server or between the capture point and the 18881, FTTH, Cellular)

client. This algorithm is similar to the one developed in [8¢ define the retransmission
time as the time elapsed between the moment where we obsdeaease of the TCP
sequence number and the first time where it reaches a valier ldwan the largest se-
quence number observed so far. If ever the loss happendtadtebservation point, we
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observe the initial packet and its retransmission. In thise¢ the retransmission time
is simply the duration between those two epochs. When thkepés lost before the
probe, we infer the epoch at which it should have been obdebased on the sequence
numbers of packets. Note that computations of all thosetidunsare performed at the
sender side, as time series are shifted according to our Biifhae. We (heuristically)
separate actual retransmissions from network out of sexuemd spurious [8] retrans-
mission events by eliminating durations smaller than th& Bfithe connection. Once
losses are identified, we compute for each TCP connectstotél retransmission time.

We first report, in Table 2, on two metrics: the average loss aad the average
fraction of connections affected by loss events.

CellulanFTTH|ADSL
Loss rate 4% 2% | 1.2%
Fraction of connections 29% | 9% | 5%
Table 2. Overall loss rates

We observe from Table 2 that while loss rates are quite low {races are too
short to draw general conclusions on the loss rates in eadtbament), the fraction
of connections affected by losses are quite high, esp. Q#llular technology. A
possible reason is that losses are due to random losses wfir¢hess medium, which
may result in small loss episodes that affect connectioasyectively of their duration
or rate.

To assess the impact of the loss recovery mechanisms of TE€Rompute the
fraction of transfer time that the recovery period représenfhe transfer time itself is
defined as the sum of set-up (three-way handshake) and datder time (including
loss recovery periods) for each connection. We excludesiévredown time, where only
control segments are exchanged (ACK, FIN, RST,) as thistiduras no impact on
application performanéeand has been observed to be extremely long in a lot of cases
- see [7]. As we further want to assess the impact of the regqrecess for both short
and long connections, we present results for each decileeafdnnection size, i.e., we
report results for the 10% of smaller connections, then tha ©0%, etc. Results for
each access technology are presented in Figure 1. We olikatver all technologies,
losses lead to a significant increase of the connectionidardietween 30 and 70 %
when considering the medians (bars in the center of the btsjpirrespectively of the
actual size of the transfer. We also note that the lower immpadserved for the Cellular
trace, while the impact on the ADSL and FTTH traces are simfilaall deciles.

We further investigate this discrepancy Cellular and AOFFIVH in the next sec-
tion.

3.2 Delving into TCP retransmissions

To uncover the better performance of Cellular connectidrseoved in the last para-
graph, we next distinguish between losses recovered byamsshission time-out (RTO)

5 A server might in fact be affected by long tear down times asrésources associated to the
socket are unnecessarily affected to the connection
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Fig. 1. Fraction of connection duration due to TCP retransmissions

and losses recovered by a fast retransmit/fast recoverfR)RP/e suppose that RTO
(resp. FR/R) correspond to recovery periods with striaflysl than (resp. greater or
equal to) 3 duplicate acknowledgments. This definition$aadh striking result: for our
traces, more than 96% of loss events are detected using RTi©reBult is in line with
previous studies [7].

Two factors contribute to this result. First, most of tramsfare short and it is well-
known that short transfers, which do not have enough in fligickets to trigger a FR/R
revert to the legacy RTO mechanism. Second, long connexatimust often rely on RTO
as the transfer, while large, consists of a series of trajoegtions and answers of the
application layer protocol) whose size is not large enoirghjmost 50% of the cases
in our traces, to trigger a FR/R.

Figure 2 plots the distribution of data retransmission tfiord=R/R and RTO based
retransmissions. As expected, FR/R retransmission timesheorter than RTO for all
access technology. However, the key result here is thatruhdeCellular technology,
a significant attention has apparently been paid to limitRA© duration, which re-
sults in RTO performance close to the FR/R performance.migét be due to specific
mechanisms at the server sitler at the Access Point Name, which is the proxy that
Cellular clients use to the access the Internet. OptimigiegRTO mechanism in the
Cellular environment is a strategy that pays offs as the wagority of TCP transfers
rely on RTO. For instance, if we arbitrarily set a threshaldérms of abnormal per-
formance to 1s of recovery period, we observe that with theeoti optimization, the
fraction of abnormal recovery times is about 20% smalleréfiar than in ADSL and
FTTH scenarios.

8 While the protocol stack of the end device might also playle, rost of the data packets flow
from the server to the cellular client.
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4 TCP Abnormal Performance due to causes other than losses

4.1 Methodology

We next turn our attention to connections that are not affebly retransmissions. We
are left with the set-up, data transfer and tear-down tiriéss.did not observe long
set-up times, due for instance to the loss of SYN/SYN-ACKke#s. We thus do not
consider set-up times in our analysis. We exclude the teamdghase from our anal-
ysis for the same reasons as in the previous section: it dutesffiect client perceived
performance and can bias our analysis as tear-down dusationbe extremely large as
compared to the actual data transfer. To highlight the ahesertion, we presentin Fig-
ure 3 the legacy throughput (total amount of bytes dividedabgl duration including
tear down) and what we call the Application-Layer (AL) thghyput where tear-down
is excluded. We already see a major difference between tiasenetrics. If we are
to reveal the actual performance perceived by the end usefiysther have to remove
the durations from the epochs where the U@ received all data she requested from
the server (which we detect as no unacknowledged data frersettver to the client in
flight) and the epochs where she issues her next query. Wihisathetric the Effective
Exchange (EE) throughput. Those three metrics (throughduthroughput and EE
throughput) are presented in Figure 3 and we can see thapthsgnt highly different
views of the achieved performance.

We can generalize the above approach by decomposing easFetrato 6 periods
whose durations sum to the total transfer durations:

" The user might be a program, e.g, a mail client sending meliiails.
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— The clien? and servewarm-up times, where either the client is thinking or the
server is crafting data;

— Thetheoretical timescomputed on the client and server side, which represent the
time an ideal TCP connection acting on the same path (sameRiTimfinite band-
width) would take to transfer all data from one side to theeatAs a simple exam-
ple, consider a TCP connection that must convey 7 data pafrket a sender A to
a receiver B. Assuming an infinite bandwidth, it takes x RT'T to transfer the
packets from A to B if we assume an initial congestion winddi and the use of
the delayed acknowledgment mechanism.

— The difference between the transfer in one direction (s@ntto server) and the
sum of thinking time and theoretical time is due to some phegrmn in the pro-
tocol stack, e.g. the application or the uplink/downlinkaeity that slowed down
the transfer. We capacing this remaining duration.

Figure 4 depicts an example of our decomposition approadhéaccase of a brows-
ing session.

The above methodology was presented in [7] with a differégative than detect-
ing anomalies. We aim here at using it to isolate abnormal T@fhections. A first
step is that we exclude the client side warm-ups as largeitigrtime at the client side
should not mean anomaly. Next, we apply a normalizationggson each dimension
as we want to select anomalous connections irrespectivéhe o actual size. To do so,
we apply the following normalization procedure :

— Normalized Warm-up: for each connection, we obtain the raimad warm-up as
the time total warm-up divided by the number of warm-up esent

— Normalized theoretical times: for each connection, we iolitee normalized theo-
retical time for each direction as the total theoreticaktidivided by the number of
packet for the corresponding direction. For long connestithe normalized theo-
retical times should be close to the RTT of the connection sktall connections,
the speed at which the congestion window opens will corrstres normalized the-
oretical time.

8 The client is for us, the initiator of the transfer.
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— Normalized pacing: similarly to the theoretical time, weide the total pacing time
per direction by the number of packets for the correspondiragtion.

We next present three different definitions of an anomalyteNbat since we ex-

cluded the Warm-up at the client side, each connection sporeds to a point in a 5
dimensional space.

— Definition 1: a connection is declared anomalous if its value, in any ofthug-
mension is higher than the p-th quantile for this dimension.

— Definition 2: a connection is declared anomalous if the sum of its valuesamn
dimension is higher than the p-th quantile (computed ovestim).

— Definition 3: a connection is declared anomalous if its normalized resptime,
which is defined as its transfer time (set-up plus data teartghe. Again, we ex-
clude the tear-down phase) divided by the total number dfgtadransferred (sum
over both directions) is higher than the p-th quantile ofecberesponding distribu-
tion.

Each of the above definitions has its own merits. Definitios e simplest one
and does not require our break-down methodology to be apfbefinitions 1 and 2
are built on our decomposition approach. Definition 1 aimdedecting outlier in at
least one dimension while definition 2 aims at detecting glauwtliers, which might
not have extremely high values in any dimension but a glgthégih sum.

In the present work, our objective is to understand whichmzeades can be detected
using our approach. We leave aside the important problenetafrohining which defi-
nition is the best and also, which valuegofs the best. Instead, we focus on analyzing
a set of connections flagged by the three definitions for aitrarp value ofp.
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4.2 Selection of anomalous connections

We proceeded as follows to select a set of abnormal conmecti@ur starting point is
definition 1, for which we use = 85, i.e., we select a connection as an outlier if its
values in any dimension is larger than the 85-th quantiléis dimension. Using this
approach and this threshold value will lead to select betwlgeand 75% of connec-
tions. It will be 15% if a connection that features a high ealn one dimension also
features a high value in all the other dimensions. Conwerifelve have disjoint sets
of connections for each dimension, we obtaix 15 = 75% of connections. In our
case, we obtain an intermediate value of 33% of connectibimsse 33% of connec-
tions correspond to 5% of the overall bytes exchanged . Weathust the threshold in
definitions 2 and 3 so as to have the same number of connestiterted as in defini-
tion 1. This simply means that we set= 77% for definitions 2 and 3. As we do not
want to decide which definition is the best at this stage, wesicker the intersection of
the sets of connections selected using those 3 definitidmes.nTatrix below provides
the percentages of intersections using each definition:

Def. 1 Def. 2 Def.
Def. 1100% 53% 55%
Def. 2 53% 100% 62.1%
Def. 3 55% 62.1% 100%

4.3 Clustering results

The intersection of the three sets correspond to 11% of atioms and 3% of bytes.
We use a clustering approach to discover similarities betvanomalies. We used the
popular Kmeans algorithm. Using Kmeans requires both t@sbg¢before running the
algorithm) the number of clusters and also the initial chaaf the centroids of the
cluster. For the first problem, we rely on a visual inspectiérihe data using a di-
mensionality reduction technique (t-SNE [9]) that progatiulti-dimensional data on a
2D plane, while preserving the relative distance betweéntpoConcerning the choice
of the initial centroids, we use the classical Kmeans + agghiovhereby 100 initial
choices of clusters are considered and the best resultrfnstef intra and inter-cluster
distances) is picked at the end.

For our set of bad performing connections selected in theique section, we ob-
tained with tSNE that 4 clusters was a reasonable choice. M&ept the 4 clusters
obtained with Kmeans in Figure 6. We use a boxplot repretenttor each of the five
dimensions. Note that the values reported here are nonalized values: we normal-
ize prior to clustering but we report initial values in thexptot representations. We
also enrich the graph of each cluster with (i) the fractionainections for each access
technology and (ii) the median size of transfers (both, gndbthe graphs). We fur-
ther present in Figures 5(a) and 5(b) the distributions afspper cluster and also the
volumes (in bytes) per cluster, respectively.

We can observe that the size of clusters range between 1783advéhich means
that they are relatively homogeneous in terms of size. Irtrest) the clusters are
quite different in terms of the applications they corregptm Cluster 1 corresponds
to HTTP/HTTPS traffic and also a significant fraction of o#)axhere others means
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that both the source and destination ports are dynamic (d bimd of a p2p applica-
tion). Cluster 2 corresponds mostly to HTTP/HTTPS traffituster 3 features mostly
to HTTP and POP, while cluster 4 is dominated by dynamic ports

When correlating the dominating ports and the fraction ofnections per access
technology in each cluster (on top of each plot in Figure &g oan clearly observe
that cellular access is mostly present in clusters 2 and 3enhere is little dynamic
ports. In contrast, most of the ADSL and FTTH connectionsracdusters 1 and 4 that
contain a lot of connections corresponding to dynamic pditt®se observations are
in line with intuition as dynamic ports are likely to be duep@p applications that are
more popular on ADSL/FTTH than Cellular access technolblgye that a majority of
our cellular users use smartphones rather than laptop geghipith 3G dongles as we
observed by mining the HTTP header (user-agent informptibtheir Web requests.

Let us now focus on the interpretation of the 4 clusters iruFégs. One can adopt
a quantitative or a qualitative standpoint. From a qualigsstandpoint, we can observe
that clusters 1 and 2 report on problems located at the ssiderwith extremely high
warm-up or pacing times. In contrast, for clusters 3 and 4,alrserves large values at
both the client and the server side. If one adopts a quanéitaiewpoint, the situation
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is quite different. Indeed, clusters 1, 2 and 4 are charaetby values (for the dimen-
sions that characterize the anomaly) that are one to twa ofdeagnitudes larger — in
the order of tens or hundreds of milliseconds for those elgsas compared to about
one second time scale for cluster 3.

Our starting point, in this work, was the hypothesis that padormance at the
TCP layer should be the symptom of a problem at the applicddiger or from the user
point of view. A closer analysis of the clustering resultgaas that while our approach
indeed reveals TCP connections that perform badly, nohaie¢ connections result in
bad performance from the user perspective. Let us condigecdse of cluster 4. In
this cluster, one observes 14% of connections using po, M8bich is the Microsoft
messenger port. It is clear that here, the bad performaribe &tansport layer is due to
the fact that the client and the server are two humans thain@ty) think before typing
and type relatively slowly. Bad performance at the transfayer is thus unrelated to
bad performance at the application layers. Also, still fosster 4, one observes a large
fraction of dynamic ports, which is likely to be due to p2p bqgtions. It is known
that p2p applications tend to throttle the bandwidth offeieother peers. This is why
we observe limitations at both the client and server sideéchvare the two ends of
the application. It is difficult to categorize the bad penfiance of p2p applications as
an anomaly from the user perspective since users are inajqragirent when it comes
to download content since they treat this traffic as a backudraffic (that should not
interfere with their current interactive traffic, typicabbrowsing ; hence the rate limiters
in p2p applications).

The situation is different for clusters 1 and 2, for which aradies are clearly located
at the server side and a significant share of the traffic is d#€MTP and HTTPS. We
observed typically large values for HTTPS connections inasumably (given the IP
address) correspond to electronic payment transactiorsle@ve for future work a
more in depth analysis of the servers flagged as anomalausvwich fraction of their
traffic is indeed anomalous, do they serve only a specific ofpgients, e.g. cellular
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clients) and we present in the next section, some typicaingkess of anomalies that
we observed, related to warm-up or pacing problems, in dalerake our case more
concrete.

4.4 Examples of anomalies
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Fig. 7. Abnormal Long Response Time at The Server Side (Warm-up @eyal

Large Warm-up B We report in Figure 7 an example of large warm-up time at the
server side,observed by a client behind an ADSL access. Vierthat the acknowl-
edgment received from the server indicates that the queBf (@quest) has been cor-
rectly received by the server, but it takes about 4.5 secbefise the client receives
the requested object (a png image in this case).

Clignt has issued her
GETand Gmail server
has acknowledged at

AT layer

TCP: 54315 > hetp ISTH Seq= Yin=2192 Len=0 MSS= 1452 WS=2
TCP: batp > S4315 157N, ACK] Seq=0 Ack=1 ¥in=5720 Len=0.
TCP: 54305 » heep IACK] Seg=1 Ack=1 Vin=65780
TCP:[7CP segment of 1 eassambled LastTCP segment of
HTTP: GET imllchannel i MewenshspinaldathtsiVER=6éin=5¢|  HTTP OK response ks
TCP: bitp » 54315 IACK] Seq=1 Ack=1431 Win=8630 Len=0 dela.,-ed m:h 292

seconds

TCP: henp > S4315 IACK] Seq=1 Ack=1512 Win=8500 Leng)
TCP: [TCP segment of & reassembled

TCP: 54315 > k=262 Win=55516 Len=0 '-.”."iresharkreports
correct reception at this
time: all TCP packet have

been received

TCP: [TCP segment of a reassembled POUI

HTTP: HTTPILL 200 0K fbextiplaind

Fig. 8. Webmail: Large Pacing B in Gmail Server

Large Pacing B We report in Figure 8 an example of large pacing time for a Gmai
server, observed by a client behind an FTTH access. We ribitthe acknowledgment
received from the server indicates that @ET requesthas been correctly received by
the server. The server sends data until the last TCP segninéctt v8 delayed by 27.6
seconds, before the client receives the object.
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Large Pacing A We report in Figure 9 an example of large Pacing A in the case of
an HTTPS connection for a Cellular client. After a succestftee way handshake,
the user authenticates and exchanges data with the sémerfdcus on the client last
data packet, we observe that it is delayed by more than 2@hdecompared to the
previous data packet. This introduces a large idle time éntthnsfer. We see through
this example that the application can play an important ioléata scheduling at the
network layer, which can have a detrimental impact in terfreoceived performance.

.00 moé:mm‘—l%m TCP: S1087 > bttps [SYM] Seqa Vhine 65535 Len=0 MSS= 1410 Té=4424
; d
01 mumL[—’ SLOBTLSYM ° 1 TcP: hitps » 51087 (ST, ACK)Seq=0 Ak Wi 423 Lens 5= 1480

1+ e *mmgm TCP: 51087 > brtps [ACK) Seq=1 Ack=1 Vfina 65535 Len=0 TSV=4424357(
; ]
_Client Hello |

14 |EeeReHEHERO R TisvL: Chent Hel
047 |51oe§f:'L_ EHEN0, CHENG | Ty sever e, Chage Citer Spe Encpeed HanshakeMessge
Lo !lﬂ!‘.' > o | TCP: 5087 > brps ACK Seqs9 Acks 123 Win=6S535 Lensd TSV= 4424
1001 TLSwl: Change Cipher Spec

TLSw1: Encrypted Handshake Message

TCP: htps > 51087 [ACK] Seq=123 Ack=142 1
TLSw1: Application Data

Serveracknowledgesa
clientdata packet

TLSw1: Application Day
TCP: hitps » 51087 [ACK] Seq=123 Ack=628 Win= 4857 Len=0TSV= 2543

Data packet delayed
with 224.1 seconds

TLSWL: Encrypted Alent
TCP: 51087 » hteps [FIN, ACK] Seqe=651 Ack=123 Win= 65535 Len=0 TSV=
SIUJL a TCP: hieps » 51087 [ACK] Seq=123 Ack=652 W= 4830 Len=0 TSV= 2843
% | ieanciitps > S1087[RST, " TCP: hetps > 51087 [RST, ACK] Seq=123 Ack= 652 Wine 4800 Len=0

Fig. 9. Large Pacing A

5 Conclusion

In this paper, we have shed light on the problem of detectiryumnderstanding TCP
connections that experience low performance. We jointhlyaed network traces col-
lected on a variety of networks that reflect the way peopleaaoessing the Internet
nowadays.

Losses in the network, while rare, significantly deterieqagrformance. This result
is not new but the added value of our work is to show that amsfea that experiences
losses suffers, irrespectively of the access technolody exact size. Furthermore, our
approach of jointly profiling different access technolagimabled us to highlight that
more attention is paid to limiting the impact of losses inudal than on ADSL/FTTH
networks apparently. We relate this discrepancy to thetshdurations of time out du-
rations on the cellular network. While those results needet@onfirmed over longer
traces, the extent to the difference (a factor of 2 in thetivacof time required to re-
cover losses on Cellular trace as compared to our ADSL/FTakks) suggests it can
not be a mere coincidence. As future work, we intend to ingatt whether optimiza-
tions of the recovery mechanism of TCP could be proposedias¢he observations
we made.

For the majority of connections that do not experience Bsae propose several
approaches to detect outliers. Each of them accounts faizkeof the connections so
that not only long connections be flagged as experiencingratal performance. We
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exemplify the different approaches by analyzing theirrisgetion set, i.e., the set of
connections flagged as abnormal, whatever the definitiowésuse a clustering ap-
proach to form groups of similar abnormal connections. Wackrthose groups with
additional information like the distribution of ports perogp, to understand whether
low performance at the transport layer is a symptom of bafbpeance at the applica-
tion layer. It turns out that the relation between the transand the application layer
is complex. There are cases, e.g., instant messaging, Wieeteo are fully unrelated.
This is also partly the case with p2p transfers as users aileerg to low performance
at the transport layer as long as they eventually obtain dméent they want. On the
other hand, we observed low performance for a significantbarrof cases, e.g. HTTP
and HTTPS transfers where the user might consider that fiieapon is misbehaving.
As future work, we intend to profile more precisely the lattetr of connections (where
bad performance at the transport and application layer@arantly related) to better
understand the extent of those anomalies.

References

1. G. Vu-Brugier. Analysis of the impact of early fiber accdeployment on residential internet
traffic. In Teletraffic Congress, 2009. ITC 21 2009. 21st Internatippades 1 —8, sept. 2009.

2. Paul Barford, Jeffery Kline, David Plonka, and Amos Rorsignal analysis of network traffic
anomalies. IrProceedings of the 2nd ACM SIGCOMM Workshop on Internet anesent
IMW '02, pages 71-82, New York, NY, USA, 2002. ACM.

3. Anukool Lakhina, Mark Crovella, and Christophe Diot. Ji@sing network-wide traffic
anomalies. Iin ACM SIGCOMM pages 219-230, 2004.

4. Augustin Soule, Kavé Salamatian, and Nina Taft. Connigjiiiltering and statistical methods
for anomaly detection. IfProceedings of the 5th ACM SIGCOMM conference on Internet
MeasurementiMC '05, pages 31-31, Berkeley, CA, USA, 2005. USENIX Adation.

5. Bernhard Tellenbach, Martin Burkhart, Didier Sornedteg Thomas Maillart. Beyond shan-
non: Characterizing internet traffic with generalized epgrmetrics. Inn Passive and Active
Measurement Conference (PARDO9.

6. Fernando Silveira, Christophe Diot, Nina Taft, and Rdam@svindan. Astute: detecting a
different class of traffic anomalie§IGCOMM Comput. Commun. Re40:267-278, August
2010.

7. Aymen Hafsaoui, Denis Collange, and Guillaume UrvoykelRevisiting the performance
of short tcp transfers8th International IFIP-TC 6 Networking Conference, Aachpages
260-273, May 2009.

8. Sharad Jaiswal, Gianluca lannaccone, Christophe DiotiKdrose, and Don Towsley. Mea-
surement and classification of out-of-sequence packetdiar-a ip backbone.|[EEE/ACM
Trans., Piscatawayl5(1):54—66, 2007.

9. Laurens J.P. van der Maaten. t-distributed stochastihber embedding.
http://homepage.tudelft.nl/19j49/t-SNE.html.



