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Improving Identification by Pruning:
a Case Study on Face Recognition and Body Soft Biometric

Carmelo Velardo, and Jean-Luc Dugelay

Abstract

We investigate body soft biometrics capabilities to perf@runing of a
hard biometrics database improving both retrieval speedaacuracy. Our
pre-classification scheme based on anthropometric mesiswelaborated on
a large scale medical dataset to guarantee statisticalingeahthe results,
and tested in conjunction with a face recognition algorith@ur assump-
tions are verified building and testing our system on a chéntiataset. We
clearly identify the trade off among pruning, accuracy, avghsuration error
of an anthropomeasure based system. Our results show #rairethe worst
case of+10% error magnitude in the anthropometric measures, our pgunin
scheme improves the accuracy performances guaranteepegdigp of2 x
factor.

Index Terms

Soft biometrics, pruning, anthropometric measurementss fecogni-
tion
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Figure 1: The image shows the methodology applied to gatifiemhation from the
suspect in théertillonage system. The procedure was standardized by Bertillon in
his book .

1 Introduction

Soft biometrics are a new trend in biometric studies whighl@kthe informa-
tion coming from non-reliable, non-discriminative humaaits (height, eye color,
...). They were firstly investigated by Jain et al.to improwgtimodal fusion [1,2]
and later they were exploited to perform identification [3,at to simply extract
information related to the user [5].

Anthropometric measures fulfill the definition of soft bidmes [3]: they do
not provide a specific pattern for identificatioag.fingerprint and iris), they are
human-compliant, and they are available without user c@tjpm. Anthropome-
try is the science that uses human body measurements totsinothn variation and
differences. This research field is particularly usefulase of medicine, industrial
design, fashion, and other areas. A particular area wheheagometric studies
were flourishing at the beginning of the biometric historyswiae identification of
people: Alphonse Bertillon first derived a mensuration roddtogy (see fig. 1)
which involved several body measures to classify (and tdentify) criminals.
Nevertheless, anthropometry was early replaced by the fusegerprint identifi-
cation which was found more reliable. Indeed, hard biorogtf8] contrarily to
soft biometrics, provide a higher distinctiveness thaeedke identification task,
although their elaboration is often quite expensive in geahresources required.

In this paper we explore the use of body soft biometric, utlderform of an-
thropometric measurements, to create a pre-classificatbeme that is able to
prune the search space of a subsequent hard biometricgéfamgmition) module.
We demonstrate that a hard biometric based face recogsiystem, properly pre-



processed by our soft biometric anthropometry featuregrones its performance
in both accuracy and recognition speed. Using our anthrepamsignature to
prune the face database, we exploit the independent coraptany information
provided by the body soft biometrics that makes this acquaad speed gain pos-
sible.

However, the anthropometric mensuration process is imatzaue to several
factors. Sources of error are mainly due to the sensing e¢tape meter, 3D scan-
ner, ...), to the human operator, and to the inner varighifithuman measures [6].
Even if the sensing procedure could be eased in a near fuyueeniew genera-
tion of specialized devices like body scanners or 3D videsees like Microsoft
Kinect, errors will eventually affect the recognition pmrhance of an anthropo-
metric system. Given this observation, we study how an asing error during
the mensuration step can affect the retrieval process arsthowe that even in pres-
ence of strong error magnituded(s of the real measure) anthropometric measures
could still be used for pruning the search space improvieg#rformance of other
biometrics (like face).

To evaluate our system and to verify that the results arsstatily meaningful,
we perform our analysis on a large-scale anthropometridcakdataset available
through the U.S. Center for Disease Control and prevent@idQ). The dataset
includes more tha28000 subjects with the corresponding anthropometric mea-
surements, and to the best of our knowledge this is the fingt #in anthropometry-
based system includes this amount of users. Furthermodar to verify the
performance of a complete system, we exploit the resulth@fpruning with a
hard biometrics database. Therefore we check how the peafoze varies accord-
ingly when we perform pruning with anthropometric measuaed identification
with a face recognition algorithm.

The article is structured as follow: we review works on apgifmmetric systems
and search in biometric databases in Section 2. In Sectioa@@sent the anthro-
pometric dataset used and we introduce the methodologyedttldy proposed to
couple the pruning system with a face recognition algoritiwmally in Section 4
we analyze the results obtained by our statistical analgsid we show the gain in
performance.

2 Previous work

2.1 Anthropometry-based recognition

After the historical example of the “Bertillonage” systensed in thel 882 for
profiling and identifying prisoners (see figure 1), the firshmple of anthropo-
metric study that involves identification of people is theeqmoposed by Daniels
in [7]. This study presents the quest for the “Average mag’a person with all the
analyzed characteristics falling into average values @updiven accuracy range).
The author studies the possibility that such an individaaild exists. The experi-
ment involves a database4ti64 men of the Air Force flying personnel from which
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131 measurements are extracted. Through an elimination motesstudy shows
how it is impossible that a person could belong to averagesekin all his/her
measures.

Later on, the study of Daniels was exploited by [8] to impletna people
recognition system based on multiple biometrics. Thelarficesents the result on
fusing an anthropometric signature with the output of a giaitlysis system. They
reach90% of accuracy in a database consistingt®findividuals.

To the best of our knowledge, the latest work involving peorgcognition
based on anthropometric measures is the one presented bgi@ihén [4]. The au-
thors exploit the CAESAR 3D dataset that contains approtéimashe 3D scans and
2D measures 01400 individuals (divided by classes of gender, age, and weight)
Ober et al.analysis involve2y different anthropometric measures. Their approach
is based on the dimensionality reduction of the8eneasures through Linear Dis-
criminant Analysis (LDA) analysis. They rea®i% accuracy in a population of
2000 subjects.

Another interesting work [9] uses the 3D scans of the CAESARskt to ana-
lyze the effect of the error over the measures. They studpdblsible performance
of an anthropometric recognition system as the reliabdityhe capture degrades.
The original measures are altered adding error to the 3Dviarkk to recreate dif-
ferent capturing conditions. Afterwards, they analyzepgb&gormance loss when
looking for the altered data in the dataset.

All these methods start from the assumption that such a fyarftmeasures
(27 in the case of [4]) should be easily available to the systeorder to perform
the identification. However, for some applications it wolbddchallenging to obtain
some of themd g.the foot breadth). Moreover, we believe that a real caseasiten
would be affected by errors similar to what studied by [9]u$making seriously
challenging to create a system that could easily performtifieation with noised
input data.

2.2 Soft-biometrics based database pruning

A discussion on the possibility of using pruning via softrtrics is already
presentin [10]; a later formalization of this idea is prease3]. In [11] by Saman-
gooei et al.semantic information are coupled with a gamaigre to retrieve cor-
responding people from a database of individuals. Our dasly sliffers from all
these works as we do not consider the quantization stepeaialieach single fea-
ture. We believe that an error in the classification of onddhéures can prejudice
the result of the pre-classification scheme and, subsdguém performance of
the recognition. Such a drawback does not apply in our exyai as the consid-
ered feature vector is composed of continuous values.
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Figure 2: Image (a) shows the measures included in the NHANHISset. Ad-
ditionally NHANES dataset include body weight that we usedeature. On the
right, image (b) depicts the histograms of the 8 anthropdmeteasures.

3 Proposed case study

Each year the U.S. CDC office promotes the National Health Numition
Examination Survey (NHANES), a study on American citizens devoted to under-
stand health statistics behind a representative samphe gitpulation. The impor-
tance of this database lays on its size, that makes it a giditistical source of
information. If we consider the period taken into accounbuim study, we benefit
of more thar28000 individuals recorded over a period that goes fro§A9-2008.

This dataset is rich of heterogeneous information reggrdirerything related
to health status of the subjects (medical analysis, demb@gs, and so on). A
prevalent part of this dataset is composed of a set of anthmefric measures that
is taken in controlled conditions. The measures are theviatig: (1) height, (2)
arm circumference, (3) arm length, (4) waist circumfereii&gleg circumference,
(6) leg length, (7) calf circumference, (8) body weight. Theasures are shown
in figure 2, along with the distributions regarding each @nthalong the entire
dataset.

http://www.cdc.gov/nchs/nhanes.htm



As all the databases of large dimension, NHANES datasegrsufff a consid-
erable amount of missing data. Since in our case we canrmtdafiissing data
in any of the previously mentioned measures, we discardeld szbject that pre-
sented one of more missing measures. We discarded as welbfexts belov20
years old, as they had prevalence of missing data and beemsiedpresented in
the dataset.

Afterward, we store the measures available in the datasetaature vector to
be used in our pre-classification scheme. Prior to the noideatification module,
we use those features to pre-classify the subject to beifideintin our case all the
features are used as continuous value, and each of thedeatie considered of
the same importance and then of the same discriminative p@ve could argue
that in order to select the features with most discrimimapower, a study similar
to [4, 5] should be conducted. In the first case LDA is used avigaining set to
extract the maximum information while discarding non ukafformation. In the
second case, a brute force search is performed to check ¥eattire combination
performs best in estimating weight of a person. Nevertkelesperform an anal-
ysis similar to the one of [4] we should consider a plethoraehsures which is
out of the scope of this paper as we aim at easily define theqatywhape of each
user.

The pruning capabilities offered by our body soft biomesignature are used
to prune a hard biometric database. We use face recogng@ins a complete face
dataset to show the gain in performance provided by our pgustheme. In this
case, the results are obtained using the well known FERETdtiic face dataset
that consists 0f 195 subjects. We thus select a subset of people from the NHANES
dataset so as to build a “chimera” database where eachtidéfatie) is associated
with a randomly chosen anthropometric feature vector [Rpl&ting the code pro-
vided by [12] we create a baseline recognition algorithm éxploits eigenfaces.
Another well known face dataset (ARFD) is employed to cridaesigenspace that
will be used to recover the identity of the test subjects. fHw@gnition results are
compared as cumulative matching characteristic (CMC)easirwWe demonstrate
how the pruning can be used not only to speed up the hard hicnaggorithm,
but how it can be exploited to identify the best performingapaeters that allow
an increase of performance without any loss of accuracy.

4 Experimental results

Our experimental results can be divided into two sectionghé first part we
will analyze the pruning capabilities of an anthropomeesurased system as the
mensuration error increases. Similar to [5, 9] each antmwegiric measure will
be biased by an error of increasing intensity to simulate aswm&tion system.
The results will discuss the amount of pruning acceptabtbemensuration error
progressively increases. We will see that a trade off isiplesso as to not interfere
with the hard biometric recognition performance. The sdqgoart of this section



Measure Mean Std Min Max

Weight 79 19 25 218
Height 16.7 1.0 13.0 20.3
Leg length 39 04 22 54
Calf 38 04 21 75
ArmlLength 3.7 03 26 4.8
Arm circ 32 05 17 6.1
Waist 9.7 15 59 175
Leg circ 52 07 27 100

Table 1: We summarize the statistics10/% error magnitude. The units are ex-
pressed in kilograms for body weight, and centimeters fidhalother measures.

will be devoted to the use of the pruning capabilities in & $ykstem where the
identification is performed using a face recognition aldon. This algorithm is
built and considered as baseline. This second part will désoomposed of two
different analysis: firstly we will discuss the achievabkrfprmance increase in
accuracy that our anthropometric based pruning permitsandndly, the trade off
between accuracy, mensuration error, and penetrationithtee shown.

4.1 Anthropometry system performance analysis

Large scale systems of size comparable to the challengirdhaea indian
project [13] will soon face problems due to the considerdtijh number of users
to control. Exploiting the NHANES dataset we conduct ouridation over the
entire dataset population, so as to guarantee statistigafisance of the results.
This provide us more thah7500 subjects from an original population size of al-
most28000 individuals.

The literature of search and pruning of biometric databasegoses thgen-
etration rate as measure to compare the performance of a pruning algorithm
consists on the fraction of database we are able to isolgterform the identifi-
cation. The higher is the penetration rate via the analysisipofeature vector, the
larger is the portion of database considered in the ideatifin rate?. However, the
pre-classification step (binning) can also be affected bgreor. The binning error
can impair the performance of the recognition algorithnfqremed afterwards.

In our case we consider our feature vector as the ensemblee airtthropo-
metric measures. To rank our database we employ an eucliisEmce metric
as suggested in [9]. To simulate a real mensuration systegon&der a varying
error, and in order to increase the randomness of this bieapproach similar to

2/ penetration rate of means that the full database is analyzeglr(o pruning is done), while a
value of0.5 means that half database is considered.
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Figure 3: The plot shows the CMC curves as a 3D surface.

the one proposed by [5] is used, where the error is appliegingarandomly the
error for each measure.

Considering our feature vectét = [f1, ..., f,] we add to each measure sep-
arately an error proportional to the magnitude of the oagfeature and with ran-
dom sign, so as to obtain its biased versign

Fe = [f1(1+a1w1)7"'7fn(1+anwn)] (1)

whereq; is a binary random variable that takes values in the sdt 41}, and the
error is computed as function of the original valye) times the power assigned to
the noise at a given iteratiomy).

To compare our error to the one observed in [4, 9] we summadhieeerror
statistics in Table 1. Considering the average error, onesea that we are close to
what one could expect from a worst case scenario.

For each given error magnitude we iterate over the entiraséstat each iter-
ation every biased vector is compared against the origiatdsgt and a distance
matrix is built. From the distance matrix we are able to cotep cumulative
matching characteristic curve (CMC) that summarizes thfpaance of the prun-
ing. The curve indicates the probability of observing thertl in the first N-best
candidates.

At the end of our analysis we obtain a CMC curve for each erragmitude
considered. We can hence plot the result as 3D plot (fig. 3yderao show the
trend of the graph; or in 2D (fig. 4) to better compare différexperiments.
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CMC curve.
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In figure 3 we can clearly see that if the error magnitude imses, we have to
consider bigger portions of the results to guarantee thatltant is among the first
results.

We performed our analysis over different population sizesvd randomly
from the original dataset. For the sake of brevity, in figuneelshow the experi-
ments conducted witB000 and 17500 subjects considered, respectivély’; and
100% of our dataset. In the first case the experiment was conduétetimes and
the results were averaged.

If we consider the maximum values admitted for the error ntage (10% of
the original value) we clearly see that a penetration rat&)&§ can be obtained
with no effort. In the first case (4.a) the client is alwaysofgability = 1) within
the first2000 results. We remark that this penetration rate correspamd81%
accuracy of the system, thus it cannot reduce the perforenahthe recognition
algorithm applied afterwards. The second case (4.b), tivatiders the full original
dataset, confirm our results sing@’ of the dataset000 subjects in this case) is
still a valid choice to haveé00% accuracy of the pruning system.

4.2 Recognition accuracy increase by pruning

As previously mentioned, the performance of a recognitilgordhm could
possibly be affected by the error introduced by the presdiaation algorithm, or
contrarily the recognition algorithm could benefit from frining both in speed
and accuracy. The analysis we conducted in the previousgtentved that a con-
servative choice could be the selection of just half da@bakich will preserve the
performance of the recognition algorithm even in the woasiec(that we consider
being thel0% magnitude error).

To verify our assumption we analyze in this section the perémce of the
cascade composed by our pre-classification scheme basethoommetric mea-
sures, and a face recognition baseline system. The bagetadeces at rank 1
a result of63% accuracy. To analyze how the pruning affects this accunaey,
decided to consider two error magnitudeéss and 10%. Although a conserva-
tive choice could be made by selecting the penetration hateprovides us with
the certainty of finding the client in pruned results, for #ake of completeness
we tested our full system for increasing values of penetnatate. This analysis
shows us the best trade-off between pruning and accuracieadsd us to the best
performing system. At each iteration we used the anthroprienieature vector
associated with the identity to perform a fast search in ttierapometric dataset.
After all the distances are computed and the identitiesarked accordingly, the
face recognition is performed on the subset defined by thetpion rate.

Figure 5 summarizes the results obtained by such analysis.a§€sumptions
are confirmed: as we consider the lowest penetration ragefirthl recognition
accuracy suffers from the poor performances of the pruniggrighm, that is not
able to provide the client with a given certaingyd.in the rangd0, 0.1] of fig 5.a).
In both cases the curves behavior is very similar; the pevéoce at rank 1 accu-
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racy increases up to a global maximum, and then, asympitgtitals back to the
baseline accuracy resulid%) as the portion of pruned identities considered gets
larger. Indeed, as we consider more subjects in the reéogmitocess, we analyze
more images that could include some face samples that setbe false accep-
tance rate. The maximum corresponds to the operating gwhbest put together
the benefit of the pruning and recognition algorithm. By ctitg the two maxima
we can define the optimum operating points for the two syst@®es fig. 5) that
have to operate with% and10% error magnitude. In the first system the max-
imum indicates the best penetration rate0df, then10% of the pruned results;
while in the second case the range falls betw@drand0.5.

Furthermore, to complete our analysis we show in figure 6ulegnk curves
of the two systems. In the first case (fig. 6.a) the chosen gitet rate consider
the first 100-best while in the second case (fig. 6.b) the tdpré6ults obtained
by the pruning algorithm are further analyzed. The gain ihlhigh in the sense
of accuracy and speed performance (since the penetratienisramaller) in the
former, while in the latter both the gains are reduced, blliosir system performs
better than the baseline algorithm and we are able to pruhedtabase out from
our recognition, speeding up the recognition phase by arfat x.

In case of a recognition algorithm more expensive in termsesburces, one
could be interested in reducing at the minimum the searctessize. Therefore, a
measure of the loss of performance caused by selecting éesipahetration rate
is needed.

Then, in order to analyze the full response of the systemtio the penetration
rate and the error in the anthropometry mensuration systenpresent the result
of figure 7. Here we show the performance of the global systetarms of rank
1 results as both the penetration factor and the error maggwary. One could
exploit such graph to understand whether to leverage onmtgpfirameter to ob-
tain a faster system, or to invest into a better mensuratistes to lower down the
second factor, thus approaching the best possible regulisir case we can clearly
see that choosing small penetration rate values we canrgaargood performance
only if we are able to lower down the error of the mensuratistesm. If we are not
aware of the amount of error generated by our mensuratidersys good choice
could be a penetration rate 2% (i.ethe face recognition algorithm would check
only 1 image out of5). That choice guarantees us very good performance in case
of 5% error magnitude, and close to the baseline rank 1 accuracgse ofl0%
error.

5 Conclusion

We presented a work that exploits body soft biometric treotpre-classify
people of a database to improve both speed and accuracy of aibanetric iden-
tification system. The anthropometric measures used asréeaector were ex-
tracted from a large scale medical dataset, thus guaragteatistical meaning
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to use in order to maximize the performance of our system.

of the results. Our work clearly identifies the trade off betw penetration rate
(i.ethe speed up achievable by pruning the dataset) and theaagooir the iden-
tification performed by the system after pruning, and the@aese to the noise
of the mensuration system. The behavior of a complete sysenalyzed by
using a well known face recognition technique and datalbvasadcade to our pre-
classification module. Our results distinctly show thatrewrethe worst case of
+10% error magnitude in the anthropometric measures, the pywyistem is able
to speed up the search Bk factor while guaranteeing an increase of accuracy
performance. A normal continuation of this work could foarsthe identifica-
tion of a confidence interval for each of the measures, sahleagrror considered
will not depend exclusively on the magnitude of the meadisedfj but also on the
mensuration system. Moreover, increasing the number bfgmdmetric measure-
ments considered in this study will undoubtedly amelioth&eperformance of the
classification scheme.
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