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Abstract. Among the techniques of video processing, video summarization is a 
promising approach to process the multimedia content. In this paper we present 
a novel summarization algorithm, Balanced Audio Video Maximal Marginal 
Relevance (Balanced AV-MMR or BAV-MMR), for multi-video 
summarization based on both audio and visual information. Balanced AV-
MMR exploits the balance between audio information and visual information, 
and the balance of temporal information in different videos. Furthermore, audio 
genres and human face of each frame are analyzed in order to be exploited in 
Balanced AV-MMR. Compared with its predecessors, Video Maximal 
Marginal Relevance (Video-MMR) and Audio Video Maximal Marginal 
Relevance (AV-MMR), we design a novel mechanism to combine these 
indispensible features from video track and audio track and achieve better 
summaries. 

Keywords: Multi-video summarization, MMR, Video-MMR, AV-MMR, 
Balanced AV-MMR. 

1   Introduction 

Nowadays video is ubiquitous in mobile phone, TV, Internet and so on. The amount 
of available videos is much more than the needs of a person, not mentioning that 
many videos are duplicates. Therefore the research on automatic video processing and 
retrieval has become a focused topic. Among the techniques for video processing, 
video summarization has been recognized as an important measure. For example, 
TRECVID [14] for rushes summarization has been an event in multimedia domain. 
Video summarization produces the summaries by analyzing the content of a source 
video stream, and condenses this content into an abbreviated descriptive form.  

Currently many approaches of video summarization are proposed to process a 
single video [1] [2] [13], while there are many instances where multi-video data 
appears. For example, the YouTube website presents multiple related videos on the 
same webpage. Consequently, it is useful to discover the underlying relations inside a 
set of video. This need has been focused by some researchers and several successful 
algorithms [3] [4] have been developed. Many existing algorithms only consider the 
features from the video track, and neglect the audio track because of the difficulty of 
combining the information of audio and video. Several existing algorithms [5] [6] 
consider both the audio and visual information in the summarization, but they are 
domain-specific. In [5] the authors consider that the video segments with silent audio 
are useless, but it is not always like that in the real videos. In [6], an algorithm has 



been proposed to summarize music videos: the chorus in audio track and the repeated 
shots in video track are detected. But the algorithms like [5] [6] only focus on a small 
domain, because in a domain-specific algorithm it is easier to utilize some special 
features or characteristics. For example, in sports video a loud ambient noise is a 
strong indication that the current visual information is likely to be important. 
However, in a generic algorithm we cannot rely on these specific characteristics. So 
there are not many generic algorithms exploiting both audio and visual information 
until now. 

In this paper we propose a generic summarization algorithm by using both audio 
and visual information. Our algorithm is inspired by the previous algorithms, Video-
MMR [4] by only using visual information, and AV-MMR in [12] by exploiting both 
audio and visual information. However, AV-MMR is a simple extension of Video-
MMR, and does not consider the characteristics of audio and video track. Therefore, 
in this paper we propose a novel algorithm, Balanced AV-MMR, to improve AV-
MMR by: 

• Considering the balance between audio information and visual information  
in a short time 

• Analyzing and using the influence of audio genres  
• Exploiting audio changes from one genre to another 
• Analyzing and utilizing the information brought by the face  
• Using the temporal distance of video frames in a set 
• Finally designing a novel mechanism to combine these features 

The rest of the paper is organized as follows: Section 2 reviews the principles of 
Video-MMR and AV-MMR. Section 3 and Section 4 discuss the property of audio 
track and the importance of human face. And then the theory of Balanced AV-MMR 
is proposed to use the features in Section 5. After that in Section 6 we present the 
experimental results of Balanced AV-MMR. Our conclusion is in Section 7. 

2   Review of Basic Systems 

The series of Maximal Marginal Relevance (MMR) algorithms in video 
summarization originate from MMR algorithm in text summarization [11]. The first 
version is Video-MMR [4] based on pure visual information, which is extended to 
AV-MMR [12] by simply adding the audio part into the formula of Video-MMR. 
Before explaining our proposed algorithm, we need to first review these two MMR 
algorithms in video summarization. 

2.1   Video-MMR 

The goal of video summarization is to select the most important instants in a video or 
a set of videos. Because of the similarity between text summarization and video 
summarization, MMR [11] is easily extended to the video domain as Video-MMR in 
[4]. When iteratively selecting keyframes to construct a summary, Video-MMR 
selects a keyframe whose visual content is similar to the content of the videos, but at 



the same time different from the frames already selected in the summary. Video 
Marginal Relevance (Video-MR) is defined as: 

Video-MR(݂) = ߣ ܵ݅݉ଵ(݂, ܸ\ܵ) − (1 − ௚∈ௌݔܽ݉ (ߣ ܵ݅݉ଶ(݂, ݃)          (1) 

where ܵ݅݉ଵ(݂, ܸ\ܵ) = ଵ|௏\(ௌ∪௙೔)| ∑ ൫݉݅ݏ ௜݂, ௝݂൯௙ೕ∈௏\(ௌ∪௙೔) , ܸ is the set of all frames in 

all videos, ܵ is the current set of selected frames, ݃ is a frame in ܵ and ݂ is a 
candidate frame for selection. Based on this measure, a summary ܵ௞ାଵ  can be 
constructed by iteratively selecting the keyframe with Video-MMR: ܵ௞ାଵ = ܵ௞ ∪ ௙∈௏\ௌೖݔܽ݉݃ݎܽ ൬ߣ ܵ݅݉ଵ(݂, ܸ\ܵ௞) − (1 − ௚∈ௌೖݔܽ݉ (ߣ ܵ݅݉ଶ(݂, ݃)൰    (2) 

2.2   AV-MMR 

In [12] the authors have proposed AV-MMR, an algorithm that exploits the 
information from both audio and video. Eq. 2 of Video-MMR is extended into Eq. 3. ܵ௞ାଵ = ܵ௞ ∪ ௙∈௏\ௌೖ]ݔܽ݉݃ݎܽ ,݂)ூଵ݉݅ܵ ߣ ܸ\ܵ௞) − (1 − ௚∈ௌೖݔܽ݉(ߣ  ܵ݅݉ூଶ(݂, ݃) + 

,݂)஺ଵ݉݅ܵ ߤ     (௞ܵ\ܣ − (1 − ௚∈ௌೖ ݔܽ݉(ߤ ܵ݅݉஺ଶ(݂, ݃)]      (3)             

where ܵ݅݉ூଵ  and ܵ݅݉ூଶ  are the same measures as ܵ݅݉ଵ  and ܵ݅݉ଶ  in Eq. 2. ܵ݅݉஺ଵ  and ܵ݅݉஺ଶ  play roles similar to ܵ݅݉ூଵ  and ܵ݅݉ூଶ ܣ .  and ܸ  are the 
collections of audio and video frames. Eq. 3 combines visual and audio similarities 
corresponding to the same frame, and it is called Synchronous AV-MMR. 

3   Analysis of Audio Genres 

Before exploiting audio information in Balanced AV-MMR it is necessary to analyze 
the characteristics of audio track. In this paper we analyze the audio through the 
genres. The audio can be classified into several genres: speech, music, speech&music, 
noise, silence and so on. The property of each genre is obviously different.  

We consider one second as an atom, which we call “audio frame”. Besides audio 
frame, contiguous audio frames with the same genre (silence, music or speech) are 
considered as an “audio segment”. In the community of audio processing and speech 
recognition, Hidden Markov Model (HMM) is agreed to be a promising method. We 
use a successful toolkit, The Hidden Markov Model Toolkit (HTK) [9], to construct a 
recognition system of audio genres for audio frames. In this paper we restrict audio 
genres to silence, music and speech because of the limitation of training data that we 
could annotate. Speech&music including singing is regarded as speech here. The test 
data is the audio tracks of 549 videos in 89 sets from 7 categories: Document, News, 
Music, Advertisement, Cartoon, Movie, and Sports. With these various audio files, we 
can guarantee the diversity of our audio files. 

To analyze the audio frames and segments of each video category, we compute the 
percentages of silence, music and speech frames or segments in all the frames or 
segments of each video category. The percentages of audio frames of three genres are 
shown in Table 1, and Table 2 represents the percentages of audio segments. Since 



each category of video is analyzed separately, the sum of each row in Table 1 and 
Table 2 is 1. 

Table 1. The percentages of audio frames of each audio genre  
Percentages of audio frames Silence Music Speech

Document 0.0294 0.2732 0.6974
News 0.0298 0.2821 0.6881
Music 0.0259 0.2150 0.7591

Advertisement 0.0356 0.5726 0.3918
Cartoon 0.0205 0.4300 0.5495
Movie 0.0153 0.3933 0.5915
Sports 0.0508 0.4492 0.5000

Table 2. The percentages of audio segments of each audio genre 
Percentages of audio segments Silence Music Speech

Document 0.0554 0.4905 0.4541
News 0.0317 0.4869 0.4814
Music 0.0557 0.4629 0.4814

Advertisement 0.0979 0.4756 0.4265
Cartoon 0.0561 0.4619 0.4819
Movie 0.0530 0.4899 0.4571
Sports 0.1074 0.4862 0.4065

In Table 1 and Table 2:  
• Sports category obviously has the largest percentages of silence frames and 

segments compared with the other video categories. And the ratio of music 
segments to speech segments in Sports is high compared with the other 
categories.  

• Compared with Sports, Advertisement category has a high percentage of 
silence segments but low percentage of silence frames, which means that 
silence segments are usually very short segments in Advertisement. And 
Advertisement contains short music segments and long speech segments.  

• Advertisement is definitely different from Sports according to above analysis.  
• Refer to Music and News, they have similar percentages of three kinds of 

segments, but the percentages of the frames are different. The ratio of speech 
to music in Music category is larger compared to this ratio in News, which is 
caused by the singing, even with music, being regarded as speech. Except 
above reason, another minor reason is that a few frames of speech are 
recognized as music because of our limited training data. 

Limited to the space of paper, it is impossible to provide a complete description of 
the characteristics of every video category. Nevertheless, through the above analysis 
we can see that different categories of videos own obvious and different audio 
characteristics. The genres of audio frame and segments are indispensible features of 
the video.  

Audio frames with the same genres seem to be more similar at the semantic level 
because of their same genre. Furthermore, the boundaries between audio segments, 
defined as “audio transition” in this paper, are important because of the possible 
significant changes of visual information and audio information. For example in News 



the transition from music to speech genre is probably the beginning of the speech of 
an anchorman or journalist. Consequently, we will exploit audio genres and audio 
transitions in Balanced AV-MMR to improve the existing AV-MMR. 

4   Analysis of Human Face 

Human face is particularly important in video track, because most of current videos 
are human oriented. Moreover, the video track is relevant to the audio track and the 
appearance of the face in the video cannot be isolated with the audio track, so we 
carry out the analysis of the face in different audio genres.  

We exploit the toolkit provided by Mikael Nilsson in [10] to detect the face in 89 
video sets mentioned in Section 3. The percentage of frames with faces of each audio 
genre in all the frames is shown in Table 3 for each video category. Because there are 
possibly several faces in a frame, we also present the percentages of the number of 
faces of each audio genre in the total amount of faces in Table 4 for each video 
category. The sum of each row is equal to 1. As well, we make the analysis of large 
faces. The large face here is defined as the face with both the width and height larger 
than 90 pixels (video size is 320 by 240 pixels). The percentages of large faces in 
faces of each audio genre are shown in Table 5.  

Table 3. The percentage of frames with faces in the frames of each audio genre 
Number of frames Silence Music Speech

Document 0.0090 0.2003 0.7907
News 0.0027 0.2333 0.7640
Music 0.0039 0.1141 0.8820

Advertisement 0.0220 0.5291 0.4489
Cartoon 0.0053 0.3686 0.6262
Movie 0.0119 0.4685 0.5196
Sports 0.0313 0.3697 0.5990

Table 4. The percentages of faces of each audio genre in all the face 
Number of faces Silence Music Speech

Document 0.0094 0.2078 0.7828
News 0.0028 0.2330 0.7642
Music 0.0038 0.1104 0.8858

Advertisement 0.0240 0.5257 0.4502
Cartoon 0.0051 0.3784 0.6165
Movie 0.0090 0.3969 0.5941
Sports 0.0298 0.3761 0.5940

Table 5. The percentages of large faces in faces of each audio genre 
Number of faces Silence Music Speech

Document 0 0.2000 0.3151
News 0 0.1711 0.2921
Music 0.1000 0.0876 0.1874

Advertisement 0.2491 0.2352 0.1960
Cartoon 0.1667 0.1584 0.2269
Movie 0 0.0701 0.1543
Sports 0.2051 0.1362 0.1570



Comparing Table 3 to Table 4, the difference is little so the influence of the frames 
comprising multiple faces is little. And  

• In video categories of Document, News and Music, most faces appear in 
speech audio frames. This is consistent with the characteristics of these videos, 
where the singer and reporter speak a lot.  

• In Advertisement, speech audio frames and music audio frames almost 
averagely share the number of faces because faces in Advertisement are 
uniformly distributed.  

• In Sports up to around 3% faces are in silence audio frames as there are many 
human actions in silence while the other videos do not have similar 
characteristic.  

In Table 5: 
• 68% faces in Advertisement are large faces, indicating the characteristic of 

extremely human orientation. It is the same for Cartoon and Sports because of 
the existence of a large number of large faces. So a big spatial part of video 
frames is the face in Cartoon, Sports and Advertisement.  

• In News, Document and Movie, there is not any large face in silence audio 
frames, caused by the silent prologue and epilogue containing few large faces. 

The viewers of video summary - human beings favor the summary covering the 
significant frames with the face in the video. Moreover, we have only analyzed 
several characteristics of the face in some categories of videos, but it is obvious that 
the appearance of the face in a video is consistent with the category and property of 
this video. So the face is important feature to improve our Balanced AV-MMR, and 
has strong relation with the audio track according to our analysis. Furthermore, a 
frame containing the face should be more similar to another frame with face than the 
frame without face in the semantic level.  

5   Balanced AV-MMR 

Assume that in a short time the audio attracted more attention from the user, the user 
would pay less attention to video content and vice versa, because the attention of a 
person in a short time is limited. In an audio segment, the duration is usually short. 
Therefore, there is a balance between audio information and visual information in an 
audio segment. Consequently we give our novel algorithm the name “balance”. 
Balanced AV-MMR exploits the information from audio genre, the face and the time 
to improve the balance information and similarities of frames in semantic level. 

According to the analysis of Section 3 and 4, audio genre and the face are 
important features in the video, which can influence the balance between audio and 
video in an audio segment. When audio transition happens, there is a significant 
change in the audio. At that time the user would pay more attention to the audio and 
the audio becomes more important than usual in the balance. Similarly, when the face 
appears in the video track of an audio segment, the video content becomes more 
important in the balance.  

Moreover, the face and audio genre can influence the similarities between frames 
in the semantic level. For video track the similarity of two frames both containing the 



face is larger than the similarity between one frame with the face and another frame 
without the face. For audio track two frames from the same audio genre, for example 
the speech, are more similar. 

In a video two closer frames according to time seem to be redundant. Two frames 
in a video seem less different from two frames from two individual and non-
duplicated videos, even if they have the same similarities according to low-level 
features. Therefore it is necessary to consider the influence of temporal information 
on our summarization. 

In this section, we will introduce several factors of audio, face and time to AV-
MMR and propose the variants of Balanced AV-MMR. 

5.1   Fundamental Balanced AV-MMR 

From the formula of AV-MMR and the analysis of the balance between audio and 
video information in a segment, we introduce the balance factor between visual and 
audio information and generalize the fundamental formula of Balanced AV-MMR as: ௞݂ାଵ = ,݂)ூଵ݉݅ܵ ߣ](݂)ߩ}௙∈௏\ௌೖݔܽ݉ ݃ݎܽ ܸ\ܵ௞)  −  (1 − ௚∈ௌೖݔܽ݉(ߣ  ܵ݅݉ூଶ(݂, ݃)] +൫1 − ,݂)஺ଵ݉݅ܵ ߤ]൯(݂)ߩ (௞ܵ\ܣ − (1 − ௚∈ௌೖݔܽ݉(ߤ  ܵ݅݉஺ଶ(݂, ݃)]}    (4) 

In [12], it indicates ߣ = 0.7 and ߤ = 0.5 . Through bringing ߩ  into Eq. 4, 
Balanced AV-MMR considers the balance between audio and video. When ߩ 
increases, the visual information takes a more important role in Balanced AV-MMR, 
and vice versa. Eq. 4 is our fundamental formula for the following variants. When ߩ 
is equal to 0.5, Eq. 4 degenerates into AV-MMR. 

5.2   Balanced AV-MMR V1: using audio genre 

Through the audio analysis in Section 3, we have known that audio genre is an 
important feature and can reflect the characteristics of the videos. It is obvious that the 
audio frames with the same genre are more similar than the audio frames with 
different genres, even if they own the same similarity according to the audio features 
like Mel-frequency cepstral coefficients (MFCC). MFCC is used to compute the 
similarity of the short-term power property of two audio frames, but their similarity of 
semantic level cannot be reflected. Consequently, we can introduce an augment factor 
for audio genres to adjust the similarity of MFCC vectors. Here we use ߬ to denote 
this factor. ܵ݅݉஺ଵ(݂, ,݂)௞) and ܵ݅݉஺ଶܵ\ܣ ݃) in Eq. 4 become: ݉݅ݏ஺ଵᇱ ( ௜݂, (௞ܵ\ܣ = ଵ|஺\(ௌೖ∪௙೔)| ∑ ߬൫ ௜݂, ௝݂൯݉݅ݏ൫ ௜݂, ௝݂൯௙ೕ∈஺\(ௌೖ∪௙೔) ஺ଶᇱ݉݅ݏ   (݂, ݃) = ߬(݂, ,݂)݉݅ݏ(݃ ݃)                                                                      (5) 
where ݉݅ݏ൫ ௜݂, ௝݂൯ and ݉݅ݏ(݂, ݃) are original similarities by MFCC, same with the 
definitions in Eq. 3 and Eq. 4. And ߬൫ ௜݂, ௚݂൯ = 1 + ఛߠ ∙ ௉ߠ) − หܲ( ௜݂) − ܲ( ௚݂)ห). ߠఛ 
is a weight to adjust the influence of the audio genre. ߠ௉ = 0.2. ܲ( ௜݂) and ܲ( ௚݂) =0, 0.1, or 0.2 when the audio frame ௜݂ is silence, music or speech genres. 

Audio transitions indicate significant audio changes. In Music category, the 
transition from silence or music audio to speech audio indicates the possible 



appearance of the singer, beginning singing at that time. In News category, the 
transition from silence audio to speech audio usually indicates the start of the news by 
a journalist or an anchorperson.  

Around audio transition the user would pay more attention to the audio and less 
attention to the video track, according to our balance principle. Consequently we 
modify the balance ratio ߩ to ߩᇱ by considering the transition factor ߮௧௥: ߩᇱ(݂) = ఘ(௙)ఘ(௙)ା൫ଵିఘ(௙)൯∙൫ଵାఝ೟ೝ(௙)൯ = ఘ(௙)ଵାఝ೟ೝ(௙)ିఘ(௙)∙ఝ೟ೝ(௙)        (6) 

Because of ߮௧௥ and ߬൫ ௜݂, ௝݂൯, the fundamental formula of Balanced AV-MMR, 
Eq. 4, transforms into the following formula: 
 ௞݂ାଵ = ,݂)ூଵ݉݅ܵ ߣ](݂)ᇱߩ}௙∈௏\ௌೖݔܽ݉ ݃ݎܽ ܸ\ܵ௞) − (1 − ௚∈ௌೖݔܽ݉(ߣ  ܵ݅݉ூଶ(݂, ݃) +൫1 − ஺ଵᇱ݉݅ܵ ߤ]ᇱ(݂)൯ߩ (݂, (௞ܵ\ܣ − (1 − ௚∈ௌೖݔܽ݉(ߤ  ܵ݅݉஺ଶᇱ (݂, ݃)]    (7) 

5.3   Balanced AV-MMR V2: using face detection 

According to the analysis in Section 4, the face is extremely important in visual 
information, so the video frame becomes more important when the face appears in a 
video frame. Since our balance principle favors one hand and dislikes the other hand 
in audio and visual information, the balance factor ߩᇱ should increase in this case. 
After introducing the face factor ߚ௙௔௖௘ to ߩᇱ(݂) in Subsection 5.2, it becomes: ߩᇱᇱ(݂) = ఘ(௙)∙ቀଵାఉ೑ೌ೎೐(௙)ቁఘ(௙)∙ቀଵାఉ೑ೌ೎೐(௙)ቁା൫ଵିఘ(௙)൯∙൫ଵାఝ೟ೝ(௙)൯ = ఘ(௙)∙ቀଵାఉ೑ೌ೎೐(௙)ቁଵାఝ೟ೝ(௙)ାఘ(௙)∙(ఉ೑ೌ೎೐(௙)ିఝ೟ೝ(௙))  (8) 

where ߚ௙௔௖௘(݂) = 1 + (݂)ݎܾ݁݉ݑ݂݊݁ܿܽ ∗  ௙௔௖௘ is a weight for adjusting theߠ .௙௔௖௘ߠ
influence of the face. 

Besides the balance factor ߩᇱᇱ(݂), the appearance of face also influences the 
similarity of two video frames. In semantic level, a frame comprising faces are more 
similar to another frame with faces than the frame without face. Also, two frames 
with the face often reveal the relevant content of the video, such as the different or 
same journalists in News and actors in Movie. Therefore the similarities ܵ݅݉ூଵ and ܵ݅݉ூଶ in Eq. 4 evolve into: ܵ݅݉ூଵᇱ ( ௜݂, ܸ\ܵ௞) = ଵ|௏\(ௌೖ∪௙೔)| ∙ ∑ ௙௔௖௘ᇱߚ ൫ ௜݂, ௝݂൯݉݅ݏ൫ ௜݂, ௝݂൯௙ೕ∈௏\(ௌೖ∪௙೔)   ܵ݅݉ூଶᇱ (݂, ݃) = ௙௔௖௘ᇱߚ (݂, ݃) ∙ ,݂)݉݅ݏ ݃)                                                          (9) 

where ߚ௙௔௖௘ᇱ ൫ ௜݂, ௝݂൯ = 1 + )ݎܾ݁݉ݑ݂݊݁ܿܽ) ௜݂) + )ݎܾ݁݉ݑ݂݊݁ܿܽ ௝݂))/2 ∗  .௙௔௖௘ߠ
Based on above development, Eq. 7 of Balanced AV-MMR V1 can be 

reformulated as: 
 ௞݂ାଵ = ூଵᇱ݉݅ܵ ߣ](݂)ᇱᇱߩ}௙∈௏\ௌೖݔܽ݉ ݃ݎܽ (݂, ܸ\ܵ௞) − (1 − ௚∈ௌೖݔܽ݉(ߣ  ܵ݅݉ூଵᇱ (݂, ݃)]  +൫1 − ஺ଵᇱ݉݅ܵ ߤ]ᇱᇱ(݂)൯ߩ (݂, (௞ܵ\ܣ − (1 − ௚∈ௌೖݔܽ݉(ߤ  ܵ݅݉஺ଶᇱ (݂, ݃)]}  (10) 

5.4   Balanced AV-MMR V3: adding temporal distance factor 



At last, we prefer considering the influence of temporal distance of two frames ௜݂ 
and ௝݂, from the same video or not, on the visual and audio similarities: 

• Closer frames according to time in a video commonly represent more relevant 
content, so two closer frames in a video are regarded more similar than two 
further frames.  

• For multiple videos, a frame is more similar to another frame in the same 
video than a frame from another non-duplicated video.  

Then we can consider temporal information for selecting frames from multiple 
videos to the summary. This balance is called “temporal balance”. The temporal 
factor is named as ߙ௧௜௠௘ and ߙ௧௜௠௘൫ ௜݂, ௝݂൯ =                                                                                                     ൝1                                                           , ݂݅ ௜݂ ܽ݊݀ ௝݂ ܽ1;ݏ݋݁݀݅ݒ ݋ݓݐ ݉݋ݎ݂ ݁ݎ + ௧௜௠௘ߠ ∙ ൬1 − ห௧(௙೔)ି௧൫௙ೕ൯หଵ଴∗஽ಾ ൰ , ݂݅ ௜݂ ܽ݊݀ ௝݂ ܽݐ ݉݋ݎ݂ ݁ݎℎ݁ (11) .݋݁݀݅ݒ ݁݉ܽݏ 

where ݐ( ௜݂) and ݐ൫ ௝݂൯ are the frame times of ௜݂ and ௝݂ in video ܦ .ܯெ is the 
total duration of video ߠ .ܯ௧௜௠௘ is a weight to adjust the influence of the temporal 
distance. Then the similarities of the frames in Balanced AV-MMR become: ܵ݅݉ூଵᇱᇱ ( ௜݂, ܸ\ܵ௞) = ଵ|௏\(ௌೖ∪௙೔)| ∙ ∑ ௙௔௖௘ᇱߚ ൫ ௜݂, ௝݂൯ߙ௧௜௠௘൫ ௜݂, ௝݂൯݉݅ݏ൫ ௜݂, ௝݂൯௙ೕ∈௏\(ௌೖ∪௙೔)   ܵ݅݉஺ଵᇱᇱ ( ௜݂, (௞ܵ\ܣ = ଵ|஺\(ௌೖ∪௙೔)| ∙ ∑ ߬൫ ௜݂, ௝݂൯ߙ௧௜௠௘൫ ௜݂, ௝݂൯݉݅ݏ൫ ௜݂, ௝݂൯௙ೕ∈஺\(ௌೖ∪௙೔)     (12) ܵ݅݉ூଶᇱ and ܵ݅݉஺ଶᇱ  are similarly multiplied by ߙ௧௜௠௘  and become ܵ݅݉ூଶᇱᇱ and ܵ݅݉஺ଶᇱᇱ . Consequently, the formula of Balanced AV-MMR V3 is similar to Eq. 10 of 
Balanced AV-MMR V2 and generalized as 
  ௞݂ାଵ = ூଵᇱᇱ݉݅ܵ ߣ](݂)ᇱᇱߩ}௙∈௏\ௌೖݔܽ݉ ݃ݎܽ (݂, ܸ\ܵ௞) − (1 − ௚∈ௌೖݔܽ݉(ߣ  ܵ݅݉ூଵᇱᇱ (݂, ݃)]                     
               +൫1 − ஺ଵᇱᇱ݉݅ܵ ߤ]ᇱᇱ(݂)൯ߩ (݂, (௞ܵ\ܣ − (1 − ௚∈ௌೖݔܽ݉(ߤ  ܵ݅݉஺ଶᇱᇱ (݂, ݃)]}(13) 

5.5   The procedure of Balanced AV-MMR 

In above subsections, we have explained the formulas of fundamental BAV-MMR, 
BAV-MMR V1, BAV-MMR V2 and BAV-MMR V3. We need to generalize the 
procedure of Balanced AV-MMR: 

1) Detect the audio genres of the frames by HTK audio system described in 
Section 3, and the face by the toolkit in Section 4; 

2) Compute importance ratio ߩ ,ߩᇱ, or ߩᇱᇱ for each audio segment; 
3) The initial video summary ଵܵ is initialized with one frame, defined as: ଵܵ = ݃ݎܽ ∏ ]௙೔,௙೔ஷ௙ೕݔܽ݉ ܵ݅݉ூ൫ ௜݂, ௝݂൯௡௝ୀଵ ∏ ܵ݅݉஺൫ ௜݂, ௝݂൯௡௝ୀଵ ]భ೙         (14) 

where ௜݂ and ௝݂ are frames in video set ܸ, and ݊ is the total number of 
frames except ௜݂. ܵ݅݉ூ computes similarity of visual information between ௜݂ 
and ௝݂; while ܵ݅݉஺ is the similarity of audio; 

4) Select the frame ௞݂ାଵ by the formula of a variant of Balanced AV-MMR; 
5) Set ܵ௞ାଵ = ܵ௞ ∪ { ௞݂ାଵ}. 
6) Iterate to step 5) until ܵ has reached the predefined size. 



6   Experimental Results 

Our experimental videos are 36 video sets from 7 categories mentioned in Section 3, 
comprising 194 videos. Each video set contains 3-15 videos, each of which has the 
duration of 10 seconds to more than 10 minutes. The diversity of our experimental 
videos ensures the generic property of the summary produced by BAV-MMR. 

The visual content of a keyframe is represented by the Bag-Of-Word (BOW) 
feature. BOW feature vector of a keyframe is the histogram of the number of visual 
words that appear in the keyframe. The similarity between two keyframes ݉݅ݏ൫ ௜݂, ௝݂൯ 

is computed as ݉݅ݏூ൫ ௜݂, ௝݂൯ = cos ቀܪ௙೔, ௙ೕቁܪ = ு೑೔∙ு೑ೕ∥ு೑೔∥∥ு೑ೕ∥, where ܪ௙೔  and ܪ௙ೕ  are 

the visual word histograms of keyframes ௜݂  and ௝݂ . Audio feature uses MFCC 
obtained by SPro Toolkit [8]. The similarity of two averaged MFCC vectors is 

computed and normalized as ݉݅ݏ஺൫ܽ௜, ௝ܽ൯ = 1 − ห௔೔ି௔ೕห(|௔೘ି௔೙|)ೌ೘,ೌ೙∈ೄಾಷ಴಴࢞ࢇ࢓         , where ܽ௜, ௝ܽ, ܽ௠and ܽ௡ are averaged MFCC vectors. 
To verify the effect of BAV-MMR, we use Audio Video Distance (AVD) and 

Video Distance (VD) of the summary with the original videos. AVD is defined as ݀஺௏஽(ܵ, ܸ) = ଵ௡ ∑ ݉݅݊௙ೕ∈௏,௚∈ௌൣ1 − )ூ݉݅ݏ) ௝݂, ݃) + )஺݉݅ݏ ௝݂, ݃))/2൧௡௝ୀଵ , where ݊  is the 

number of frames in ܸ. ݃ and ௝݂ are frames respectively from video summary ܵ 

and ܸ. And similarly VD is defined as ݀௏஽(ܵ, ܸ) = ଵ௡ ∑ ݉݅݊௙ೕ∈௏,௚∈ௌ(1 − )ூ݉݅ݏ ௝݂, ݃))௡௝ୀଵ . 

In the fundamental formula of BAV-MMR, Eq. 4, we need to decide the value of 
parameter ߩ. In this paper we consider ߩ as a constant value for different frames. To 
remain consistent with Video-MMR, we use the same method, Summary Reference 
Comparison (SRC), comparing the summary qualities from different weights, to 
decide ߩ .ߩ varies from 0.0 to 1.0, with each step of 0.1. The results of SRC are 
shown in Fig. 1. SRC here uses ݀஺௏஽(ܵ, ܸ).  

From Fig. 1 when ߩ = 0, ݀஺௏஽ is large when the summary size is small and vice 
versa. Since we want a commonly small ݀஺௏஽ for different summary sizes, at last we 
select ߩ = 0.5. 

By trial and error, the various parameters in the variants of BAV-MMR are set to 
the following values: 

• In Eq. 6 ߮௧௥(݂) = 0.1 when the audio transits from silence to music at ݂ 
and vice versa, or from speech to music and vice versa; ߮௧௥(݂) = 0.2 when 
the audio transits from silence to speech and vice versa; and ߮௧௥(݂) = 0 if 
there is not any audio transition in frame ݂.  

• The weights ߠఛ, ߠ௧௜௠௘ and ߠ௙௔௖௘ are chosen as 0.3, 0.3 and 0.2. 
The means of AVDs and VDs of 36 experimental video sets from Video-MMR, 

AV-MMR and the variants of BAV-MMR are shown in Fig. 2 and Fig. 3. We have 
not drawn the curve of the fundamental BAV-MMR with ߩ = 0.5, which is the same 
with AV-MMR in Fig. 1. It is clear that the variants of BAV-MMR are better than 
Video-MMR and AV-MMR because of the smaller distances with the original videos. 
Among the variants of BAV-MMR, BAV-MMR V1 is better than AV-MMR, and 
BAV-MMR V2 is better than BAV-MMR V1. While BAV-MMR V3 outperforms 



BAV-MMR V2 a lot because BAV-MMR V3 improves the algorithm in both audio 
and video track, but BAV-MMR V1 and BAV-MMR V2 separately improves audio 
track and video track in the summarization. 
 

  
Fig. 1. SRC of ்ߩ  

  

Fig. 2. VDs of different measures           Fig. 3. AVDs of different measures 

When the summary size increases, the improvements of BAV-MMR V1 and BAV-
MMR V2 is not as good as the smaller summary size, which is caused by more 
various audio genres and more face types in the summaries. However, the temporal 
information is not influenced a lot by the selected frames in the summaries, so BAV-
MMR V3 keeps its curve trend when the summary size increases. 

The limitation of BAV-MMR is the manual decisions of the weights ߮௧௥, ߠఛ, ߠ௧௜௠௘ and ߠ௙௔௖௘. So it is necessary to automatically and optimally tune these weights 
for a generic summarization algorithm. A particular set of optimized weights for each 
category of video is favorable. Furthermore, BAV-MMR may benefit from a variable ߩ according to the property of frame or segment. 

7   Conclusion 
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In this paper, we have proposed a novel summarization algorithm, Balanced AV-
MMR by considering the balance between audio and visual information in a segment, 
and temporal balance of inter- and intra- video. Besides, we use audio genre and the 
face to adjust the similarities of the frames. Balanced AV-MMR is a new 
improvement of the series of MMR algorithms in video summarization. And several 
variants of BAV-MMR have been proposed and proved better than previous 
algorithms. However the weights in Balanced AV-MMR are manually decided, so it 
is necessary to automatically optimize the weights to the category of the video, 
summary size, and so on in the future. 
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